
R

S
a

A
a

b

a

A
R
R
A
A

K
M
E
O
O

C

h
0

Computers and Chemical Engineering 95 (2016) 146–160

Contents lists available at ScienceDirect

Computers  and  Chemical  Engineering

j our na l ho me  pa g e: www.elsev ier .com/ locate /compchemeng

eview

ystematic  optimization  methodology  for  heat  exchanger  network
nd  simultaneous  process  design

ndreas  Psaltisa,  Delphine  Sinoquetb, Alexandre  Pagotb,∗

MTN  Cyprus, 87 Kennedy Avenue, 1077, Nicosia, Cyprus
IFP Energies nouvelles, Rond-point de l’échangeur de Solaize – BP 3, 69360 Solaize, Lyon, France

 r  t  i  c  l e  i  n  f  o

rticle history:
eceived 3 February 2016
eceived in revised form 8 September 2016
ccepted 18 September 2016
vailable online 22 September 2016

eywords:

a  b  s  t  r  a  c  t

Distillation  units  require  huge  amounts  of energy  for the  separation  of the  multicomponent  mixtures
involved  in  refineries  and  petrochemical  industries.  The  overall  efficiency  of  the distillation  column  sys-
tem is determined  from  the  trade-offs  of the  Operating  Expenditures  (OPEX)  and  Capital  investment
cost  (CAPEX),  as  there  is  a strong  interaction  between  the  distillation  columns  and  the  Heat  Exchanger
Network  (HEN)  of the  interconnecting  streams.  In this  paper,  a systematic  Mixed  Integer  Non-Linear
Programming  (MINLP)  optimization  methodology  for process  integration  of distillation  column  complex
INLP
xchanger network
perating conditions
ptimization

is  presented.  The  highly  nonlinear  rigorous  models  of  the  distillation  column  and  phase  change  are  being
substituted  with  simple  surrogate  models  that generate  operating  responses  with  adequate  accuracy.
The  methodology  is  applied  on  two case  studies  of  the  aromatics  separation  PARAMAX  complex.  The
results  illustrate  significant  reductions  on  the  Total  Annualized  Cost.  With  a scope  limited  to the  benzene
and  toluene  columns,  the gain  reaches  about  15%.
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1. Introduction
The continuous rising prices in energy and stringent environ-
mental regulations have lead Chemical industries to invest towards
energy efficient solutions. Particularly, for Separation industries
such as Refineries and Petrochemical plants, which are among the
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Notation

Indices
k Stage

Sets
HP {i|i = Hot process streams}
CP {j|j = Cold process streams}
REB {j|j = Reboiler streams}
CON {i|i = Condenser streams}
COL {su|su = Distillation column}

Variables
TS

i Supply temperature of hot stream
TS

j Supply temperature of cold stream

TI
i,k Input temperature of hot stream at stage k

TO
i,k Output temperature of hot stream at stage k

TI
j,k Input temperature of cold stream at stage k

TO
j,k Output temperature of cold stream at stage k

TAI
i Temperature of stream entering AirCooler

TAO
i Temperature of stream exiting AirCooler

TT
i Target temperature of hot stream

TT
j Target temperature of cold stream

HS
i Supply enthalpy of hot stream

HS
j Supply enthalpy of cold stream

HI
i,k Input enthalpy of hot stream at stage k

HO
i,k Output enthalpy of hot stream at stage k

HI
j,k Input enthalpy of cold stream at stage k

HO
j,k Output enthalpy of cold stream at stage k

HAI
i Enthalpy of stream entering AirCooler

HAO
i Enthalpy of stream exiting AirCooler

HT
i Target enthalpy of hot stream

HT
j Target enthalpy of cold stream

qi,j,k Heat exchanger duty for process streams
qH

j Heater duty

qA
i AirCooler duty

qCyl
j Cylindrical heater duty

qCab
j Cabin heater duty

qHPS
j High pressure steam duty

�THOCI
i,j,k Hot output-cold input stream temperature differ-

ence
�THICO

i,j,k Hot input-cold output stream temperature differ-
ence

�THOCO
i,j,k Hot input-cold output stream temperature differ-

ence
�THICI

i,j,k Hot input-cold input stream temperature difference
�THICI A

i AirCooler input-ambient temperature difference

Binary variables
Zi,j,k Indicates if a heat exchanger exists between hot

stream i and cold stream j at stage k
ZA

i Indicates if an AirCooler exists for hot stream i
ZH

j Indicates if a heater exists for cold stream j

ZCyl
j Indicates if a cylindrical heater exists for cold stream

ZHPS
j Indicates if high pressure steam is used for heating

cold stream j

Matrices
LH nixnsu matrix
LC n xn matrix
j
ZCab

j Indicates if a cabin heater exists for cold stream j
j su

most energy intensive, a major concern is to minimize the
huge operational demands of the distillation columns which are by
far the most preferred unit for separation. The low thermodynamic
efficiency of the columns, stemming from the higher tempera-
ture profile of the reboiler compared to the condenser, has lead
researches on improving the performance of HEN between the
streams involved in the distillation column complex, by targeting
the minimization of the external heat sources and the associated
HEN equipment costs.

Over the last decades, several methodologies have been
emerged for solving the HEN synthesis problem and can be clas-
sified as sequential or simultaneous approaches. The first approach
decomposes the problem in a sequence of objectives. Initially the
target is to identify the HEN with the minimum utilities demand.
Once the energy requirements are met, the second objective is
the reduction of capital cost by minimizing the number of Heat
Exchangers. Finally, detailed calculations are performed in order
to investigate further reductions on the Heat Exchanger Area cost.
The Pinch analysis method, developed by Hohmann (Hohmann,
1971) then Linnhoff and co-workers (Linnhoff, 1979; Linnhoff and
Hindmarsh, 1983), is among the most influential methodologies
of this approach. The energy profile of the process streams is
graphically represented on composite curves and according to
the heuristic-based value of the minimum allowable temperature
difference (�Tmin) the pinch point determines the energy require-
ments from external sources.

The decomposition of objectives is also being addressed in
mathematical programming formulations such as the transship-
ment methodology of Papoulias and Grossmann (1983) and Floudas
et al. (1986). On the other hand, the simultaneous approach
methodologies are characterized by the complex mathematical
formulations employed for the optimization of the combined
sub-objectives of CAPEX and OPEX within well-defined process
restrictions. Moreover, potential heat exchange between process
streams is examined in superstructures (Yee and Grossman, 1990;
Ciric and Floudas, 1991) with the introduction of binary variables,
which are used for the realization of existence or not of a heat
exchanger. A review of the main literature for HEN synthesis is pre-
sented in Furman and Sahinidis (2002) and more recent approaches
can be found in Klemeš and Kravanja (2013).

Heat integration methodologies demonstrate remarkable
energy savings but are limited to the existing process condi-
tions which are defined during Process design, performed in
advance. Bounded by these conditions, the results of the sequential
procedure are suboptimal compared to Process integration con-
figuration, namely when process design and Heat integration are
optimized simultaneously. Process integration takes into account
the strong interaction between the process units and the HEN of
their interconnection streams and the best scheme corresponds
to the optimum trade-off compromise of the conflicting CAPEX
and OPEX criteria. Despite the numerous Heat integration method-
ologies reported in literature, limited publications addressed the

holistic optimization problem, mainly because the increased com-
plexity of the problem provides little margins for heuristics and
the mathematical formulations require significant computational
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fforts due to the very large search space and are harder to imple-
ent and solve.
Duran and Grossmann (1986) pointed out the difficulties of

mplementing rigorous models due to the combinatorial nature
f the problem and reduced the degrees of freedom to energy
ptimization. The Heat integration part in their Non-Linear Pro-
ramming (NLP) formulation is restricted on finding the minimum
tilities usage by imposing a set of constraints derived from pinch
oint analysis. Their work was extended by Lang et al. (1988) with
equential modular simulators and by Grossmann et al. (1998)
here the developed rigorous disjunctive formulation considers

sothermal stream cases as well. In contrast, Papalexandri and
istikopoulos (1998) developed a methodology that takes into
ccount the Total Annualized Cost (TAC). The overall process is
ecomposed in an inner loop where the Heat integration part cor-
esponding to a fixed process flowsheet is solved and then the
nformation is passed to an outer loop where the associated process
owsheet is optimized. Zhang et al. (2001), following the com-
on  practice of employing linear and linearized models in Refinery

ptimization, took into account in their optimization strategy the
nteractions of the hydrogen network, the utility and material
rocessing system for maximizing the margin between the total
evenue and the operating cost. The simplification of the original
roblem into a MILP (Mixed Integer Linear Programming) formu-

ation was necessary, according to the authors, because no robust
INLP solver is commercially available for handling refinery scale

pplications. Ponce-Ortega et al. (2008) extended the superstruc-
ure of Yee and Grossmann (1990) for HEN retrofit to include
perational and structural process modifications and to treat
sothermal streams. The modifications can be either operational
e.g. pressure changes) or structural (e.g. addition or replacement
f equipment) and both capital and operating costs associated with
he retrofit decisions are considered simultaneously by the MINLP

ethodology.
In order to overcome the numerical complexity involved in

he above mentioned deterministic methodologies, probabilistic
pproaches have been proposed (Lazzaretto and Toffolo, 2004;
assner and Maréchal, 2009; Fazlollahi and Maréchal, 2013) and
re characterized by:

Decomposition of the overall optimization procedure into sub-
problems which are solved in different interconnected softwares,
Use of commercial simulators as black box rigorous models
Probabilistic algorithms (e.g. evolutionary algorithms) for multi-
objective optimization procedure.

The first sub-problem considers technological alternatives,
odeled in commercial simulators as a superstructure, for the

alculation of the energy and material flows corresponding to a pre-
etermined set of operating conditions. The process output is then
rocessed in an energy and process integration model in different
oftware. The opportunities of heat integration are assessed and
he system interactions are optimized with regards to the minimum
perating cost. At the same time, binary variables are introduced as
tilization factors of each technology defined in the superstructure
nd the interactions are being evaluated by means of integrated
omposite curves. The data returned by the technology selection
nd energy integration steps are further processed in a post calcu-
ation Multi-Objective Optimization procedure (MOO). The MOO
s based on an evolutionary genetic algorithm that generates a
opulation of points in each iteration. The population represents
otential solutions and each solution represents a different trade-

ff between the optimization objectives. The best points in this
opulation are selected as they approach an optimal solution and
isplayed on a Pareto front, on which the optimal values of the com-
eting objectives and resulting trade-offs are identified. Chen et al.
l Engineering 95 (2016) 146–160

(2015) proposed a simultaneous optimization and heat integration
framework where the sub-problems are solved in different soft-
wares. Process design is carried out in commercial simulators which
serve as black box rigorous models for thermodynamic calculations
(SRK), such as Aspen HYSYS or ProII; Heat integration is modeled as
LP problem in GAMS and the cost evaluation is performed in Excel
and Python. All these softwares are also linked to a derivative-free
optimizer for the determination of the decision variables, the values
of which define the optimum economic objective. Ochoa-Estopier
and Jobson (2015a,b) and Ochoa-Estopier et al. (2015) presented a
methodology for operational optimization of crude oil distillation
units with consideration of retrofit modifications on the associ-
ated HEN. The commercial simulators are also used for sampling
data generation in order to regress the parameters of the distilla-
tion columns which are represented with artificial neural networks.
Simulation annealing is used to optimize the operating conditions
of the columns and propose structural HEN modifications. In a sec-
ond level, a nonlinear least square problem is used to enforce the
HEN constraints.

Simultaneous employment of different softwares provides an
alternative perspective to the conceptual design but at the same
time significantly increases the computational load involved in the
multiple tasks as a result of the very large search space of oper-
ating conditions, which is further increased by the additional time
needed for the interconnecting softwares to exchange information.
Moreover, a limited number of process engineers, with adequate
optimization skills and programming knowledge for all individ-
ual softwares involved, can utilize these methodologies for their
applications.

The purpose of this paper is to present a novel methodology
for the optimization of the Process integration synthesis prob-
lem. In the proposed methodology, process unit design, operating
conditions and the HEN synthesis of the streams involved are simul-
taneously considered in an MINLP optimization formulation and
the TAC defined from the trade-off between the CAPEX and OPEX
criteria, is used as a quantitative index for determining the opti-
mum configuration. A key element of the solution strategy is the
replacement of the complex rigorous models needed for process
design with simple surrogate models that serve as computation-
ally low-cost substitutes with adequate accuracy. Moreover, phase
changes during the HEN synthesis are considered using a modified
stage-wise superstructure of Yee and Grossmann (1990).

In the following sections, a detailed description of the method-
ology is presented for energy intensive distillation column
applications, which despite their maturity as separation process
still offer significant margins for improvements and thus, making
them ideal for illustrating the benefits of the proposed solution
strategy without loss of generality.

2. Outline of the solution strategy

The main idea of the solution strategy is to benefit from the dif-
ferent capabilities of three softwares and to carry out sequentially
5 separate tasks as shown in Fig. 1. Rigorous models provide all
the information needed for an accurate representation of the pro-
cess of interest but are difficult to implement and solve, especially
for large scale systems where the accuracy is often traded with
computational efficiency. For this reason, the first step of process
representation is performed in commercial simulators for given
technology and feasible set of design and operating variables. It
should be noted that at this step the existence or not of a heat

exchanger is not known and a stream to be heated or cooled is
identified with flash units. The simulators are too time-consuming
to be used directly in the optimization procedure because of the
very large search space and the plant wide nature of the process.
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Fig. 1. Solution sequence of the proposed methodology.

ence, the overall process is partitioned to the consisting elemen-
ary units (columns, reactors, streams etc.) and for each one a series
f batch calculations is performed in this stage for various values
f the design variables (degrees of freedom) in order to generate a
epresenting set of sampling data needed for the identification of
he most influencing variables used to reproduce the response of
he process variables associated with the optimization objectives,
hrough surrogate models. The batch calculations have been gen-
rated by regular grid with defined sample steps for each variable.

Based on the sampling data, the parameterization of the sur-
ogate models (parametric models either linear or nonlinear
epending on the modeled function) is performed in the third step,
sing the powerful regression routines available in MATLAB. The
uned parameters are passed to the MINLP formulation of the final
tep, where the simultaneous optimization is carried out. In addi-
ion, as the solution of NLP systems is highly dependent on the
nitial conditions, and global optimality cannot be guaranteed, mul-
istart approach for finding the best local solution is also performed
n MATLAB. For each set of predetermined initial values on MATLAB,
he optimizer returns a local solution and the best one is selected
mong the set of alternatives stored in MATLAB.

. Methodology for distillation column applications

Distillation columns are frequently encountered in many chem-
cal processes and they have been extensively studied in the
revious decades in order to increase the understanding of the
hermodynamic phenomena taking place and to develop models
apable to represent their behavior. These models represent the

elationship between the basic variables that correspond to the
egrees of freedom and the intermediate variables used to describe
he behavior of the process and at the same time define the trade-
ff between the optimization objectives. In this paper, the degrees
l Engineering 95 (2016) 146–160 149

of freedom of a distillation column are the number of trays in the
column (NTsu), the pressure at the top of the column (PUp

su ) and
the nF column feed stream enthalpies (HFeed

nF,su). Either directly or
via the surrogate models, the value of these variables determines
both operating and equipment design criteria and thus the opti-
mal  process integration is inferential to the optimal value of these
variables. The optimal value of the design variables corresponds to
the minimum value of the composite index of TAC that takes into
account the trade-off between the OPEX and the annualized CAPEX
with an expected payback time of six years.

3.1. Process design

Initially, the process synthesis and design are performed in com-
mercial simulators, such as PRO/II and HYSYS. This step focuses on
setting the links between the primary units (e.g. drums, columns,
reactors) and the interconnecting process streams with the objec-
tive of establishing the material balance in respect to the final
product specifications and the individual process unit constraints
such as maximum solvent recovery and operational requirements
of the catalysts. As the material balance shows the amount of
resources used for achieving the desirable product rates and puri-
ties, generally in separation processes the objective is to investigate
its implementation through the selection of the suitable tech-
nology, from a set of limited alternatives. Moreover, setting the
material balance early on the solution strategy reduces the degrees
of freedom and the search space of the optimization procedure
and therefore, simplifies the overall process integration synthesis
without effecting the final solution. For example, if the degrees of
freedom are reduced to the minimum, a distillation column can
achieve the desired separation purities for given flowrates with a
variety of combinations between the number of trays and reboiler’s
duty.

3.2. Partition to elementary units

Once the material balance is fixed, the process flowsheet is par-
titioned and a series of batch calculations is performed for the
characterization of elementary units. In our case, these elementary
units are:

• Distillation columns (as shown in Fig. 2)
• Flash drums which are used

© for the calculation of the temperature or/and enthalpy of the
interconnecting streams with phase change considerations

© the operational bound values of the exchanger

Rigorous stage-by-stage (meaning with process simulation soft-
ware) calculations are not needed; the energy requirement of the
column is determined by the reboiler and condenser duties which
in turn has significant impact on the HEN synthesis, as a con-
sequence of heat integration. In Table 1 are listed the operating
variables for the simulation of the distillation column. The diameter
of the column is not an operating variable (in fact it is a key variable
for the shell design) but as illustrated in the next section, it is cal-
culated as a function of the reboiler’s duty and thus, by convention
is considered as such.

3.3. Surrogate models

Depending on the purpose and the specific application of the
examined study, simulation models can be developed utilizing

three distinct approaches:

• Rigorous models: deterministic models used for extensive tray
calculations. They illustrate very good performance in terms of
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Fig. 2. Elementary configuration of a distillation column.

Table 1
Distillation column parameters and variables.

Design Variables Description Unit

HFeed
nF,su column feed stream enthalpies MW

NTsu Number of trays –
PUp

su Pressure reflux drum barg

Parameters Description Unit

dPcsu Condenser pressure drop bar
dPtsu Pressure drop per theoretical

tray
bar

�tsu Tray efficiency –

Operating and design
Variables

Description Unit

QCON
su , QREB

su Condenser and Reboiler duty MW
TCI

su, TCO
su Condenser input and output

temperatures

◦C

TRI
su, TRO

su Reboiler input and output
temperatures

◦C

HTOP
su , HBOT

su Top and Bottom stream
enthalpy

MW

•

• ⎪⎭
HSd
su Sidedraw stream enthalpy MW

Dsu Distillation column diameter m

accuracy but the rigorous computations are time consuming and
thus rigorous models are not preferred for large scale optimiza-
tion purposes.
Simplified physical approximation models: short-cut models
developed from both physical laws and empirical relations. They
are more computationally efficient than the rigorous models but
are based on some assumptions that induce loss in accuracy and
restrict the application to specific conditions. For example, side
draw products cannot be considered.

Surrogate models: mathematical or statistical models. These
models define the relationship between the degrees of freedom
and the variables of interest and are used in cases were compu-
tational time is a major concern.
l Engineering 95 (2016) 146–160

The three modeling approaches for distillation column applica-
tions are thoroughly reviewed in the work of Ochoa-Estopier et al.
(2014). In this paper, the surrogate approach is preferred because in
the methodology both solution accuracy and time constraints are
considered to be equally important. Kriging has first been consid-
ered. However, it appears that it required much more parameters
to capture the tendencies and was  more time consuming. We  then
moved to the models presented in the following parts of the chap-
ter.

3.3.1. Distillation column surrogate model
Having the material balance fixed, we have considered 4 degrees

of freedom for the distillation column: number of trays (NTsu),
pressure at the top of the column (PUp

su ), Feed location and the nF
column feed streams enthalpy (HFeed

nF,su). Setting the material bal-
ance around the column sets products’ rates. Consequently column
specifications (recovery, purities, etc. . .)  are set in order to sat-
isfy this constraint and reflux rate and reboiler’s duty will directly
depend on the 4 design variables selected. Number of trays, feed
streams enthalpy, feed location and pressure have to be taken into
account because they are first order in column energy demands.
Pressure has also big effect on temperatures what is first order for
heat integration and exchanger network synthesis. Tray and con-
denser pressure drops, tray efficiency, reflux drum temperature,
etc. . . have been considered as parameters because they are asso-
ciated to a given technology which choice is out of the scope of the
optimization.

A bottom-up approach was  selected in order to identify sequen-
tially the influence of each variable on the response of the model.
Keeping constant values of the remaining three variables, we exam-
ined the effect of each one within a certain allowable value range
dictated by the process standards. From a preliminary sensitivity
analysis we  concluded that feed location had the least impact on the
output and it has been decided to simplify the model by considering
that the feed stream is always located at the middle of the col-
umn. For each distillation column, the “numerical experiments” in
the commercial simulator were performed with process simulation
commercial softwares, with respect to equipment and operational
constraints, for the following range of the design variables:

NTmin
su ≤ NTsu ≤ 100

0.1 ≤ PUp
su ≤ 12

HFmin
nF ,su ≤ HFeed

nF ,su ≤ HFmax
nF ,su

(1)

where NTmin
su is the minimum NTsu corresponding to the separation

unit su, HFmin
nF ,su and HFmax

nF ,su are the minimum and maximum allowable
values of the Feed streams enthalpies. These three bounds are also
calculated from surrogate models.

For the analysis and construction of the most complicated surro-
gate model of the distillation column, corresponding to QREB

su , more
than 1000 independently and identically distributed initial input
points were considered in order to fully investigate the effect of
the independent variables on the final response. The model is split
in two  parts in order to respect the bounds on NTsu as shown:

QREB
su =PQ

1,su+PQ
2,suPREB

su +PQ
3,suHFeed

1,su +PQ
4,suHFeed

2,su +PQ
5,suPREB2

su +
PQ

6,suPFeed
su +PQ

7,su

(NTsu-NTmin
su )

2

NTmin
su =PQ

8,su(PF��d
su )

3
+PQ

9,su(PF��d
su )

2
+PQ

10,suPF��d
su +PQ

11,su

PF��d
su = PUp

su + ıPTray(
NTsu − 2

2
)

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪

su ∈ COL
PREB
su = PF��d

su + ıPTray(
NTsu − 2

2
)

(2)
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Fig. 3. QREB
su Surrogate model response for Benzene Column.

here PQ
nQ,su are the nQ parameters of the surrogate model, PFεεd

su

nd PREB
su are the pressures at the feed and bottom tray respectively.

inally, �PTray is the pressure drop of 0.01 bar per tray in the column.
or the nominal case of one feed stream per distillation column, the
REB
su model has 10 characteristic parameters. The contribution of
dditional feed streams is also considered by adding a linear term
n the model (e.g. Eq. (2)). The QREB

su model, like all surrogates pre-
ented in this section, was tested on 9 distillation columns and the
esults demonstrated the same performance. Fig. 3 illustrates the
esponse of QREB

su model over NTsu, for various values of PUp
su and

Feed
nF ,su, for a Benzene separation column (BZC) used in industrial
pplications.

The medamodel’s response captures with adequate accuracy the
ctual data and the maximum approximation error corresponds to
he edge of the search space, namely at the values of NTsu close to
Tmin

su . Even for this extreme case (min CAPEX – max OPEX) the
bsolute error is ∼4 MW,  which in relative error terms is less than
% and remains within the acceptable error margin.

The other complicated surrogate model calculates the column
iameter in regards to two design variables and QREB

su :

Dsu = PD
1,su + PD

2,suPREB
su + PD

3,suQREB
su + PD

4,suPREBQREB
su + PD

5,su

PREB2

su + PD
6,suQREB2

su , su ∈ COL (3)

here PD
nD,su are the nD parameters of the surrogate model. The

ecision of including an output variable instead of using directly
he basic design variables during the model construction was taken
or two reasons:

(a) the model would have been enormous in size
b) to avoid numerical difficulties in the optimization algorithm

Similarly with QREB
su , the Diameter model shows very good per-

ormance and the error corresponds to the higher values of QREB
su .

For larger columns (e.g. Xylene Column presented in a case
tudy) the model is allowed to be extended up to the range of 25 m
ecause it will indicate that splitting of the column is necessary at
he design stage. From the auxiliary plots, the maximum error is
ess than 0.15 m,  which corresponds to 2–3%.

The remaining surrogates are modeled as simple cubic functions
s follows:

∑4

var =

n=1
ParMvar

n Varn−1 (4)

here ParMvar
n are the characteristic parameters, Mvar are

BOT
su , HTOP

su , HSd
su , TRI

su, TRO
su , TCI

su, TCO
su , HFmax

nF ,su and HFmin
nF ,su, and Var are
l Engineering 95 (2016) 146–160 151

the input variables PREB
su , PCON

su , PUp
su , PREB

su , PREB
su , PUp

su , PCON
su , PCON

su and
PREB

su respectively.

3.3.2. Phase change surrogate model
The mathematical formulations are characterized by extensive

computational load, especially in large scale systems where the
combinatory nature of the problem is a deterrent factor for apply-
ing rigorous MINLP formulations. Instead linear approximations are
preferred, not only for the reduced computational time needed to
obtain a solution but also due to the convexity that guaranties an
optimal solution. The HEN synthesis problem can be easily modeled
as MILP and the driving forces are expressed in terms of tempera-
ture difference:

Q = FCp(Tin − Tout) (5)

The mass flowrate F can be easily calculated from material bal-
ance but the Heat capacity (Cp) is a nonlinear term. The majority
of the current methodologies consider steams with constant heat
capacity. That is, the latent heat involved in the mixed phase is not
considered and as a result the phase diagram is a straight line with
liquid and vapor phases only. This assumption simplifies the prob-
lem and effectively enables implementation of LP formulations but
in a separation complex, the streams involved undergo phase tran-
sitions and the final solution can often be misleading, especially for
the estimation of the heat exchanger area.

A very limited number of publications are dealing with this
problem. The disjunctive methodology of Grossmann et al. (1998)
extended the pinch location strategy of Duran and Grossmann
(1986) to both isothermal and non-isothermal streams utiliz-
ing Boolean variables but not for HEN applications. Castier and
Queiroz (2002) highlighted the fact that pinch points can be located
within the intervals of Supply and Target Temperatures when Cp
is considered as variable. They determined these points with rig-
orous thermodynamic calculations. Within the Pinch methodology
framework also, Liporace et al. (2004), proposed the decomposition
of the phase diagram into 3 sub-sections; one for each phase based
on dew and bubble points calculation. With the phase change con-
siderations included, the pinch methodologies are more accurate
and realistic but are still bounded from the sequential approach
limitation. Almost 20 years later, Ponce-Ortega et al. (2008) pro-
posed another disjunction based formulation that extends the work
of Yee and Grossmann to both isothermal and non-isothermal
phase change transitions. The streams of the resulted MINLP
methodology are separated in subsets according to their heat
exchange requirements, namely sensible, latent and sensible-latent
heat exchange. Therefore for each subset, the energy balance is
calculated with three different models and integer constraint real-
izations. Despite the optimal network design, the methodology is
limited from the fact that prior knowledge on the stream’s con-
ditions is necessary for the appropriate separation of the streams
into subsets and consequently the methodology is not applicable to
holistic process integration design where the stream conditions are
examined simultaneously. Hasan et al. (2009) modeled the phase
change curve with a simple cubic function of �T with adequate
accuracy but the calculations are restricted to predetermined pres-
sure cases.

To satisfy the objectives of the proposed methodology, we need
the accuracy of the three models corresponding to each phase and
the numerical benefits of a single model. The sudden change in the
slope takes place at the bubble and dew points which can be easily
calculated, for both hot and cold streams, from the following set of
equations:
HBub
i = PF

1,i + PF
2,iPi + PF

3,iP
2
i + PF

4,iP
3
i + PF

5,iP
4
i , i ∈ HP (6.a)

HDew
i = PF

6,i + PF
7,iPi + PF

8,iP
2
i + PF

9,iP
3
i + PF

10,iP
4
i , i ∈ HP (6.b)
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Fig. 4. Phase change model response for the various Pressure and Temp

The next step is the identification of a mechanism for the slope
hange, similarly to the integer variables but on a single model.
herefore, in the phase change surrogate model of Eq. (7), we
ake into advantage the switching properties of sigmoid functions
or the transition from one phase to another. More specifically,
oth sigmoid functions are equal to zero at liquid phase and
he Enthalpy-Temperature relationship is restricted to a quadratic
unction. At the bubble point, the first sigmoid changes value
hile the other remains zero and effectively changes the slope by

ontributing another term in the equation. The second sigmoid acti-
ates at dew point and causes the final slope change that indicates
apor phase.

TS
i = PF

13,i + PF
14,iH

S
i + PF

15,iH
S2

i +
PF

16,i(H
S
i − HBub

i ) − PF
15,i(H

S2

i − HBub2

i )

1 + e
(−PF

11,i
(HS

i
−HBub

i
))

+
PF

17,i(H
S
i − HDew

i ) + PF
18,i(H

S
i − HDew

i )
2

1 + e
(−PF

12,i
(HS

i
−HDew

i
))

, i ∈ HP

(7)

Eq. (7) is a continuous function that guaranties, if well-tuned,
ositive �T/�H  ratio for all arguments within the characterized
ange of 0–500 ◦C. More importantly, as it can be seen from Fig. 4,
he surrogate model can also generate the phase change diagram for
arious pressures (all streams were characterized for 0.1–20 barg)
nd thus, provides additional flexibility to the optimization algo-
ithm to locate the most profitable conditions. The phase diagrams
f a pure and multicomponent stream are presented in Fig. 4. The
urrogate model captures with the same efficiency the sharp slope
hange occurring on bubble and dew point for the pure component
tream (left part of Fig. 4) and multicomponent stream (right part of
ig. 4). The best fit corresponds to the liquid-mixed phase part and
he worst to the vapor phase. In addition to the expected error at
he bounds, significant error is observed at the dew points defined
t lower pressures.

The absolute error is ∼10 ◦C and corresponds to less than 7%. This
s satisfactory, especially if we take into account the margin of esti-

ation error when phase changes are not considered. Moreover,
he high error values are located in a certain area where an addi-

ional corrective term might solve the issue but streams involved
n distillation column complex are in vapor phase very rarely and
ence, an instant measure for improving the efficiency is to neglect
he vapor phase by removing the second sigmoid from the model.
re cases. Left: Pure component stream. Right: Multicomponent stream.

3.4. Parameter tuning

Having identified the structure of the surrogates, it remains to
determine the best tuned parameters, from the data generated from
the rigorous computer experiments, using an optimization algo-
rithm. For the elementary configurations (Fig. 1), PRO/II 8.3 can
generate up to 100 sampling points per 1 h, each one corresponding
to a unique value of the design variable set. This means that in one
working day, a surplus of information is generated for all surrogate
models. The regression is carried out in MATLAB to take into advan-
tage the powerful computational capabilities it offers on dealing
such problems. A classical least-square data fitting approach is
used and the derived optimization problem is solved by the solver
Lsqnonlin for the selection of the best parameters. Lsqnonlin uses
the trust region-reflective algorithm, a Newton-based method that
demonstrates convergences in less than 10 s for each tuning. With
the parameters tuned, the MATLAB interface function wgdx passes
the tuned parameters and initial values of the design variables to
GAMS to start the optimization procedure.

4. MINLP formulation

The final step of the proposed methodology is the MINLP for-
mulation for the optimization of the design variables, of each
distillation column considered, in order to determine the most
cost-effective solution. Process integration is achieved with the
simultaneous solution of the three components of the formulation:

a) The surrogate models of the distillation columns
b) HEN of the streams connecting the units between them

(c) Cost functions

Moreover, the convention that stream pressure values are deter-
mined by the downstream elementary units is also applied. In our
case, pressure increases only concern liquid flow rate. Then energy
consumption of pumps are really low compared to other energy
demands on process and therefore including the pumps cost will

increase significantly the computational load without real benefit.
We have made the assumption that it could be neglected. As the
current formulation doesn’t take into account the energy penalty
to increase pressure, pressures changes of vapor streams cannot be
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onsidered because of the huge effect of compressor in energy and
PEX balances (Cabrera-Ruiz et al., 2010).

The Cost functions correlate the variables involved in the
rocess integration with economic criteria and constraints
nd constitute the elements needed for the calculation of
he TAC. The Cost functions were taken from Chauvel et al.
2003) and proprietary software of IFP Energies nouvelles
IFPEN).

.1. HEN formulation

A modified stage-wise superstructure of Yee and Grossmann
1990) is employed for the HEN synthesis. The superstructure
s partitioned into stages for the investigation of potential heat
xchange between pairs of hot and cold process streams as shown
n Fig. 5. The number of stages is selected arbitrarily but usually
he maximum number is defined from the cardinality number of
he hot and cold streams set. In general, the optimal configura-
ions correspond to less heat exchangers and a small number of
tages helps the algorithm to identify them faster. By conven-
ion, hot streams enter the superstructure at the first stage and
he cold streams at the last. If the heat demand is not satisfied
y process streams, the utilities located at the end of the super-
tructure cover the energy gap. It should be noted that in the
uperstructure, only one heat exchanger is allowed per stage for
ach stream.

Fig. 6 illustrates the allowable HEN configuration for a reboiler
tream which is applicable to the condenser streams as well.

 reboiler/condenser stream can exchange heat with process
treams (in series for the process stream) and between them in
arallel; a utility can be also used if needed. The restriction is

mposed because mixed phase streams have very low difference
n their Input – Output temperatures, which is practically zero for
igh-purity streams, and heat exchangers in series are not rec-
mmended due to pressure drop effects and control issues. As
he reboiler and condenser consist in the most energy demand-
ng parts of the distillation column complex, they are the targets
f heat integration and a HEN is often judged efficient or not
y its ability of reducing the utilities usage for these streams.
n the formulation, employment of different types of utilities is
lso examined for the investigation of the most cost-effective
olution. The heaters dominate the OPEX and proper selection
mong the various types has a profound impact on economics.
n this paper, we restrict the selection to Cylindrical and Cabin
uel heaters and high pressure steam (HPS), but if needed, more
ophisticated solutions can be included. The Cylindrical heater is
he cheapest but has limited range of duty (up to 35 MW);  The Cabin
s an intermediate alternative when compared to the expensive
PS.

On the other hand, Air Cooler is the economically preferred
ource of cooling and in practice, a trim cooler is added in series for
dditional cooling of the streams required to achieve Battery Limit
BL) specifications. Trim cooler is not considered in the formula-
ion because is limited to operate at low temperatures and it will
ncrease the complexity of the formulation without any real benefit.
herefore, the cooling capabilities in the formulation are defined by
he Air Cooler limits, namely by setting 55 ◦C as the Battery Limit
emperature. Moreover, we need to take into advantage streams
ith high temperatures for more ‘valuable’ heat exchange (e.g.
ith reboilers) instead of ‘wasting’ this potential between streams

ith large temperature difference. Thus, in the formulation, stream

plits and heat exchange in parallel for the process streams are
ot permitted. This assumption also simplifies the algorithm and
educes the already demanding computational load. Based on the
l Engineering 95 (2016) 146–160 153

above mentioned decisions, the Enthalpy balance for hot and cold
streams are formulated as follows:

HS
i − HI

i,k=1 = 0, i ∈ HP

HS
j − HI

j,k=nk = 0, j ∈ CP

HI
i,k − HO

i,k −
nj∑

j=1

qi,j,k = 0, i ∈ HP, j ∈ CP∪REB, k ∈ ST

HO
i,k − HI

i,k+1 = 0, i ∈ HP, k ∈ ST

HO
i,k=nk

− HAI
i = 0, i ∈ HP

HAI
i − HAO

i − qA
i

= 0, i ∈ HP∪CON

HAO
i − HT

i = 0, i ∈ HP∪CON

HS
i -

nj∑
j=1

nk∑
k=1

qi,j,k- qA
i - HT

i =0, i ∈ HP, j ∈ CP ∪ REB, k ∈ ST

HO
j,k − HI

j,k −
ni∑

i=1

qi,j,k = 0, i ∈ HP∪CON, j ∈ CP, k ∈ ST

HO
j,k − HI

j,k−1 = 0, j ∈ CP

HT
j − HO

j,k=1 − qH
j

= 0, j ∈ CP

HT
j −

ni∑
i=1

nk∑
k=1

qi,j,k − qH
j − HS

j = 0, i ∈ HP∪ CON, j ∈ CP, k ∈ ST

LC QREB
su =

ni∑
i=1

nk∑
k=1

qi,j,k + qH
j , i ∈ HP∪ CON, j ∈ REB, k ∈ ST, su ∈ COL

LH QCON
su =

nj∑
j=1

nk∑
k=1

qi,j,k + qA
i , i ∈ CON, j ∈ CP∪REB, k ∈ ST, su ∈ COL

QCON
su =

nF∑
F=1

HFeed
F,su + QREB

su − HTOP
su −

nsd∑
sd=1

HSdraw
sd,su , su ∈ COL

(8)

where LH and LC are the matrices used to denote the links between
unit and HEN variables. Sets of binary variables are introduced
in the formulation to denote the decisions associated with Heat
exchange between process streams (Zi,j,k), hot stream – cold utility
(ZA

i ) and Cold stream – Hot utility (ZH
j ) and setting the allowable

duty range for the corresponding heat exchanger. Moreover, three
additional binary variables corresponding to the different heater
types are introduced:

Zi,j,k� ≤ qi,j,k ≤ Zi,j,k M, i ∈ HP∪ CON, j ∈ CP∪ REB, k ∈ ST

ZH
j � ≤ qH

j ≤ ZH
j M, j ∈ CP∪ REB

ZA
i � ≤ qA ≤ ZA

i M, i ∈ HP∪ CON

ZCyl
j � ≤ qCyl

j ≤ ZCyl
j M, j ∈ CP∪ REB

ZCab
j � ≤ qCab

j ≤ ZCab
j M, j ∈ CP∪ REB

ZHPS
j � ≤ qHPS

j ≤ ZHPS
j M, j ∈ CP∪ REB

qH
j = qCyl

j + qCab
j + qHPS

j , j ∈ CP∪ REB

ZCyl
j + ZCab

j + ZHPS
j = ZH

j , j ∈ CP∪ REB

(9)

where � corresponds the lower bound on the duty and M is the
big-M parameter used for relaxing the constraints.
The enthalpy of each stream is also needed for phase change
calculations (Eq. (7)). The pressure variation is not penalized as the
cost involved is considered negligible. Binary variables are used to
activate or deactivate the following constraints to ensure feasible
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Fig. 5. Representation of the stagewise superstructure for the interconnecting streams.

Fig. 6. Representation of the stagewise superstructure for unit streams.
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riving forces for exchangers when they are selected as part of the
etwork structure:

ıTHOCI
i,j,k =TO

i,k-TI
j,k+(1-Zi,j,k)M,  i ∈ HP, j ∈ CP, k ∈ ST

ıTHICO
i,j,k = TI

i,k − TO
j,k + (1 − Zi,j,k)M, i ∈ HP, j ∈ CP, k ∈ ST

ıTHICOHPS
j = THPI − TT

j + (1 − ZHP
j )M, j ∈ CP∪REB

ıTHO CI HPS
j = THPO − TO

j,k=1 + (1 − ZHP
j )M, j ∈ CP

ıTHO CI HPS
j = THPO − TS

j + (1 − ZHP
j )M, j ∈ REB

ıTHOCI
i,j,k = TT

i − TI
j,k + (1 − Zi,j,k)M, i ∈ CON, j ∈ CP, k ∈ ST

ıTHICO
i,j,k = TS

i − TO
j,k + (1 − Zi,j,k)M, i ∈ CON, j ∈ CP, k ∈ ST

ıTHOCI
i,j,k = TO

i,k − TS
j + (1 − Zi,j,k)M, i ∈ HP, j ∈ REB, k ∈ ST

ıTHICO
i,j,k = TI

i,k − TT
j + (1 − Zi,j,k)M, i ∈ HP, j ∈ REB, k ∈ ST

ıTHOCI
i,j,k = TT

i − TS
j + (1 − Zi,j,k)M, i ∈ CON, j ∈ REB, k ∈ ST

ıTHICO
i,j,k = TS

i − TT
j + (1 − Zi,j,k)M, i ∈ CON, j ∈ REB, k ∈ ST

ıTHOCO
i,j,k = TO

i,k − TO
j,k + (1 − zi,j,k)M, i ∈ HP, j ∈ CP, k ∈ ST

ıTHOCO
i,j,k = TO

i,k − TT
j + (1 − Zi,j,k)M, i ∈ HP, j ∈ REB, k ∈ ST

ıTHOCO
i,j,k = TT

i − TO
j,k + (1 − Zi,j,k)M, i ∈ CON, j ∈ CP, k ∈ ST

ıTHOCO
i,j,k = TT

i − TT
j + (1 − Zi,j,k)M, i ∈ CON, j ∈ REB, k ∈ ST

ıTHICI A
i = TAI

i − TAir, i ∈ HP∪CON

ıTHICI A
i ≥ 20,  i ∈ HP∪CON

(10)

Geometric mean of three Temperature points (Ponce-Ortega
t al., 2008) have been proposed to account accurate approxima-
ions for phase change exchangers but the implementation requires
nowledge of the streams involved in phase change. Despite being
ccurate for isothermal phase changes only, Chen (1987) approxi-
ation is the preferred equation used for LMTD estimation, mainly

ecause of the numerical stability that offers:

LMTDChen
i,j,k = [(ıTHOCI

i,j,k ıTHICO
i,j,k )(

ıTHOCI
i,j,k + ıTHICO

i,j,k

2
]

1⁄3, i ∈ HP∪ CON, j ∈ CP∪ REB, k ∈ ST (11)

The Chen approximation is used for the calculation of the Heat
xchanger area for process streams (PS) and the area of cold – HPS
eater:

AreaPS
i,j,k = qi,j,k

Ui,j,k LMTDChen
i,j,k

, i ∈ HP∪ CON, j ∈ CP∪ REB, k ∈ ST

AHPS
j = qHPS

i

UHPLMTDHPS
j

, j ∈ CP∪ REB
(12)
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Moreover, the following equations and constraints are required
to ensure monotonic temperature behavior across the stages.

TS
i = TI

i,k=1, i ∈ HP

TS
j = TI

j,k=nk
, j ∈ CP

TI
i,k ≥ TO

i,k, i ∈ HP

TI
j,k ≤ TO

j,k, j ∈ CP

TS
i ≥ TI

i,k=1, i ∈ HP

TS
j ≤ TI

j,k=nk
, j ∈ CP

TI
i,k ≥ TO

i,k, k ∈ ST, i ∈ HP

TI
j,k ≤ TO

j,k, k ∈ ST, j ∈ CP

TO
i,k=nk

= TAI
i , i ∈ HP

TAI
i ≥ TAO

i , i ∈ HP∪ CON

TT
i = TAO

i , i ∈ HP

TAI
i = TS

i , i ∈ CON

TAO
i = TT

i , i ∈ CON

(13)

Finally, the supply enthalpy of the interconnecting streams is
defined by the distillation column surrogate models. For the prod-
ucts, the temperature target and pressure are set by the battery
limits specifications. The supply and target values of the reboiler
and condenser streams are defined directly from the metamodel
outputs:

HS
j = LC HBOT

su , j ∈ CP, su ∈ COL

HS
i = LHHBOT

su , i ∈ HP, su ∈ COL

HS
j = LC HTOP

su , j ∈ CP, su ∈ COL

HS
i = LHHTOP

su , i ∈ HP, su ∈ COL

TS
j = LC TRI

su, j ∈ REB, su ∈ COL

TT
j = LC TRO

su , j ∈ REB, su ∈ COL

TS
i = LH TCI

su, i ∈ CON, su ∈ COL

TT
i = LH TCO

su , i ∈ CON, su ∈ COL

(14)

The solution of the MINLP problem offers the means to eval-
uate the best configuration through the corresponding economic
objective TAC and furthermore the optimal design and operating
variables are determined directly. In the proposed formulation,
retrofit optimization can be also performed when a subset of the
variables involved have fixed values. In the following section, both
grassroot (full degrees of freedom) and retrofit optimization are
presented.

5. Aromatic complex applications

The proposed methodology is applied on an aromatic complex
that produces benzene and paraxylene from reformat (effluent of
reforming unit). Both are petrochemical intermediates produced
at commercial grade with high purities (higher than 99.8% weight).
The complex feed is consisted mainly by aromatic isomers with
single ring and carbon numbers ranging from 6 to 10 and some
aliphatic compounds that have to be removed. In general more

than 40 isomers are present in the complex and the Reformate
splitter initiates the separation process by splitting the light (C7−

cut) and heavy reformates. The aliphatic compounds are removed
from the light reformate using an aromatic extraction unit and the



156 A. Psaltis et al. / Computers and Chemical Engineering 95 (2016) 146–160

on in an aromatic complex with the 2 case studies.
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Table 3
Optimization results of the three cases.

Variable Grassroot SA SC

TAC (M$) 10.98 13.42 12.74
OPEX (M$) 6.07 7.24 7.27
CAPEX (M$) 4.91 6.18 6.18
Heater demands (MW)  44.9 53.77 54.02
z  5 5 5
PUp

BZC(barg) 0.1 0.1 0.1
PUp

TOC(barg) 3.25 4 4
NTBZC 49 41 41
NTTOC 73 39 39
Fig. 7. Illustration of the aromatic fractionati

emaining compounds are fed into a two-column complex for the
ractionation of the aromatics from benzene to the heaviest ones.
he heavy reformate split is mixed with the bottom stream of the
oluene separation unit and fed to another two-column complex
or the extraction of the economically valuable paraxylene. Sev-
ral recycle streams feed the fractionation as shown in Fig. 7. The
pplication of the methodology on the aromatic complex has been
arried out in 2 steps: initially a first simple case study, with 2 dis-
illation columns for evaluation of different objectives, is examined
nd finally a scale-up case with 4 columns.

In these cases, input and output specifications and design main
alues are reported in Table 2–5 . Exchangers’ thermal approaches
re limited by one constraint between hot and cold outlets (HOCO),
hich minimum is 3 ◦C except for reboilers where we  assume that

 minimum approach of 15 ◦C is required.
Both cases were solved in GAMS 24.4 using the SBB/CONOPT

olvers.
able 2
nput and Output specifications for the 2 Column case.

Stream Conditions value

S1 HS 21,127 MW
S3 TT

P
55 ◦C
5 barg

S7  TT

P
110 ◦C
20 barg

S9  TT 175 ◦C
P  20 barg
HFeed
1,BZC(MW)  21.13 21.13 21.13

HFeed
1,TOC(MW)  30.479 29.82 29.37

5.1. Case 1: 2 columns

The first case study involves 9 streams and 2 columns:

• Benzene column (BZC): this column is fed by mono aromatics (S1)
and produces at the top (S3) the benzene product at commercial
grade. Heavier aromatics are sent to the bottom product (S5).

• Toluene column (TOC): fed by the bottom of the benzene col-
umn, it separates toluene at the top (S7) and heavier aromatics.
The toluene product is send to a catalytic unit while the bottom
product (S9) goes to a clay treater for olefin removal.

In addition to the surrogate parameters for each stream and

distillation unit, the methodology requires the input and output
specifications (for storage or downstream unit requirements) of
the complex, namely the supply and target conditions of the enter-
ing and exiting streams respectively as shown in Table 2. For the
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Table  4
Specifications of exiting and entering streams of the 4-column complex.

Stream Specification value

S1 HS 21.13
S3  TT 55

P 5 barg
S7  TT 110

P 20 barg
S9 TT 175

P 20 barg
S11 HS 44.47 MW

HT 48.30 MW
S14 TT 158

P 17 barg
S19 TT 55

P 5 barg

Table 5
Design variables corresponding to the industrial application of the 4-columns case.

Design variable value

PUp
BZC(barg) 0.1

PUp
TOC(barg) 0.1

PUp
XYC(barg) 0.8

PUp
HAC(barg) 0.1

NTBZC 41
NTTOC 29
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NTXYC 85
NTHAC 27

EN synthesis, the output streams S3,S7 and S9, along with the two
ondenser streams (S2 and S6), are considered as heat sources for
otential heat exchange between the two Feeds (S1 and S5) and the
wo reboilers (S4 and S8) in links with Fig. 9.

As mentioned in previous sections, the MINLP formulation is
on-convex and the final solution is highly dependent on the initial
alues of the design variables NTsu, PUp

su and HFeed
nF ,su. In the derivation

f the surrogate models, we assumed that the feed tray is located
t the middle of the column and as a consequence, different initial
alues of HFeed

nF ,su have small impact on the final value for given NTsu,
Up
su . Therefore, the average allowable value of HFeed

nF ,su was  used in the
ultistart approach for the 64 cases corresponding to the combi-

ations of the initial value sets of PUp
su = {0.1, 4, 8, 12} and NTsu = {35,

0} for the two columns. Moreover, in all case studies presented in
his paper, the number of stages examined for the HEN synthesis is
qual to the cardinality number of the Cold stream set. The selection
as made in order to evaluate the capabilities of the formulation

n finding the best solution for the full range of possible stream
ombinations involved in the HEN synthesis and at the same time
o evaluate the performance in terms of time.

A screening methodology for identifying the most promising ini-
ial conditions is also considered by imposing time constraints of
0 min  in the optimization software. From the 64 cases, 54 con-
erged to a solution within the time limit and from them only 10
esulted solutions close to the best case of 11,2 M$, as illustrated in
ig. 8.

In this way, we are able to limit the optimization to a very small
f ‘good’ initial values number (less than 1/6th of the initial number
f cases) which has a significant effect on the total time required
or finding the best solution. The two most promising initial val-
es were used for an optimization without time constraints and
he best solution is found to be 10,98 M$  (1,96% difference) for
pproximately 90 min  using a 2.67 GHz Intel core processor and 16
B RAM (Fig. 8). The corresponding HEN is illustrated in Fig. 9. As

xpected, the algorithm identified that the reboiler streams are the
otal cost manipulators. The S8 stream has the higher temperature
n the system and the only way to be heated is through expen-
ive external heater. The algorithm increases the NTTOC in order to
l Engineering 95 (2016) 146–160 157

reduce the duty demand and consequently the amount of exter-
nal heat needed. The trade-off between CAPEX increase and OPEX
decrease favors this selection. On the other hand, for the BZC, the
algorithm favors to operate the BZC column at the minimum pres-
sure with relatively low NT in order to benefit from the low cooling
demands of the condenser and top product and at the same time to
increase the reboiler’s duty, which is within a temperature interval
that permits heat exchange with the TOC condenser (S6). Moreover,
the TOC Feed stream S5 is heated with the bottom product of TOC
(S9) without utilizing any external energy source for both streams.

The simple case considered, also enables a performance
comparison of the proposed simultaneous process integration
methodology with a classic sequential approach (SA) based on
heuristics. This sequential approach:

– Assumes that:

• Column feed enthalpies are equal
HFmin

nF ,su+HFmax
nF ,su

2• Reboilers’ duties are equal to 125% of reboilers demand for an
infinite number of trays (in our case calculated with 150 trays),
which is a rule of thumb taken from industry.

– First optimizes column pressures by pressure screening, in a
range of 0–12 barg by step of 2 barg, using Minimum Energy
Requirement (MER) determined by Pinch analysis.

– Second, optimizes exchanger network using an IFPEN in-house
tool (Plennevaux et al., 2013)

We concluded that the desirable heat exchange between S6 and
S4 is achieved with an increase of TOC pressure to 4 barg. Then,
engineering design rules recommended 41 and 39 theoretical trays
for BZC and TOC respectively. Using the proposed formulation for
the specified values of PUp

su and NTsu, the sequential approach is
performed in two steps:

• HEN optimization according to the basic energy objective of min-
imizing the utility demand plus the number of heat exchanger
present in the configuration which is added as a counterweight
for the exchanger’s CAPEX.

• Detailed calculations for the determination of TAC, based on the
previous step results

The first step is representative of the most common approach
in industry due to the simplicity and the fast results, while the
second step optimizes cost objectives based on the resulted HEN
and heuristics determined operating conditions. It is noteworthy
that using the proposed formulation for the HEN  optimization, the
effect of feed stream enthalpy and phase change is also considered,
in contrast to the majority of the already existing methodologies.
Having the process design variables determined, the TAC objective
function of the proposed formulation corresponds to the simulta-
neous consideration of the sequential approach objectives and can
be used for retrofit optimization purposes. Table 3 lists the opti-
mization results of the best solution of the proposed methodology
with full degrees of freedom (grassroot), the sequential approach
(SA) case and simultaneous case (SC).

All approaches identified that the optimal HEN is consisted by
5 heat exchangers without any change on the HFeed

1,BZC energy level.
When all degrees of freedom are considered in the optimization,
the maximum level of interaction is exploited and as a result, both
CAPEX and OPEX sup-objectives are more cost-effective. This is also
highlighted by the fact that heuristics and engineering design rules
are able to identify near-optimal pressure values but fail when it

comes to the selection of NT. The 41 and 39 trays are plausible
choices for reducing the CAPEX but the 5 and 34 extra trays, along
with the other optimization variables selected by the optimal case,
compensate the additional cost by setting the proper conditions for
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Fig. 8. Left: Multistart approach results for the 2 Column cas

educing the values of other capital cost associated variables such
s heat exchanger area and thickness. Moreover, the high NT of the
OC is also used for minimizing the demand of the only hot utility
eeded in the resulting HEN for the heating S9 and has a profound

mpact on the final OPEX value.
On the other hand, the sequential approach objective is satisfied
s the OPEX value targeted is lower than the respective of the simul-
aneous case (SC) but the 0.03M$ save is overlaid by the 0.72M$ on
he annualized CAPEX that corresponds to a 5.47% of the TAC per

Fig. 9. The HEN configuration of the opti
 30 min  time constraint. Right: Effect of computational time.

year. It should be noted that the CAPEX is annualized with a 6 years
payback period.

5.2. Case 2: 4 columns

To enlarge the problem we  have integrated the 2 remaining

columns and the attached streams:

• Xylene column (XYC): this column is used to recover the A8 cut
at the top (S14). This cut is sent to the paraxylene extraction unit

mal solution for the 2 column case.



A. Psaltis et al. / Computers and Chemical Engineering 95 (2016) 146–160 159

tion for the 4-Column case.
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Table 6
Optimization results of 4-Column case study.

Variable Grassroot

TAC (M$) 37.28
OPEX (M$) 27.14
CAPEX (M$) 10.14
HFeed

1,BZC(MW) 21.13
HFeed

1,TOC(MW)  22.57
HFeed

1,XYC(MW)  71.31
HFeed

2,XYC(MW)  40.00
HFeed

1,HAC(MW)  19.90
E1  (MW)  37.40
E2  (MW)  46.18
Fig. 10. HEN Configura

that has stringent constraints on heavy aromatics containeds. The
column is fed by two  streams:
© The first feed (S10) is the mixture of the TOLC bottom stream

and the heavy split of the reformer.
© A8 isomerate from isomerization unit (S12). The supplied

enthalpy is also fixed.
For this case study, a retrofit optimization is performed on an
industrial representation of the distillation column complex.
Likewise the first case study all streams leaving the system of four
columns have fixed target conditions while internals stream’s
conditions depend on operating conditions of the columns. For
the 19 streams involved in the complex, the cold stream set is
consisted by the column feeds and the reboiler streams. All the
specifications are listed in Table 4 and the design variables of the
industrial application in Table 5.

The optimization is carried out with the conditions of SC case
pplied on the previous case study, namely the simultaneous con-

ideration of the CAPEX-OPEX trade-offs with the design variables
xed to the corresponding values of the industrial application.
ig. 10 illustrates the HEN configuration corresponding to the
esults of the optimization, listed in Table 6.
E3  (MW)  11.15
E4  (MW)  3.83

In all heat exchangers present in complex, XYC streams are
involved in order to take into advantage the higher temperature
profile of the XYC. The temperatures of BZC and TOC reboilers

(TRI

BZC = 144 ◦C and TRI
TOL = 170 ◦C) are significantly lower than the XYC

condenser (TCI
XYC = 248 ◦C) and as a consequence their heat demands

are covered entirely from the XYC condenser. Neglecting air cooler
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integration – II heat exchanger network synthesis. Comput. Chem. Eng. 14 (10),
1165–1184.

Zhang, J., Zhu, X.X., Towler, G.P., 2001. A simultaneous optimization strategy for
overall integration in refinery planning. Ind. Eng. Chem. Res. 40 (12),
2640–2653.
60 A. Psaltis et al. / Computers and Ch

osts, which are only a minor fraction of the heater costs, we  can
ay that half of the complex operates without providing external
nergy and thus reducing the cost to the minimum. However, this
s not the optimum configuration because the given design condi-
ions yield a �THICI between S13 and S18 of only 19 ◦C and thus the
onstraint of 15 ◦C of �TH◦CO imposed for unit streams cannot be
espected and instead an air cooler is used for cooling the remain-
ng S13 and an expensive heater for S18. This also illustrates the
mportance of process integration in order to increase the savings
y selecting the proper design variables that set the conditions for
eat exchange between S13 and S18 with a compromise on the
APEX.

. Conclusions

This paper has presented a general methodology for Process
ntegration optimization that simultaneously takes into account
he CAPEX-OPEX trade-offs. The methodology finds the optimum
rocess design and operating conditions in addition to the HEN con-
guration of the interconnecting streams of the units involved. For
he HEN synthesis, a continuous monotonic model is included in
he formulation in order to accurately take into account the phase
hanges that might occur during heat exchange between streams.

The sequential solution strategy of the methodology benefits
rom the capacities in different fields of three softwares and reduces
he overall computational time needed in large scale optimization
roblems. The surrogate models efficiently replace the computa-
ional demanding rigorous models of the commercial simulators
nd curries out the optimization procedure in one software that tar-
ets the solution directly without the computationally costly data
nterchange procedure that usually takes place when an interface
f multiple softwares is considered.

For the optimization procedure, the only information required
s the surrogate models parameters and the input-output spec-
fications of the process for a given set of initial values of the
ptimization variables. Following this, the interaction of the pro-
ess units, represented by the surrogate models, with the HEN of
he interconnecting streams enables the formulation to treat the
verall process as a ‘black box’ where neither prior heuristics nor
ngineering experience is needed in order to generate the opti-
um  solution. The dependence of the proposed MINLP formulation

n initial conditions is addressed with a multistart approach that
s used as a screening technique for the identification of the most
romising initial values and has a significant impact on reducing the
verall computational time needed. The methodology is applicable
o both grassroot design, when all degrees of freedom are opti-

ized, and retrofit design in the case where a subset of the design
ariables is fixed to meet the requirements of the application of
nterest.

Finally, the methodology was applied on a distillation column
omplex with two case studies. Three different objectives were
xamined for the optimization problem on the first case study to
llustrate that the simultaneous consideration of the CAPEX-OPEX
rade-off is the best strategy for minimizing the overall cost. Both
APEX and OPEX sub-objectives are lower in the grassroot case
hen compared to a retrofit case. The gain reaches 15% between

he study sequential approach (operating conditions optimization,
hen column design with engineering design rules, and finally
xchanger network optimization) and grassroots design (simulta-
eous optimization of all variables).
cknowledgment
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Klemeš, J.J., Kravanja, Z., 2013. Forty years of heat integration: Pinch Analysis (PA)
and Mathematical Programming (MP). Curr. Opin. Chem. Eng. 2 (4), 461–474.

Lang, Y.D., Biegler, L.T., Grossmann, I.E., 1988. Simultaneous optimization and heat
integration with process simulators. Comput. Chem. Eng. 12 (4), 311–327.

Lazzaretto, A., Toffolo, A., 2004. Energy, economy and environment as objectives in
multi-criterion optimization of thermal systems design. Energy 29, 1139–1157.

Linnhoff, B., Hindmarsh, E., 1983. The pinch design method for heat exchanger
networks. Chem. Eng. Sci. 38 (5), 745–763.

Linnhoff, B., 1979. Thermodynamic Analysis in the Design of Process Networks Ph.
D  Thesis. University of Leeds.

Liporace, F.S., Pessoa, F.L.P., Queiroz, E.M., 2004. Heat exchanger network synthesis
considering change phase streams. Therm. Eng. 3 (2), 87–950.

Ochoa-Estopier, L.M., Jobson, M.,  2015a. Optimization of heat-integrated crude oil
distillation systems. Part I: the distillation model. Ind. Eng. Chem. Res. 54,
4988–5000.

Ochoa-Estopier, L.M., Jobson, M.,  2015b. Optimization of heat integrated crude oil
distillation systems. Part III: optimization framework. Ind. Eng. Chem. Res. 54,
5018–5036.

Ochoa-Estopier, L.M., Jobson, M.,  Smith, R., 2014. The use of reduced models for
design and optimisation of heat-integrated crude oil distillation systems.
Energy 75, 5–13.

Ochoa-Estopier, L.M., Jobson, M.,  Chen, L., Rodriguez-Forero, C.A., Robin, S., 2015.
Optimization of heat-integrated crude oil distillation systems. Part II: heat
exchanger network retrofit model. Ind. Eng. Chem. Res. 54, 5001–5017.

Papalexandri, K.P., Pistikopoulos, E.N., 1998. A decomposition–based approach for
process optimization and simultaneous heat integration: application to an
industrial process. Chem. Eng. Res. Des. 76 (3), 273–286.

Papoulias, S.A., Grossmann, I.E., 1983. A structural optimization approach in
process synthesis: part II – heat recovery networks. Comput. Chem. Eng. 7,
707–721.

Plennevaux, T., Digne, R., Dreux, H., Feugnet, F., 2013. Utilisation industrielle d’une
méthode numérique d’optimisation d’un réseau d’échangeurs. XIVe congrès
SFGP 2013: Récents Progrès en Génie des Procédés, 104–201.

Ponce-Ortega, J.M., Jiménez-Gutiérrez, A., Grossmann, I.E., 2008. Optimal synthesis
of  heat exchanger networks involving isothermal process streams. Comput.
Chem. Eng. 32 (8), 1918–1942.

Yee, T.F., Grossmann, I.E., 1990. Simultaneous optimization models for heat

http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0005
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0010
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0015
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0015
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0015
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0015
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0015
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0015
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0015
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0020
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0025
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0030
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0035
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0040
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0045
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0050
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0055
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0060
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0065
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0070
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0070
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0070
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0070
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0070
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0070
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0070
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0070
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0070
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0070
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0070
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0070
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0070
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0075
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0080
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0085
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0090
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0095
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0100
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0105
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0110
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0115
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0120
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0125
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0130
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0140
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0145
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150
http://refhub.elsevier.com/S0098-1354(16)30299-X/sbref0150

	Systematic optimization methodology for heat exchanger network and simultaneous process design
	1 Introduction
	2 Outline of the solution strategy
	3 Methodology for distillation column applications
	3.1 Process design
	3.2 Partition to elementary units
	3.3 Surrogate models
	3.3.1 Distillation column surrogate model
	3.3.2 Phase change surrogate model

	3.4 Parameter tuning

	4 MINLP formulation
	4.1 HEN formulation

	5 Aromatic complex applications
	5.1 Case 1: 2 columns
	5.2 Case 2: 4 columns

	6 Conclusions
	Acknowledgment
	References


