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#### Abstract

This paper shows how to construct and implement explicit MPC feedback laws for systems with a large number of states. Specifically, the construction of critical regions of the explicit MPC solution is replaced by a two-step procedure. First, all optimal active sets are enumerated off-line and corresponding KKT matrices are pre-factored. Then, in the on-line step, the optimal control inputs are identified by checking primal and dual feasibility conditions using the pre-factored data. The feasibility and performance of the proposed approach are experimentally demonstrated on the control of the laboratory binary distillation column, described by a dynamical model with 10 state variables. We show that the control algorithm requires only modest computational resources on-line. A comparison of the memory and computational demands of the proposed method with the on-line solution of the corresponding quadratic program via the state-of-the-art solver as well as the approximated solution via the first-order method is made.
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## 1. Introduction

Distillation columns are often perceived as the flagships of process industries. They serve to separate the solutions of compounds into the individual components based on their different boiling point. The theoretical foundation of the operation of distillation columns can be found in many textbooks, e.g., in Gorak and Schoenmakers (2014), Perry and Green (2008). Since a significant amount of energy is required for the separation, energy-efficient control of distillation columns has received extensive attention by theoreticians and practitioners alike, see, e.g., (Skogestad, 1997, 2007) and references therein.

Predominantly, strategies based on model predictive control (MPC) are adopted for control of distillation columns since they allow to synthesize optimal control actions while simultaneously respecting constraints on manipulated variables and controlled outputs (Morari and Lee, 1999). It is worth noting that the well-known dynamic matrix control (DMC) approach was first developed in the context of control of distillation columns and oil refineries (Cutler and Ramaker, 1979). Other proposed strategies include, but are not limited to, robust MPC (Martin et al., 2013),

[^0]adaptive MPC (Fileti and Pereira, 1997; Karacan et al., 1998), predictive master control strategies with PID slave controllers (Volk et al., 2005), nonlinear MPC (Nakaiwa et al., 1998; Kawathekar and Riggs, 2007), nonlinear MPC based on mixed-integer optimization (Meidanshahi, 2016), and intelligent control strategies (Fabro and Arruda, 2005), to name just a few.

A common disadvantage of existing MPC strategies is that the rely on solving a given optimization problem repeatedly at each sampling instant for updated values of the measurements of the plant. Although the MPC optimization is usually formulated as a convex quadratic program (QP) for which efficient solution techniques exist (Wang and Boyd, 2010; Richter et al., 2013; Herceg et al., 2015; Pu et al., 2016), the procedure still requires significant resources for its implementation in the control hardware. Specifically, two types of resources are required: computation and software. The first resource refers to a sufficient computational power being available to solve the QP at each sampling instant. Although distillation columns usually feature a slow dynamics, the computational factor can become a bottleneck when the control algorithm has to run on a hardware platform with limited computational resources. Examples of such platforms include programmable logic controllers (PLCs), which are frequently used in process industries (Huyck et al., 2014). The second type of resources - software - refers to the fact that to solve QPs on-line at each sampling instant, a suitable solver is required. This, in turn, requires a suitable operating system to be installed. Both of these components render the implementation more expensive when guarantees
on the accuracy of the solution are required. Moreover, solving QPs via active-set methods requires performing matrix inversions and divisions, which can render the implementation algorithm difficult to certify.

Both of these limitations can be addressed using the concept of explicit MPC (Bemporad et al., 2002; Pistikopoulos, 2012). Here, solving QPs on-line is avoided by pre-computing, off-line, the optimal solution using parametric programming. This gives rise to an analytical representation of the feedback law in the form of a piecewise affine (PWA) function defined over a set of polyhedral critical regions. Each such region defines the neighbourhood of the initial conditions where the same set of constraints is active. The main advantage of the explicit approach is that its on-line implementation boils down to a mere function evaluation. This is done by first performing the point location task, followed by the evaluation of the corresponding local affine function. This procedure is division-free (i.e., no matrix inversions are required), and therefore is trivial to implement in almost any programming language. Moreover, the code does not require any external libraries. However, the downside is that the construction of the critical regions is a time-consuming task, complexity of which scales badly with the dimensionality of the parametric space. Therefore it is ill suited to design MPC feedback strategies for distillation columns which typically feature 10 and more state variables.

Therefore in this paper we present the so-called regionless form of explicit MPC. It was first outlined in Borrelli et al. (2010) and later extended in our previous work Kvasnica et al. (2015).

The term regionless refers to two main features of the approach. First, unlike the geometric-based approaches of Bemporad et al. (2002), Pistikopoulos (2012), Baotic et al. (2008), here the critical regions are not required to construct the optimal feedback law. Instead, the feedback law is synthesized by a direct exploration of all feasible combinations of active constraints. As a consequence, the construction of the feedback law is no longer limited by the dimensionality of the parametric space as it was the case before. The second feature is that the regions are not even required for the subsequent on-line implementation of the explicit feedback law. Again, in geometric-based approaches the regions are vital in assigning the correct local affine feedback law to the state measurement. In the regionless approach, such an association is achieved by a direct evaluation of primal and dual feasibility conditions. A direct consequence of the on-line implementation not being based on critical regions is that the required memory storage is reduced considerably. It should be noted that if required (e.g. for analysis purposes), critical regions can still be recovered from the regionless format using the procedure presented in Kvasnica et al. (2015).

Technically speaking, the procedure consists of two steps. In the first step all locally optimal combinations of active constraints are obtained. In this paper this is done via the extensive enumeration approach of Gupta et al. (2011). Then, in the second step, the associated Karush-Kuhn-Tucker (KKT) system is partially pre-factorized for each optimal active set. This yields the analytic expression for the dual variables. Then the active sets along with the expressions for dual variables are stored in the control hardware. In the online phase, optimality of primal/dual candidates computed using precomputed expressions are validated using primal/dual feasibility conditions. Compared to the approach of Borrelli et al. (2010), storing only the dual factors reduces the required memory footprint of the regionless solution. Results of the proposed regionless explicit MPC strategy are validated on an experiment which involves control of a laboratory distillation column with 8 trays (Armfield, 2010), described by the dynamical linear time-invariant state space model with 10 states.

This paper is a significant extension of our previous work Drgoňa et al. (2016). First, we provide a more detailed technical description of the regionless explicit MPC procedure. Furthermore, a detailed
description of the hardware and software setups for the control of the distillation columns are presented. Finally, a comparison of the proposed regionless explicit MPC with fast on-line methods is presented. Here, first-order methods (Kouzoupis et al., 2015) implemented via the FiOrdOs toolbox (Ullmann, 2011) are considered, along with off-the-shelf optimization solvers represented by Gurobi (2012).

## 2. Plant description and modeling

This section provides the description of the distillation column and identification procedure necessary for obtaining sufficiently accurate linear time invariant model of the process.

### 2.1. Plant description

The scheme of the distillation column in shown in Fig. 1(a). The column operates by heating up the solution in a reboiler. From there, vapors of the more volatile substance rise through several trays of the column where they are enriched. Once they reach the head of the column, the enriched vapors are moved to the condenser where they are cooled down to a liquid state and collected in the distillate accumulator. The condensed enriched solution can either be fed back into the column or taken away as a product. The ratio between the portion of the liquid fed back and taken away is called the reflux ratio and represents the manipulated variable of the process. The column operates in a continuous manner with a preheated feed being constantly added to the system at a fixed flowrate.

The laboratory column considered in this paper separates the mixture of methanol and water, and is shown in Fig. 1(b). The column consists of 8 sieve plate trays with 50 mm diameter, divided into two glass sections, each containing four sieve plates. Trays are stacked one above the other and enclosed in a cylindrical shell to form a 2 m tall column. The whole column is insulated to minimize energy loss. The feed mixture is continuously injected on the fifth tray separating the column into the rectification and the stripping section, which are arranged vertically for counter-current vapor/liquid flow. The vapor, enriched by methanol molecules, stems from reboiler, and is directed through water cooled coil-inshell condenser to distillate accumulator. Cooling water enters the condenser at a regulated rate through a variable area flow meter, controlled by a servo valve. The condensed product from the distillate accumulator is brought to reflux valve. The manipulated reflux ratio ranges between $0 \%$ and $100 \%$. In this particular setup we are able to measure 10 signals, where $T_{2}, \ldots, T_{9}$ represent the temperatures at each tray of the column, while signal $T_{10}$ represent the temperature in the reboiler and $T_{1}$ denoting the temperature at the top of the column. This quantity also represents the controlled variable. The purpose of the controller is to manipulate the reflux valve such that $T_{1}$ follows a user-defined reference.

The temperature on the head of the column can be correlated with the concentration of the more volatile substance (methanol in this case) via so-called $T-x-y$ diagrams (Fig. 2). Therefore the desired product concentration can be directly translated to temperature references and vice versa. The objective here is to control the concentration of the methanol compound in the distillate. By the $m_{\mathrm{x}}$ is denoted the mole fraction of the methanol in the liquid phase, while by the mole fraction of the methanol in the vapor phase is expressed as $m_{\mathrm{y}}$.

### 2.2. System identification

The dynamical behavior of the column in a neighborhood of the desired operating point can be sufficiently well approximated by a


Fig. 1. The distillation column unit.
time-invariant linear system in the discrete-time domain
$x_{k+1}=A x_{k}+B u_{k}$,
$y_{k}=C x_{k}$.
The system matrices $A, B$, and $C$ were obtained by using system identification. Specifically, we have first performed a series of step changes of the manipulated reflux valve and measured the temperatures $T_{1}, \ldots, T_{5}$ in the enrichment part of the column at sampling frequency 1 Hz . Since the enrichment part of the distillation column is mostly susceptible to the changes in the reflux ratio, it is sufficient to consider only these five temperature measurements in the identification and subsequent control design.

The linear model (1) has been obtained for operating point given by steady state output values $y^{s}$. Furthermore, step changes in the whole range of reflux ratio $[0,100] \%$ were considered in the identification procedure. The steady state values of the outputs are

$$
y^{s}=\left[\begin{array}{lllll}
64.64 & 64.45 & 66.41 & 68.59 & 72.05 \tag{2}
\end{array}\right]^{T^{\circ} \mathrm{C}}
$$



Fig. 2. Liquid-vapour equilibrium diagram of methanol-water solution at normal pressure $p_{0}=101.325 \mathrm{kPa}$. The concentrations $m_{\mathrm{x}}, m_{\mathrm{y}}$ are given in mole fractions.

Subsequently, the n4sid function of the System Identification toolbox for Matlab Ljung (1999) was used to find parameters of the model in (1). We have opted for a model with 10 states and 5 outputs, thus $A \in \mathbb{R}^{10 \times 10}, B \in \mathbb{R}^{10 \times 1}$ and $C \in \mathbb{R}^{5 \times 10}$. Matrices of the state-space model obtained via n 4 sid are reported in Appendix A as Eq. (A.1). The first order Butterworth filter with cut-off frequency equal to $0.005 \mathrm{rad} \mathrm{s}^{-1}$ was used in order to improve the accuracy of the identification procedure by filtering the high frequency noise present in the measured data. The accuracy of the identified model with respect to the measured response of the temperature at the head of the column $T_{1}$ is shown in Fig. 3. As can be seen, the 10 -th order model captures the main dynamical characteristics with sufficient accuracy, with the overall goodness of the fit evaluated to ca. $85 \%$.

It is important to note here, that the identified linear model is valid only near the operating point. Further compensation of


Fig. 3. Top figure; step changes of the reflux valve. Bottom figure: step responses of the measured temperature at the head of the column. The measurement is plotted as a deviation from a steady state.


Fig. 4. Schematic representation of the closed-loop system. Here, $p$ are unmeasured disturbances, $y_{\mathrm{m}}$ denotes the measured outputs, $y_{\mathrm{ref}}$ is the user-specified output reference, $u$ is the control action, and $\hat{x}, \hat{p}$ denote the estimates of the plant's states and disturbances, respectively.
a plant-model mismatch will be obtained by the feedback action of the predictive controller with disturbance modeling and state estimation techniques (Muske and Badgwell, 2002).

## 3. Model predictive control setup

Fig. 4 shows the closed-loop system for control of the temperature at the head of the column. It consists of an MPC controller, the columns, and an estimator. The estimator is used to estimate the values of the states $x$ and unmeasured disturbances. First, we report the design of the estimator in Section 3.1 before showing the MPC setup in Section 3.2.

### 3.1. State and disturbance estimation

To reject steady-state offset due to the plant-model mismatch, in this paper we use the offset-free reference tracking approach of Muske and Badgwell (2002). This approach extends the prediction model by an unmeasured disturbance $p$ added to each output which is required to track the user defined reference. Therefore an extended model of the plant is considered:
$x_{k+1}=A x_{k}+B u_{k}$,
$y_{k}=C x_{k}+E p_{k}$,
$p_{k+1}=p_{k}$.
Here, the disturbance vector $p$ is assumed to have a constant dynamics (Pannocchia and Rawlings, 2003). The output disturbance matrix $E$ was chosen as an identity matrix. Using this extended state model a state-space model of the estimator was designed as a stationary Kalman Filter in the form
$\left[\begin{array}{l}\hat{x} \\ \hat{p}\end{array}\right]_{k \mid k}=\left[\begin{array}{l}\hat{x} \\ \hat{p}\end{array}\right]_{k \mid k-1}+L\left(y_{\mathrm{m}}-\hat{y}_{k \mid k-1}\right)$,
$\left[\begin{array}{l}\hat{x} \\ \hat{p}\end{array}\right]_{k+1 \mid k}=\left[\begin{array}{cc}A & 0 \\ 0 & I\end{array}\right]\left[\begin{array}{l}\hat{x} \\ \hat{p}\end{array}\right]_{k \mid k}+\left[\begin{array}{l}B \\ 0\end{array}\right] u_{k \mid k}$,
$\hat{y}_{k \mid k}=\left[\begin{array}{ll}C & E\end{array}\right]\left[\begin{array}{l}\hat{x} \\ \hat{p}\end{array}\right]_{k \mid k}$.
Here, the matrix $L$ is the gain of the Kalman Filter and $y_{\mathrm{m}}$ denotes the measurements of the plant's outputs. The vectors $\hat{x}_{k}, \hat{y}_{k}$ and $\hat{p}_{k}$ then represent the estimated states, outputs, and disturbances of the augmented model, respectively.

The value of the estimator's gain matrix $L$ was computed by a pole-placement method such that the matrix
$\left(\left[\begin{array}{cc}A & 0 \\ 0 & I\end{array}\right]-L \cdot\left[\begin{array}{ll}C & E\end{array}\right]\right)$
has eigenvalues within the unit disc. The particular selection of the observer's gain used in the paper is reported in the Appendix in Eq. (A.1c).

### 3.2. MPC problem formulation

To control the column, the controller has to devise values of the reflux ratio which satisfy min/max constraints on its amplitude as well as on its increments, i.e.,
$u_{\text {min }} \leq u(t) \leq u_{\text {max }}$,
$\Delta u_{\text {min }} \leq \Delta u(t) \leq \Delta u_{\text {max }}$,
where $\Delta u(t)=u(t)-u(t-1)$. Moreover, the control inputs should steer the controlled output to a prescribed reference $y_{\text {ref }}$. Although the identified model in (1) (and its extended form in (3)) has 5 outputs, only the first output, i.e., $T_{1}$ (temperature at the head of the column) is controlled. The other four measured outputs were used solely to improve the performance of the state estimator.

These control objectives can be translated into the following MPC optimization problem:
$\min _{U} \sum_{k=0}^{N_{c}-1}\left\|\Delta u_{k}\right\|_{\mathrm{Q}_{\mathrm{u}}}^{2}+\sum_{k=0}^{N}\left\|y_{k}-y_{\mathrm{ref}}\right\|_{\mathrm{Q}_{\mathrm{y}}}^{2}$,
s.t. $x_{k+1}=A x_{k}+B u_{k}, \quad \forall k \in \mathbb{N}_{0}^{N-1}$,
$y_{k}=\tilde{C} x_{k}+\tilde{E} p_{0}, \quad \forall k \in \mathbb{N}_{0}^{N}$,
$u_{k}=u_{N_{c}-1}, \quad \forall k \in \mathbb{N}_{N_{c}}^{N-1}$,
$\Delta u_{k}=u_{k}-u_{k-1}, \quad \forall k \in \mathbb{N}_{0}^{N_{c}-1}$,
$u_{\text {min }} \leq u_{k} \leq u_{\text {max }}, \quad \forall k \in \mathbb{N}_{0}^{N_{c}-1}$,
$\Delta u_{\text {min }} \leq \Delta u_{k} \leq \Delta u_{\text {max }}, \quad \forall k \in \mathbb{N}_{0}^{N_{c}-1}$,
where $\mathbb{N}_{a}^{b}=\{a, a+1, \ldots, b\}$ is a set of integers, $x_{k}, u_{k}, y_{k}$, denote, respectively, the $k$-th step predictions of the system's states, inputs, and outputs. Moreover, $\|z\|_{M}^{2}$ is the weighted squared 2 -norm, i.e., $z^{T} M z$. The cost function (8a) employs the control horizon $N_{c}$ and the prediction horizon $N$ with $N_{c} \leq N$. Therefore only the first $N_{c}$ control moves, i.e., $u_{0}, \ldots, u_{N_{c}-1}$, are optimized. Afterwards, the control moves are blocked to the last predicted value via (8d). The first term of the cost function minimizes the fluctuations of the control input while the second term minimizes the tracking error. Note that for $k=0$, (8e) becomes $\Delta u_{0}=u_{0}-u_{-1}$ where $u_{-1}$ is the control input applied in the previous sampling instant. This quantity, together with the estimated initial state $x_{0}$, the output reference $y_{\text {ref }}$, and the estimated disturbance $p_{0}$ (which is assumed to be constant over the entire prediction horizon) constitute the initial conditions for (8).

Since only the first output is controlled, matrices $\tilde{C}$ and $\tilde{E}$ in (8c) were obtained by only retaining the first row of $C$ and $E$ used in (3). As a consequence, $p_{0}$ is a scalar unmeasured disturbance.

The closed-loop implementation of the MPC strategy represented by (8) then follows standard principles of receding horizon control:

1 Measure the plant's output $y_{\mathrm{m}}(t)$ and estimate the current value of the state $\hat{x}(t)$ and the unmeasured disturbance $\hat{p}(t)$ via (4).
2 Solve (8) for initial conditions $x_{0}=\hat{x}(t), p_{0}=\hat{p}(t), u_{-1}=u^{\star}(t-1)$, and for a given value of the output reference $y_{\text {ref }}$. Obtain the openloop optimal control sequence $U^{\star}=\left\{u_{0}^{\star}, \ldots, u_{N_{c}-1}^{\star}\right\}$.
3 Set $u^{\star}(t)=u_{0}^{\star}$ and apply it to the plant.
4 Continue with Step 1 at the next sampling instant.
Since the objective function in (8a) is quadratic and all constraints are linear, problem (8) can be solved as a quadratic program (QP). However, solving QPs on-line at every sampling instant
requires sufficient computational (e.g., time and power) and software (e.g., solvers and libraries) resources. Therefore in the next section, we show how to obtain the optimal control inputs using fewer computational and software resources, thus allowing for a cheaper implementation of MPC.

## 4. Explicit regionless model predictive control

In this section, we show how to derive the analytical solution to the MPC problem in (8) in the form of a function which maps the initial conditions onto optimal control inputs. Contrary to traditional explicit MPC techniques based on parametric programming, the approach presented here requires neither the computation, nor the storage of so-called critical regions. By avoiding construction and storage of the regions, we are able to construct the analytical solution faster even for large dimensions of the parametric space. Moreover, the regionless solution of this section consumes less space compared to region-based approaches.

Let $U=\left[u_{0}^{T}, \ldots, u_{N_{c}-1}^{T}\right]^{T}$ be the vector of open-loop input predictions and $\theta=\left[x_{0}^{T}, u_{-1}^{T}, y_{\mathrm{ref}}^{T}, p_{0}^{T}\right]^{T}$ be the vector of initial conditions for (8). After straightforward algebraic manipulations, the MPC problem (8) can be translated into
$\min _{U} 1 / 2 \quad U^{T} H U+\theta^{T} F U$
s.t. $G U \leq w+S \theta$,
which is a parametric quadratic program ( pQP ). Under the assumption that $Q_{\mathrm{u}}=Q_{\mathrm{u}}^{T} \succ 0$ and $Q_{\mathrm{y}}=Q_{\mathrm{y}}^{T} \succ 0$ in (8a), the Hessian $H$ in (9a) will be symmetric and positive definite, thus invertible.

Our objective is to devise a scheme which computes the optimal open-loop control sequence $U^{\star}$ without having to solve (9) numerically, on-line, for a particular value of the vector of initial conditions $\theta$. Specifically, we show that the optimal map $\theta \rightarrow U^{\star}$ can be computed off-line.
Remark 4.1. All procedures of this section can be applied to generic pQP problems of the form (9) and are thus not limited to the specific formulation in (8).

Our approach is based on two steps. In the first one, all combinations of constraints that can possibly be active and locally optimal for some neighborhood of parameters in (9) is enumerated offline. Unlike "traditional" region-based explicit MPC approaches, this neighborhood needs not be explicitly characterized in the form of a polyhedral critical region. Then, in the second step, for each locally optimal active set we construct the maps $g_{i}: \theta \rightarrow U^{\star}$ where the subindex $i$ denotes the $i$-th locally optimal active set.

Both steps rely on Karush-Kuhn-Tucker conditions of the pQP (9):
$H U^{\star}+F^{T} \theta+G_{\mathcal{A}}^{T} \lambda^{\star}=0$,
$G_{\mathcal{A}} U^{\star}=w_{\mathcal{A}}+S_{\mathcal{A}} \theta$,
$G_{\mathcal{N}} U^{\star}<w_{\mathcal{N}}+S_{\mathcal{N}} \theta$,
$\lambda^{\star} \geq 0$,
$\lambda^{\star}{ }^{T}\left(G_{\mathcal{A}} U^{\star}-w_{\mathcal{A}}-S_{\mathcal{A}} \theta\right)=0$,
where $\lambda$ are the dual variables, and $G_{\mathcal{A}}$ represents the matrix created by retaining from $G$ only the rows indexed by the set of active constraints $\mathcal{A} \subseteq\left\{1, \ldots, n_{c}\right\}$ where $n_{c}$ is the number of rows of $G$. Similar notations is used for $w_{\mathcal{A}}$ and $S_{\mathcal{A}}$. Moreover, $\mathcal{N}$ denotes the set of inactive constraints, i.e., $\mathcal{N}=\left\{1, \ldots, n_{c}\right\} \backslash \mathcal{A}$.

To enumerate all possible active sets $\left\{\mathcal{A}_{1}, \ldots, \mathcal{A}_{R}\right\}$ which can be locally optimal for (9) we suggest to use the extensive enumeration procedure proposed in Gupta et al. (2011). There, all optimal active sets are generated by exploring all combinations of active


Fig. 5. Illustration of the extensive enumeration branch-and-bound approach of Gupta et al. (2011). If a particular combination of active constraints is infeasible, all nodes containing such a combinations can be eliminated from the exploration.
constraints in a branch-and-bound fashion. Infeasibility of a particular combination is used in the bounding phase to cut away branches of the exploration tree and thus to reduce the exploration complexity, cf. Fig. 5. To determine feasibility of a candidate active set, a linear program (LP) based on the KKT conditions (10) needs to be solved. In the worst case, there are
$R_{\max }=\sum_{k=0}^{|U|} \frac{n_{c}!}{k!\left(n_{c}-k\right)!}$
candidate active sets to check for feasibility. Here, $|U|$ is the number of optimization variables (for the specific formulation in (8), $|U|=N_{c} n_{u}$ where $N_{c}$ is the control horizon in (9) and $n_{u}$ is the number of control inputs of the system) and $n_{c}$ is the number of constraints in (9b). It should be noted that, in our experience, the number of locally optimal active sets, i.e., $R$, satisfies $R \ll R_{\max }$. However, the exact value of $R$ is entirely problem-specific.

Subsequently, in the second stage we take the list of active sets generated previously and for each of its element we compute the locally optimal map $\theta \rightarrow U^{\star}$. Specifically, for each locally optimal active set $\mathcal{A}$ we have
$U^{\star}=-H^{-1}\left(F^{T} \theta+G_{\mathcal{A}}^{T} \lambda^{\star}\right)$
directly from (10a) by the assumed invertibility of the Hessian. Substituting (12) into (10b) we obtain ${ }^{1}$
$\lambda^{\star}=-\left(G_{\mathcal{A}} H^{-1} G_{\mathcal{A}}^{T}\right)^{-1}\left(w_{\mathcal{A}}+\left(S_{\mathcal{A}}+G_{\mathcal{A}} H^{-1} F^{T}\right) \theta\right)$,
which can be written as
$\lambda^{\star}=Q(\mathcal{A}) \theta+q(\mathcal{A})$
with
$Q(\mathcal{A})=-\left(G_{\mathcal{A}} H^{-1} G_{\mathcal{A}}^{T}\right)^{-1}\left(S_{\mathcal{A}}+G_{\mathcal{A}} H^{-1} F^{T}\right)$,
$q(\mathcal{A})=-\left(G_{\mathcal{A}} H^{-1} G_{\mathcal{A}}^{T}\right)^{-1} w_{\mathcal{A}}$.
$Q\left(\mathcal{A}_{i}\right)$ and $q\left(\mathcal{A}_{i}\right)$ can be pre-computed off-line for each locally optimal active set $\left\{\mathcal{A}_{1}, \ldots, \mathcal{A}_{R}\right\}$. In the on-line phase these expressions are then used to to obtain $U^{\star}$ associated to a given initial condition $\theta$. This is done by first determining which active set is optimal for a given $\theta$. This can be achieved by traversing through the list of locally optimal active sets is a sequential order, as described in Algorithm 1.

[^1]Algorithm 1. Evaluation of the regionless explicit MPC solution

```
    \(:\) procedure REGIonless \((\theta) \quad \triangleright\) given initial condition \(\theta\)
        for \(i \in\{1, \ldots, R\}\) do
            Compute \(\lambda=Q\left(\mathcal{A}_{i}\right) \theta+q\left(\mathcal{A}_{i}\right)\)
            if \(\lambda \geq 0\) then \(\quad \triangleright\) dual feasibility check
            Compute \(U=-H^{-1}\left(F^{T} \theta+G_{\mathcal{A}_{i}}^{T} \lambda\right)\)
            if \(G U \leq w+S \theta\) then \(\quad \triangleright\) primal feasibility check
                    \(U^{\star} \leftarrow U\)
                    return \(U^{\star} \quad \triangleright\) obtain globally optimal \(U^{\star}\)
            end if
        end if
        end for
    end procedure
```

Remark 4.2. Note that the Hessian $H$ is constant, therefore its inverse $H^{-1}$ used in (12) can be pre-computed off-line.

The sequential algorithm outlined above is very simple and can be implemented in 10 lines of code in C. Moreover, the implementation is division-free as it does not require any matrix inversions, cf. Remark 4.2. Therefore no special libraries are required for its implementation. The algorithm utilizes pre-computed matrices $Q\left(\mathcal{A}_{i}\right)$, $q\left(\mathcal{A}_{i}\right)$, the list of active sets $\mathcal{A}_{i}, i \in\{1, \ldots, R\}$, as well as the pQP data $H, F, G, w$, and $S$ as its data.

Remark 4.3. A similar procedure was also proposed in (Borrelli et al., 2010). However, the algorithm presented there requires more memory space since it also relies on characterizing $U^{\star}$ in (12) explicitly as $U^{\star}=V(\mathcal{A}) \theta+v(\mathcal{A})$, followed by storing the matrices $V(\mathcal{A})$, $\nu(\mathcal{A})$ for each locally optimal active set. In our approach this additional storage is avoided by evaluating $U^{\star}$ directly from (12) once $\lambda^{\star}$ is computed via (14). $\square$

## 5. Experimental results

In this section we present the experimental results of the regionless explicit MPC for the distillation column. First we present the computational complexity and the memory demands of the proposed solution, comparing it with the on-line solutions of the corresponding QP solved via state of the art optimization algorithms and approximated first-order methods. The description of the hardware and software setups follows, and finally, experimentally collected data are introduced. The objectives of the experiment are:

- Tutorial demonstration of a closed loop implementation of a regionless explicit MPC controller on a laboratory distillation process.
- Adjust the parameters of the predictive controller for optimal performance of the controlled process.
- Observe the reference tracking and disturbances rejection capabilities of the designed controller.
- Comparison of the memory and the computational demands of the regionless explicit MPC with the on-line MPC solutions.


### 5.1. Controller synthesis and complexity

We have applied the proposed regionless explicit MPC formulation to devise a controller for the column described by a state-space model with 10 states. The vector of initial conditions for (8) is
$\theta=\left[\hat{x}(t)^{T}, u(t-1), y_{\mathrm{ref}}, \hat{p}(t)\right]^{T}$, where $\hat{x}(t) \in \mathbb{R}^{10 \times 1}$ is the estimate of the current plant's state, $u(t-1) \in \mathbb{R}^{1 \times 1}$ is the control input applied at the previous sampling instant, $y_{\mathrm{ref}} \in \mathbb{R}^{1 \times 1}$ is the current value of the output reference, and $\hat{p}(t) \in \mathbb{R}^{1 \times 1}$ is the estimate of the disturbance. Therefore $\theta \in \mathbb{R}^{13 \times 1}$, and the dimension of the parametric space of the $\mathrm{pQP}(9)$ is thus 13 .

To obtain the regionless representations of the explicit MPC feedback, we have used three differently weighted setups with $N=40, N_{c}=5, Q_{u}=1, Q_{y}=\{200,300,400\}, u_{\text {min }}=0, u_{\text {max }}=100$, $\Delta u_{\min }=-10$, and $\Delta u_{\max }=10$ in (8). With these settings, the pQP in (9) has 26 constraints. The subsequent extensive enumeration of locally optimal active sets showed that there were $R=1095$ such combinations (we remark that $R_{\max }=83,682$, cf. (11)). The enumeration, which included feasibility checks (10) and construction of $\mathcal{Q}(\mathcal{A}), q(\mathcal{A})$ per (15), took 6 s on a 1.70 GHz machine using the Multi-Parametric Toolbox (Herceg et al., 2013).

The pre-computed regionless explicit solutions consist of the list of optimal active sets $\mathcal{A}_{1}, \ldots, \mathcal{A}_{R}$, the associated expressions for the dual variables $Q\left(\mathcal{A}_{i}\right), q\left(\mathcal{A}_{i}\right)$ per (15), and the matrices $H, F, G, w$, $E$ of the pQP (9). The 1095 active sets require 3918 integers for their storage. Moreover, 54,852 floating point numbers are required to store $Q\left(\mathcal{A}_{i}\right), q\left(\mathcal{A}_{i}\right)$, along with 584 floating point numbers for the pQP matrices. Assuming that 2 bytes are needed to store an integer and 4 bytes for a single-precision floating point number, the total memory footprint of the proposed single regionless explicit MPC solution is 224 kilobytes.

For the sake of completeness, we have also applied the geometric region-based method to synthesize the explicit MPC solution. Specifically, we have used the parametric solver contained in the MPT toolbox (Herceg et al., 2013), but similar algorithms can also be found in the POP toolbox (Pistikopoulos et al., 2015). The regionbased explicit MPC solution is defined over 1095 critical regions which require a massive 10004490 floating-point numbers for their storage. This translates to 40 megabytes of data. Compared to 224 kilobytes of data for the regionless solution, this illustrates that a two order of magnitude reduction with respect to memory storage can be achieved by using the procedures of this paper. Moreover, it took 360 s on a 1.70 GHz machine to synthesize the region-based solution, an increase by a factor of 60 compared to the regionless solution. All data are summarized in Table 1.

For the comparison of the proposed regionless method with approaches based on on-line implementation, we have formulated the MPC problem in YALMIP (Löfberg, 2004). The resulting QP was subsequently solved in each sampling instant via the

Table 1
The off-line construction time and storage demands of the explicit MPC approaches.

| Method | Construction <br> time | Memory <br> demands |
| :--- | :--- | :--- |
| Regionless <br> Region-based (Bemporad et al., 2002; <br> Baotic et al., 2008) | 6 s | 224 kB |

Table 2
The on-line computational time and solution accuracy comparison of the investigated MPC approaches.

| On-line method | Worst case CPU time | Sub-optimality |
| :--- | :--- | :--- |
| Regionless MPC via Algorithm 1 | 1.95 ms | $0.00[\%]$ |
| Region-based MPC | 2.24 ms | $0.00[\%]$ |
| FiOrdOs (Ullmann, 2011) | 13.00 ms | $0.04[\%]$ |
| Gurobi (Gurobi, 2012) | 38.74 ms | $0.00[\%]$ |

state-of-the-art optimization solver Gurobi (Gurobi, 2012). Moreover, fast first-order methods implemented via the FiOrdOs (Ullmann, 2011) package were compared as well. In the latter case, the maximum number of iterations was set to 1000 , and the gradient-map stopping criterion was equal to $1 \cdot 10^{-8}$. The computational time demands and the solution accuracy comparison are summarized in Table 2. As can be seen, the regionless explicit MPC outperforms all alternatives. Specifically, its online runtime is by $15 \%$ smaller compared to the region-based explicit solution where the point-location task was implemented as a sequential search. ${ }^{2}$ More importantly, the proposed regionless solution performs one order of magnitude better than the state-of-the-art solver as well as the fast first-order algorithm. The evaluation of the regionless explicit MPC solution was performed by translating Matlab implementation of Algorithm 1 into the $C$ language via the codegen framework of Matlab. All algorithms ran on an Intel CORE i7 2.3 GHz machine under a 64 -bit GNU/Linux 3.13 .0 operating system.

### 5.2. HW and SW setup

The distillation column unit described in Section 2 is connected to a bench-mounted UOP3CC control console (Armfield, 2010) via a multi-conductor cable. The unit serves to measure temperatures at the individual trays of the column, which are subsequently used for the state estimation. The temperatures are measured by thermocouple sensors and subsequently converted by the control console to unified signals $0-5 \mathrm{~V}$, representing the temperature span $0-150^{\circ} \mathrm{C}$.

The reboiler, which heats the solution at the bottom of the column, consist of a flameproof immersion type heating element with maximum power of 2.5 kW , and a storage tank with the capacity of 201. The heating element provides heating power to the mixture, heating it up to the desired boiling temperature, which is approximately $90^{\circ} \mathrm{C}$. The UOP3CC console directly controls the input power entering the reboiler via an input signal $0-5 \mathrm{~V}$, which represents heating power $0-2.5 \mathrm{~kW}$. The second heat exchanger in the process unit is the feed pre-heater providing heating power to the mixture entering the column on the 5-th tray. This electrical heat exchanger with a maximum power of 2 kW was installed as an extra device, as it was not originally part of the process unit. The control of preheaters input power requires, therefore, an additional power circuit to be present in the instrumentation. This power circuit consist of wiring and a solid-state relay which generates a pulse width modulated (PWM) binary electrical signal.

[^2]The process unit also contains a feed pump whose speed is precisely controlled in the range $0-300$ RPM via a variable frequency drive (VFD) contained in the control console. Finally, the unit contains two solenoid valves which control the liquid flows in individual parts of the column. The waste valve is operated by a voltage signal where 0 V represents the fully closed and 24 V the fully open positions. In our experiment, the valve was constantly open to maintain a constant level of the mixture in the reboiler.

The reflux solenoid three-way on-on valve (diverter) operates in a binary manner, i.e., either the whole distillate is removed from the column as a product, or it is fully returned back to the top of the column as the reflux. The control signal for the reflux valve is generated by the control console's relay card via a PWM signal. The DC signals corresponding to this setup are then as follows: 0 V for reflux flow and 24 V for the product flow. Therefore the continuous control signal representing the optimal reflux ratio generated by the MPC controller is first approximated by a PWM signal with frequency 1 Hz . The MPC algorithm ran on the sampling. This inherent physical limitation of the process then slightly reduces the control performance.

Finally, the signals from the control console and from the power circuits are fed via a multi-conductor cable to two I/O PC cards (MF 624) connected to the host PC, which executes state estimation and the control algorithm. All signal processing and necessary computations were done in Matlab and Simulink. The overall electrical instrumentation and wiring scheme is shown in Fig. 6.

Measurements and control evaluation was realized based on a steady state value of the measured outputs (2), equal to an operational point for identification. The steady state was maintained by setting the waste valve opening, the flow rate, the flow rate and the reboiler power to a constant value. Specifically the waste valve was fully open, the reboiler power was set to 0.73 kW and the flow rate of the feed was $1 \mathrm{mLs}^{-1}$. The temperature of the feed was maintained the same value as was the temperature of the mixture on the fifth tray.

### 5.3. Experimental results

This section presents experimentally collected data under the proposed regionless explicit MPC strategy. We remind that the objective of the controller is to optimally operate the reflux valve such that the temperature at the head of the column follows a prescribed reference. To show the performance of the controller, a series of step changes of the reference was performed with the steady state $y^{S}=65^{\circ} \mathrm{C}$ taken as a starting point. Three consecutive steps with increase of the reference temperature by $5^{\circ} \mathrm{C}$ were performed, each in an approximate duration of 10 min , followed by a step with the decrease of reference temperature by $5^{\circ} \mathrm{C}$. The step changes were intentionally chosen to cover the whole operational range of the temperatures at the top of the column.

The experimentally collected data for three control setups are reported in Figs. 7-9. Specifically, Figs. 7(a), 8(a) and 9(a) show the closed-loop response of the temperature on the top of the column with respect to step changes of the reference signal. The corresponding profile of the optimal control actions devised by the regionless explicit MPC controller are shown in Figs. 7(b), 8(b) and 9(b). Naturally, constraints on the amplitude of the control action as well as on its slew rate are respected since they were explicitly accounted for in (8). The small chattering of the outputs and inputs is caused by measurement noise as well as by the binary nature of the reflux valve. The main reason for a slight offset in the last stage of the experiments stems from the nonlinearity of the controlled process. Worth noting is that the settling time of regionless MPC controller with $Q_{y}=400$ from Fig. 9 was 240 s , which is approximately 3 times faster than the open-loop response, cf. Fig. 3, which is 750 s . The overall comparison of the performance


Fig. 6. Electrical instrumentation and wiring scheme for the UOP3CC laboratory distillation column.
of individual regionless MPC controllers with different weighting parameter $Q_{y}$ via various criteria is shown in Table 3. We choose two reference tracking performance criteria, where ISE denotes the integral square error per sampling instant and IAE stands for integral absolute error per sampling instant. As expected, with increasing weighting parameter $Q_{y}$ we were able to improve the reference tracking performance criteria as shown in Table 3. For evaluation of product quantity, we use the integral of the control


Fig. 7. Control setup for explicit MPC controller with $Q_{y}=200$. Top figure: response of the temperature on the top of the column (solid) with respect to the desired reference (dashed). Bottom figure: profile of the control actions.
action divided by a number of sampling instants, resulting in average control action per sampling instant (ACA), which directly accounts for the amount of the distillate being taken out as a product. In our control setup, the higher control actions will provide higher product quantity. It is important to note that for setup with $Q_{y}=300$, the significantly greater value of the ACA quality criterion was caused by slightly higher initial steady state temperature measurement. This offset can be seen on the Fig. 8(a) and the difference


Fig. 8. Control setup for explicit MPC controller with $Q_{y}=300$. Top figure: response of the temperature on the top of the column (solid) with respect to the desired reference (dashed). Bottom figure: profile of the control actions.


Fig. 9. Control setup for explicit MPC controller with $Q_{y}=400$. Top figure: response of the temperature on the top of the column (solid) with respect to the desired reference (dashed). Bottom figure: profile of the control actions.

Table 3
The performance criteria comparison of the MPC controllers with different weighting parameter $Q_{y}$.

| MPC setup | ISE $\left[{ }^{\circ} \mathrm{C}^{2}\right.$ ] | IAE [ $\left.{ }^{\circ} \mathrm{C}\right]$ | ACA [\%] |
| :--- | :--- | :--- | :--- |
| $Q_{y}=200$ | 1.8186 | 0.7896 | 48.5967 |
| $Q_{y}=300$ | 1.7899 | 0.7711 | 56.3489 |
| $Q_{y}=400$ | 1.3643 | 0.6183 | 49.6765 |

in the initial steady state value of the temperature originates in the higher temperature of the skeleton of the laboratory device.

## 6. Conclusions

In this paper, we have shown how to control a distillation column using an MPC algorithm. To allow for a fast and simple
implementation of the control strategy, we have used the regionless explicit approach. Specifically, the feedback law was pre-computed off-line. To avoid the curse of dimensionality typical for the storage requirements of explicit MPC strategies, we have used the direct enumeration of all optimal combinations of active constraints. Moreover, the complexity of the analytical feedback law was kept low by only considering a partial pre-factorization of the KKT system for dual variables. Then the optimal control actions can be obtained by a sequential search procedure, which only needs to check primal and dual feasibility via a series of matrix multiplications and additions. Therefore the whole implementation is division free, fast, and simple to implement.

The main advantage of the regionless approach over regionbased approaches is twofold. First, the construction of the analytical form of the MPC feedback law does not directly depend on the dimensionality of the parametric space. Therefore such solutions can be obtained even for systems with a high number of system's states. Secondly, as documented in Section 5.1, the regionless solution requires a significantly smaller memory footprint compared to its region-based alternative. Specifically, the required memory storage is decreased by two orders of magnitude.

The computational complexity of the proposed approach was compared with the standard and approximated on-line solutions of the corresponding QP via the state of the art optimization solvers. The results showed that regionless explicit approach can indeed provide significant computational improvements, outperforming the standard on-line QP solution roughly by the factor of 19 , with no additional cost to be paid in the sub-optimality of the computed solution. By means of an experiment we have demonstrated that the proposed MPC controller achieves a suitable control performance. The influence of the model-plant mismatch was mitigated by using the disturbance modeling approach.
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## Appendix A. Model parameters

Particular values of the matrices $A, B, C$ of the model in (1) obtained by system identification, along with the observer's gain matrix $L$ in (4) are reported in (A.1a)- (A.1c).

$$
\begin{align*}
& A=\left[\begin{array}{lllllllllll}
0.9970 & -0.0008 & -0.0001 & -0.0009 & 0.0020 & -0.0006 & 0.0005 & -0.0019 & -0.0010 & -0.0025 \\
-0.0006 & 0.9999 & 0.0002 & 0.0006 & -0.0002 & 0.0003 & 0.0021 & -0.0018 & -0.0018 & -0.0018 \\
0.0013 & 0.0003 & 0.9977 & 0.0018 & -0.0002 & -0.0007 & -0.0023 & 0.0020 & 0.0038 & 0.0041 \\
0.0032 & -0.0004 & -0.0018 & 0.9940 & -0.0036 & 0.0318 & -0.0008 & 0.0042 & 0.0019 & 0.0121 \\
0.0007 & 0.0003 & 0.0002 & -0.0163 & 0.8041 & 0.5906 & -0.0002 & 0.0625 & 0.0191 & 0.0723 \\
0.0007 & -0.0006 & 0.0004 & -0.0261 & -0.5842 & 0.8089 & -0.0008 & -0.0292 & -0.0229 & -0.0185 \\
0.0011 & -0.0016 & 0.0023 & -0.0023 & -0.0025 & -0.0001 & 0.9911 & 0.0141 & -0.0086 & 0.0149 \\
0.0019 & 0.0002 & 0.0016 & -0.0063 & -0.0106 & -0.0130 & -0.0157 & 0.2994 & -0.9139 & 0.2570 \\
-0.0003 & 0.0007 & -0.0018 & 0.0062 & -0.0254 & 0.0013 & -0.0079 & 0.8916 & 0.1581 & -0.3229 \\
-0.0001 & -0.0003 & 0.0034 & -0.0046 & 0.0300 & 0.0145 & 0.0080 & 0.0741 & 0.0116 & -0.4568
\end{array}\right],  \tag{A.1a}\\
& C=\left[\begin{array}{llllllllll}
240.0779 & 112.7997 & 11.2734 & 1.7447 & -3.6158 & -1.3766 & -0.6259 & 3.6039 & 3.0660 & 2.1594 \\
247.6920 & 96.2199 & -7.6288 & -14.1476 & -2.9245 & -1.3406 & 3.8997 & 3.7248 & 2.8317 & 2.1730 \\
289.5420 & -25.0577 & -20.8149 & 0.8503 & -6.2657 & -1.4946 & -4.4291 & 3.4022 & 3.2462 & 1.9510 \\
281.8938 & -113.0640 & 1.3608 & 6.2130 & -6.2830 & -1.5922 & 6.7079 & 3.4677 & 2.9192 & 1.8208 \\
232.0810 & -138.2255 & 23.7108 & -9.6844 & -5.2642 & -1.4766 & -4.2775 & 3.3838 & 3.0100 & 1.4844
\end{array}\right], \tag{A.1b}
\end{align*}
$$

$B=10^{-3} \cdot\left[\begin{array}{c}0.0025 \\ 0.0009 \\ -0.0018 \\ -0.0058 \\ -0.0380 \\ -0.0047 \\ -0.0023 \\ 0.0337 \\ 0.1293 \\ 0.2131\end{array}\right]$,
$L=\left[\begin{array}{ccccc}0.0009 & 0.0011 & -0.0002 & 0.0022 & -0.0003 \\ 0.0038 & 0.0008 & -0.0002 & -0.0023 & -0.0017 \\ 0.0174 & -0.0061 & -0.0204 & 0.0011 & 0.0127 \\ 0.0293 & -0.0389 & 0.0057 & 0.0207 & -0.0212 \\ -0.0101 & 0.0264 & -0.0430 & 0.0460 & -0.0204 \\ -0.0232 & 0.0448 & -0.0553 & 0.0566 & -0.0251 \\ -0.0190 & 0.0368 & -0.0482 & 0.0551 & -0.0263 \\ -0.0012 & 0.0034 & -0.0008 & -0.0054 & 0.0057 \\ 0.0036 & -0.0056 & 0.0064 & -0.0088 & 0.0051 \\ -0.0002 & 0.0008 & -0.0012 & 0.0009 & -0.0002 \\ 0.0276 & -0.0319 & 0.0091 & 0.0001 & -0.0029 \\ -0.0228 & 0.0434 & -0.0329 & 0.0094 & 0.0089 \\ -0.0160 & 0.0041 & 0.0313 & -0.0245 & 0.0047 \\ -0.0092 & 0.0137 & -0.0265 & 0.0421 & -0.0223 \\ 0.0100 & -0.0178 & 0.0228 & -0.0402 & 0.0291\end{array}\right]$.
(A.1c)
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[^1]:    ${ }^{1}$ At this point we assume that the $\mathrm{PQP}(9)$ is either not degenerate, in which case $G_{\mathcal{A}}$ is of full row rank, or that at most $|\mathcal{A}|$ linearly independent rows are obtained from $G_{\mathcal{A}}$, see (Spjøtvold et al., 2005).

[^2]:    ${ }^{2}$ Due to the size of the parametric solution (13 parameters and 1095 regions), it was not possible to apply a more sophisticated point location algorithm, such as a binary search tree (Tøndel et al., 2003).

