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a b s t r a c t

A posteriori error estimation and control methods are proposed for a quantum corrected energy balance
(QCEB) model that describes electron and hole flows in semiconductor nanodevices under the influence
of electrical, diffusive, thermal, and quantum effects. The error estimation is based on the maximum
norm a posteriori error estimate developed by Kopteva (2008) for singularly perturbed semilinear
reaction–diffusion problems. The error estimate results in three error estimators called the first-, second-,
and third-order estimators to guide the refinement process. The second-order estimator is shown to be
most effective for adaptivemesh refinement. The QCEBmodel is scaled to a dimensionless coupled system
of seven singularly perturbed semilinear PDEswith various perturbation parameters so that the estimator
can be applied to each PDE on equal footing. It is found that the estimator suitable for controlling the
approximation error of one PDE (one physical variable) may not be suitable for another PDE, indicating
that different parameters account for different boundary or interior layer regions as illustrated by two
different semiconductor devices, namely, a diode and a MOSFET. A hybrid approach to automatically
choosing different PDEs for calculating the estimator in the adaptive mesh refinement process is shown
to be able to control the errors of all PDEs uniformly.

© 2016 Elsevier B.V. All rights reserved.
1. Introduction

In order to keep pace with the increasing speed of miniaturiza-
tion ofmodern semiconductor technology, a great variety of device
models that deal with quantum effects, accuracy, robustness, and
efficiency in real-life simulations have been intensively developed
and tested in recent years, see e.g. [1–17] and references therein.
A class of macroscopic quantummechanical models that are based
on the density-gradient (DG) theory of Ancona and Tiersten [1] has
been shown to effectively simulate multi-dimensional metal ox-
ide semiconductor field effect transistor devices (MOSFET) [18–20]
with gate lengths ranging from 50 nm down to 6 nm [2,4,5,7,8,15,
21,22]. The DG theory is derived from Bohm’s quantum theory [23]
in semiconductor context. It generalizes the equation of state for
an ideal electron gas to include DG dependence and corrects the
electric field by adding the Bohm potential in the drift term. The
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macroscopic DGmodels thus exhibit the essential quantum effects
of nonlocality, confinement, and tunneling.

In this paper, we consider in particular the quantum corrected
energy balance (QCEB)model proposed in [5] that extends the clas-
sical drift–diffusion (DD) model to include the DG quantum po-
tential and energy balance equations in order to deal with both
quantum effect and hotspot problems in nanoscale device de-
sign [24,25]. The QCEB model has been shown by Jüngel [9] as a
simplified balance model that can be derived from the quantum
energy transport (QET) equations based on the Chapman–Enskog
expansion and Fermi–Dirac distributions. The simplification is
made by assuming Maxwellian distributions, parabolic energy
band structures, and the inelastic collision approximated by a
Fokker–Planck ansatz [9]. FormoreQETmodels,we refer to Refs. [9,
11,16,21,26].

The QCEB model consists of seven PDEs in which every PDE is
self-adjoint and semilinear with respect to its unknown function.
The self-adjoint form is due to the Slotboom formulation of
continuity and energy balance equations. It is well known that
the Slotboom formulation incurs overflow problems in computer
implementation for micronscale semiconductor devices to which
the applied voltage is much greater than that to nanoscale
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devices. The applied voltage is scaled down to about 1 V in
nanodevices. In other words, the overflow problem is no longer a
difficult issue for simulating nanodevices by self-adjoint models.
Moreover, the ill-conditioning of Slotboom-type matrices in
discretization can also be alleviated by suitable scalings for the
matrix system [5,27]. The self-adjoint formulation provides many
useful properties for the resulting nonlinear algebraic systems such
as global convergence and fast linear solvers because Slotboom-
type matrices are diagonally dominant M-matrices [28–30] that
lead to these appealing properties [5,29–32].

We reformulate the QCEB model here to a dimensionless
form of singularly perturbed system involving seven singular
perturbation parameters called Debye (one), Planck (two for
electrons and holes), DD (two), and EB (two) parameters. The
Debye and Planck parameters are conventional parameters related
to the electrostatic and quantum effects, respectively. The DD
and EB parameters are associated with the diffusivity and
thermal conductivity of a device in terms of the electrostatic and
quasi-Fermi potentials, respectively. It is shown that the lowest
order of the EB parameter is of O(10−33) whereas that of the
conventional Debye parameter is of O(10−5). This indicates that
the investigation of singularities in nanodevice models should be
extended to all parameters in a model other than just one.

Across the junction between different types of semiconductors
in a device or the interface of semiconductors andmetal (or oxide),
there are thin regions – called interior or boundary layers – of rapid
variations of electrostatic and quantum potentials, charge carrier
densities, or temperatures [5]. To obtain reliable approximations
of layer solutions in an efficient way, one may need to use
locally refined meshes that are fine in layer regions and coarse
elsewhere. The refinement schemes can be categorized into two
classes: a priori refinement using special meshes such as those of
Shishkin and Bakhvalov [33,34] and a posteriori refinement using
an adaptive algorithm that automatically generates fine meshes
in layer regions starting with a simple initial mesh provided
that a reliable error estimator is used to guide the refinement
process [35–38]. The first class is very successful for a single
PDE for which the layer region is a priori known so that the
entire domain can be divided into two uniform-mesh regions,
one is coarse and the other is fine. The division is determined by
the perturbation parameter [34]. The resulting piecewise-uniform
mesh then leads to a uniformly convergent approximation of the
singularly perturbed PDE in the discrete maximum norm, i.e., the
convergence is independent of the size of the singular perturbation
parameter.

The adaptive mesh refinement scheme proposed in this paper
belongs to the second class. The first class schemes are not suitable
for the QCEB model due to the following reasons. (i) The doping
junctions are curves, together with the material interfaces, that
may yield overly refined piecewise-uniformmeshes. (ii) The QCEB
model has seven singular perturbation parameters for which it is
impossible to determine a priori their strengths and locations of
singularity since these parameters depend on physical conditions
that may vary with devices as well as physical conditions.

A variety of a posteriori error estimators have been proposed in
the literature. Most of them are based on the global error in weak
energy norms for a large class of simple linear elliptic model prob-
lems [39–43]. The QCEB model consists of convection–diffusion
PDEs in which the transport process dominates in junction and
contact regions while the diffusion process is confined to other
regions. The current state of error estimators for the convection-
dominated problems is still far from satisfactory [44] because the
error estimators derived fromweak norms depend on an excessive
power of the small diffusion parameter [45,46].

The novelty of Kopteva’s estimate [33] is that it holds true uni-
formly in the small diffusion parameter for both boundary and in-
terior layer solutions and is in the maximum norm, which is suffi-
ciently strong to capture the extremely thin layer solutions of nan-
odevice models. Moreover, it is free of the mesh aspect ratio con-
dition generally required by the standard finite element estimates
[33,45]. We find that these properties are quite useful for the 1-
irregular rectangular mesh refinement scheme used here, i.e., ev-
ery finite element edge contains at most one irregular node, since
the estimate is derived from finite difference (rectangular) approx-
imation.

Three error estimators, namely, the first-, second-, and third-
order estimators can be derived from Kopteva’s estimate involving
the first, second, and third derivative approximations of the so
lution of a singularly perturbed PDE, respectively. It has been
shown that the second estimator ismost effective for both uniform
and Bakhvalov meshes in [33], so as shown in this paper for
adaptive mesh. The effectiveness is determined by the ratio of the
estimator to the exact error of a constructed PDE in the maximum
norm with respect to various degrees of freedom (DOFs) of
meshes. The second estimator is then used to guide the refinement
process in QCEB simulations on two semiconductor devices, i.e., a
diode and a MOSFET. However, a device may exhibit different
types of singularities in different regions where different physical
properties are governed by different PDEs in amodel. For example,
the quantumpotential of QCEB has a boundary layer near the oxide
region while the hot carriers are primarily concentrated along the
junction layer or near the drain contact [5].We thus face a problem
of which PDE or which singular perturbation parameter should
be used to calculate the estimator during the adaptive refinement
process so that the approximation errors of all PDEs in QCEB can be
uniformly controlled. The main contribution of the present work
is to present a new formulation of QCEB with different types of
singular perturbation parameters that can be used to study various
layers of state variables in a device and to uniformly control the
errors of all these variables. For this, we propose a hybrid method
that automatically calculates the estimator via different PDEs in
QCEB during the adaptive refinement process.

The rest of the paper is organized as follows. In Section 2,
we outline the QCEB model proposed in [5]. A full dimensionless
formulation of the model with singular perturbation parameters is
then given in Section 3. For clarity, we recall Kopteva’s theorem in
Section 4 and derive the three error estimators for the 1-irregular
mesh refinement scheme. In Section 5, numerical results of a
singularly perturbed PDE with exact solution, diode, and MOSFET
are given to show the effectiveness of the second estimator,
nonuniform convergence of all PDEs with the estimator fixed to
one PDE, and uniform convergence with the hybrid error control
method. Concluding remarks are given in Section 6.

2. A quantum energy-transport model

The QCEB model of [5] is

−∆φ = f1(φ) =
q
ε

−nI exp


φ + φqn

VT

n
+nI exp


−φ − φqp

VT

p + C

 , (2.1)

−∆rn = f2(rn) =
−rn
2bn


VT ln(r2n ) − VT ln(nIn) − φ


, (2.2)

−∆rp = f3(rp) =
rp
2bp


−VT ln(r2p ) + VT ln(nIp) − φ


, (2.3)

−∇ · D4(φ)∇n = f4(n)
=

q

neqpeq − n2

I exp(
φqn−φqp

VT
)np

τ0

nI exp


φ + φqn

VT

n + nI exp


−φ − φqp

VT

p
+2

√
neqpeq exp


εt − εi

kBTL




, (2.4)
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−∇ · D5(φ)∇p = f5(p) = −f4 (n) , (2.5)

−∇ · D6(ϕn)∇Tn = f6(Tn) = Jn · E + nWn, (2.6)

−∇ · D7(ϕp)∇Tp = f7(Tp) = Jp · E + pWp, (2.7)

with the seven unknown functions
φ, rn =

√
n, rp =

√
p,n =

n
nI

exp


−φ − φqn

VT


, p =

p
nI

exp


φ + φqp

VT


,

Tn = Tn exp


−
5ϕn

4VT


, Tp = Tp exp


5ϕp

4VT


,

(2.8)

and the auxiliary relations

φqn = VT ln(r2n ) − VT ln(nIn) − φ, (2.9)

φqp = −VT ln(r2p ) + VT ln(nIp) − φ, (2.10)

D4(φ) = qDnnI exp


φ + φqn

VT


,

D5(φ) = −qDpnI exp


−φ − φqp

VT


,

(2.11)

D6(ϕn) = κn exp

5ϕn

4VT


, D7(ϕp) = κp exp


−5ϕp

4VT


, (2.12)

Jn = −qµnn∇(φ + φqn) + qDn∇n = D4(φ)∇n = −qnvn, (2.13)

Jp = −qµpp∇(φ + φpn) − qDn∇p = D5(φ)∇p = qpvp, (2.14)

ωn,p =
3
2
kBTn,p +

1
2
m∗

n,p

vn,p2 , κn,p =
2
q
k2B (n, p) µn,pTL, (2.15)

Wn = −
ωn − ω0

τnω
, Wp = −

ωp − ω0

τpω
, (2.16)

τn,pω =
3µn,pkBTn,pTL

2qv2
s


Tn,p + TL

 +
m∗

n,pµn,pTL
2qTn,p

(2.17)

where φ is the electrostatic potential, n and p the electron and
hole densities, φqn and φqp the quantum potentials, ϕn and ϕp the
generalized quasi-Fermi potentials, C = −N−

A + N+

D the doping
profile (impurity concentration), bn =

h̄2
12m∗

nq
and bp =

h̄2
12m∗

pq
the material parameters measuring the strength of the gradient
effects in the electron gas, E = −∇φ the electric field, Jn and
Jp the electron and hole current densities, µn and µp the field-
dependent electron and hole mobilities, Dn and Dp the electron
and hole diffusion coefficients expressed by the Einstein relation
with the mobilities, vn and vp the electron and hole velocities, εi
the intrinsic energy, εt the trap energy (assuming εt = εi), Tn
and Tp the electron and hole temperatures, κn and κp the thermal
conductivities, τnω and τpω the carrier energy relaxation times, ωn
and ωp the carrier average energies, vs the saturation velocity, and
other symbols with their values given in Table 2.1.

The system (2.1)–(2.7) models the steady-state of electron and
hole flows through a device by adding the quantum potential
equations (2.2) and (2.3) to the macroscopic energy transport
model (2.1), (2.4)–(2.7). The square roots of carrier densities rn =√
n and rp =

√
p in (2.8) were introduced in [4] as extra unknown

functions to define the quantum (Bohm) potentials (2.9) and
(2.10). These quantum potentials represent first-order quantum
corrections of the drift–diffusion fluxes as defined in (2.13) and
(2.14).Weobserve from (2.2) and (2.3) that theQCEB reduces to the
classical EBmodel of in the semiclassical limit h̄ → 0, i.e., bn,p → 0.

Note that the right-hand side nonlinear functionals fi, i =

1, . . . , 7, in (2.1)–(2.7) are all expressed in terms of their respective
unknown variables φ, rn, rp, n, p, Tn, and Tp to illustrate that
each PDE is semilinear with respect to its unknown variable. All
Table 2.1
Physical constants.

Symbol Meaning Value Unit

kB Boltzmann constant 1.38 × 10−23 J/K
q Elementary charge 1.602 × 10−19 C
m0 Electron rest mass 9.11 × 10−31 Kg
m∗

n Electron effective mass 0.98 × m0 Kg
m∗

p Hole effective mass 0.16 × m0 Kg
ε0 Permittivity of vacuum 8.85 × 10−14 F/cm
ε Silicon dielectric constant 11.7 × ε0 F/cm
h̄ Reduced Planck constant 1.054 × 10−34 J-s
VT Thermal voltage 0.0259 V
nI Intrinsic carrier concentration 1.5 × 1010 cm−3

TL Lattice temperature 300 K
τ0 Electron (hole) lifetime 10−8 s
ω0 Thermal energy 6.21 · 10−21 J
µn Electron mobility 1350 cm2/V-s
µp Hole mobility 480 cm2/V-s
Dn Electron diffusion coefficient 34.659 cm2/s
Dp Hole diffusion coefficient 12.432 cm2/s

Fig. 1. Geometry of an n-MOSFET device.

functionals are nonlinear due to the Slotboom transformations in
(2.8). Furthermore, these transformations imply that all divergence
operators on the left-hand side of the system (2.1)–(2.7) are self-
adjoint. The Slotboom-type variablesTn andTp in (2.8) were first
introduced in [31]. The Slotboom variablesn andp were extended
in [5] from the classical Slotboom variables to include the quantum
potentials φqn and φqp as shown in (2.8).

Let Ω ⊂ ℜ
2 denote a bounded domain of a doped silicon

depicted by Fig. 1. The boundary ∂Ω = ∂ΩO ∪ ∂ΩI ∪ ∂ΩS is
piecewise smooth with ∂ΩO = AB ∪ CD ∪ EF denoting the Ohmic
contacts, ∂ΩI = BC the silicon/oxide interface, and ∂ΩS = AE ∪

DF . The boundary conditions for the unknown functions are

φ = VO + Vb, r2n =
1
2


C +


C2 + 4n2

I


on ∂ΩO,

rp = nI/rn on ∂ΩO, rp = rn = 0 on ∂ΩI ,n = exp


−VO

VT


, p = exp


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VT


on ∂ΩO,

Tn =
300

exp


5VO
4VT

 , Tp =
300

exp

−

5VO
4VT

 on ∂ΩO,

∂φ

∂n
=

∂n
∂n

=
∂p
∂n

=
∂rn
∂n

=
∂rp
∂n

=
∂Tn
∂n

=
∂Tp
∂n

= 0 on ∂ΩS,

∂n
∂n

=
∂p
∂n

=
∂Tn
∂n

=
∂Tp
∂n

= 0 on ∂ΩI ,

(2.18)
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where VO is the applied voltage, Vb is the built-in potential, and
n is an outward normal unit vector to ∂ΩN . Here the Neumann
boundary ∂ΩN is a generic notation for which its definition varies
with the unknown variables, for example, the Neumann boundary
for φ andn is ∂ΩN = ∂ΩS and ∂ΩN = ∂ΩS ∪ ∂ΩI , respectively.
Similarly, theDirichlet boundary ∂ΩD also varieswith the variables
as manifested in (2.18). The zero Dirichlet boundary conditions for
rp and rn on the interface ∂ΩI are so chosen that the tunneling
effect is neglected.

3. A dimensionless QCEB model

Let l be the diameter of a device. By using the following scalings
with the new dimensionless quantities marked by the subscript s

xs =
x
l
, ys =

y
l
, ∇s =


∂

∂xs
,

∂

∂ys


, (3.1)


φs =

φ

VT
, ϕns =

ϕn

VT
, ϕps =

ϕp

VT
,

φqns =
φqn

VT
, φqps =

φqp

VT
, Es = −∇sφs,

ϕms =
ϕm

VT
, ϕm = max

(x, y)∈Ω


|ϕn| ,

ϕp
 ,

(3.2)



Cm = max
(x,y)∈Ω

|C (x, y)| ,

ns =
n
Cm

, ps =
p
Cm

, rns =
rn

√
Cm

, rps =
rp

√
Cm

,

nIs =
nI

Cm
= δ, Cs =

C
Cm

, neqs =
neq

Cm
, peqs =

peq
Cm

,

ns =
n

exp (−ϕms)
= exp (−ϕns + ϕms) ,

ps =
p

exp (ϕms)
= exp


ϕps − ϕms


,

ns = δ exp

φs + φqns − ϕms

ns,

ps = δ exp

−φs − φqns + ϕms

ps
φqns = ln(r2ns) − ln(δns) + ϕms − φs,

φqps = − ln(r2ps) + ln(δps) + ϕms − φs,

(3.3)



D4(φs) = exp

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
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(3.4)


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Tm exp
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
,

D6(ϕns) = exp

5
4
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
,

D7(ϕps) = exp


−5
4


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
,

Wns =
l2Wn

qDnVT
, Wps =

l2Wp

qDpVT
, τnωs =

τnω

kBTL
, τpωs =

τpω

kBTL
,

(3.5)
Table 3.1
Singular perturbation parameters.

ϵ1 =


εVT

l2qCm
Scaled Debye length

ϵ2 =


h̄2

6m∗
nqVT l2

Scaled Planck constant

ϵ3 =


h̄2

6m∗
pqVT l2

Scaled Planck constant

ϵ4 =


δD4(φ)

βn
Scaled DD parameter

ϵ5 =


−δD5(φ)

βp
Scaled DD parameter

ϵ6 =


κnTmD6(ϕn)

qDnVT Cm
Scaled EB parameter

ϵ7 =


κpTmD7(ϕp)
qDpVT Cm

Scaled EB parameter

the QCEB model (2.1)–(2.7) can be transformed to (after dropping
the subscript s for simplicity)

−ϵ2
1∆φ = f1(φ) =


−δ exp


φ + φqn − ϕm

n+
δ exp


−φ − φqp + ϕm
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
(3.6)
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2∆rn = f2(rn) = −rn
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
, (3.7)
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−2 ln
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δ−1/2rp


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
, (3.8)

−∇ · (ϵ2
4∇n) = f4(n) (3.9)

=
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neqpeq − δ2 exp
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φqn − φqp
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p + 2
√
neqpeq exp


εt − εi

kBT

 ,

−∇ · (ϵ2
5∇p) = −f5(p) = f4(n) (3.10)

−∇ ·

ϵ2
6∇

Tn = f6(Tn) = δJn · E + nWn, (3.11)

−∇ ·

ϵ2
7∇

Tp = f7(Tp) = δJp · E + pWp, (3.12)

where

ϵ2
1 =

εVT

l2qCm
, ϵ2

2 =
h̄2

6m∗
nqVT l2

, ϵ2
3 =

h̄2

6m∗
pqVT l2

,

ϵ2
4 = δD4(φ)/βn, ϵ2

5 = −δD5(φ)/βp,

βn =
l2

Dnτ0
, βp =

l2

Dpτ0
,

ϵ2
6 = κnTmD6(ϕn)/(qDnVTCm), ϵ2

7 = κpTmD7(ϕp)/(qDpVTCm).

(3.13)

The seven singular perturbation parameters in the system
(3.6)–(3.12) are summarized in Table 3.1, where ϵ4,5 and ϵ6,7 are
called the scaled DD and EB parameters for the DD ((3.9), (3.10))
and EB ((3.11), (3.12)) equations, respectively. The singularity of
ϵ4,5 and ϵ6,7 is governed by the exponential functionals D4,5(φ)

andD6,7(ϕn,p), respectively. These functionals are characterized by
the electrostatic φ and quasi-Fermi ϕn,p potentials. The first three
parameters ϵ1,2,3 are conventional. For convenience, themain state
variables and various symbols of the system are summarized in
Table 3.2.

4. Error indicators and estimators

We use the linear finite element (FE) method, together with the
Scharfetter–Gummel exponential scheme proposed in [31] for the
DD and EB equations, to approximate all PDEs in the QCEB model
(3.6)–(3.12) and solve the resulting nonlinear algebraic system of
each PDE one by one as in Gummel’s iteration method until all
tolerable approximate solutions are reached [5]. In weak form,
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Table 3.2
Model notation.

φ Electrostatic potential δ =
nI
Cm

φqn , φqp Quantum potentials
n, p Electron, hole densities rn =

√
n, rp =

√
p

Tn , Tp Electron, hole temperatures
ϕn , ϕp Quasi-Fermi potentials ϕm = max


|ϕn| ,

ϕp


C Doping (impurity) concentration Cm = max C
κn , κp Thermal conductivities Tm = max T
l Scaling length βn =

l2
Dnτ0

, βp =
l2

Dpτ0
each semilinear PDE is equivalent to the following strong form for
the finite difference method as considered in [33].

The following a posteriori error estimation theorem is proved
in [33] for the central finite difference approximation of a 2D
singularly perturbed semilinear elliptic PDE with regular meshes
on domain discretization.

Theorem 1. Let u(x, y) be a solution of the semilinear PDE
−ϵ2

△u + b(x, y, u) = 0, (x, y) ∈ Ω = (0, 1) × (0, 1),
u(x, y) = 0, (x, y) ∈ ∂Ω,

0 < β <
∂b(x, y, u)

∂u
≤ β, ∀(x, y, u) ∈ [0, 1]2 × R1,

(4.1)

where β and β are constants. Let Uij satisfy the standard five-point
finite difference equations

−ϵ2D2
xUij − ϵ2D2

yUij + b(xi, yj,Uij) = 0, (4.2)

for i = 1, . . . ,N, j = 1, . . . ,M, where U1,j = UN,j = Ui,1 = Ui,M =

0 and N and M are the numbers of grid points in the x- and y-axis,
respectively. Let UB(x, y) be a piecewise bilinear interpolant of Uij on
each [xi−1, xi] × [yj−1, yj] in Ω such that UB(xi, yj) = Uij. Then the a
posteriori error

η = max
l


η(l) , η(l)

= h2M(l), l = 0, 1, 2, 3, (4.3)

is bounded from below by the exact error e =
UB

− u


∞
as

e ≤ Cη, (4.4)

where

M(0)
= 1

M(1)

= max
i,j

D−

x Ui,j
2 ,

D−

x Ui,j−1
2 ,

D−

y Ui,j
2 ,

D−

y Ui,j−1
2

M(2)

= max
i,j

D2
xUi−1,j

 , D2
xUi,j

 , D2
xUi−1,j−1

 , D2
xUi,j−1

 ,D2
yUi,j−1

 , D2
yUi,j

 , D2
yUi−1,j−1

 , D2
yUi−1,j




M(3)
= ϵ max

i,j

D−

x D
2
xUi,j

 , D−

x D
2
xUi,j−1

 ,D−

y D
2
yUi,j

 , D−

y D
2
yUi−1,j




(4.5)


D−

x Ui,j =
Ui,j − Ui−1,j

hi
, D2

xUi,j =
D−
x Ui+1,j − D−

x Ui,j

(hi + hi+1)/2
,

D−

y Ui,j =
Ui,j − Ui,j−1

kj
, D2

yUi,j =
D−
y Ui,j+1 − D−

y Ui,j

(kj + kj+1)/2
,

(4.6)

h = maxi,j

hi, kj


, hi = xi−xi−1, kj = yj−yj−1,C = C0 ln(2+ϵ/h),

and the constant C0 is independent of ϵ and the mesh size h. Here
η(l) and M(l), l = 1, 2, 3, involve discrete analogues of lth-order
derivatives.

We extend applications of the theorem to the finite element
(FE) approximation with 1-irregular adaptive meshes [29,31] as
Fig. 2. A regular mesh.

follows. Let T be a FE partition of the domain Ω such that T =

{τk; k = 1, . . . , L, Ω =
L

k=1 τ k} and Sh(T ) denotes a FE
subspace on T for the given problem. The FE approximation of the
problem in Sh(T ) is then to find uh ∈ Sh(T ) such that
Bh(uh, vh) = F(vh) ∀vh ∈ Sh(T ), (4.7)
with

Bh(uh, vh) = ϵ2

τ∈T


τ

∇uh · ∇vh dxdy,

Fh(vh) = −


τ∈T


τ

b(uh)vh dxdy.
(4.8)

We consider particularly that the partition T is generated by
the 1-irregular mesh refinement scheme such that the resulting
finite element space Sh(T ) consists of continuous functions by
means of constrained bilinear bases [31,47]. A node is called regular
if it constitutes a vertex for each of the neighboring elements;
otherwise it is irregular. Without loss of generality, the error
indicators

η
(l)
k = h2

kM
(l), l = 1, 2, 3, (4.9)

for each element τk can be defined as follows.
Type 0 (without irregular nodes): This is a 12-point stencil grid as
shown in Fig. 2,where all nodes are regular. Then,M(l), l = 1, 2, 3,
are defined as in (4.5).
Type 1 (with one irregular node): Fig. 3 illustrates a typical case
of this type of elements, where (i − 1, j) marked by the cross
sign is the only irregular node in the element. For other cases, the
error indicators are defined in a similar way. We can approximate
the solution Ui−1,j by

Ui−1,j+1+Ui−1,j−1
2 . Since Ui−1,j is a first-order

approximation and cannot be used to define the second- and third-
order error indicators in the y coordinate, the error indicators η(l)

k
are hence defined by

M(1)
= max

D−

x Ui,j
2 ,

D−

y Ui,j
2 ,

D−

x Ui,j−1
2 ,

D−

y Ui−1,j
2

M(2)
= max

D2
xUi,j

 , D2
xUi,j−1

 ,
min{

D2
yUi,j−1

 , D2
yUi,j

}, D2
yUi−1,j−1




M(3)
= ϵ max

D−

y D
2
yUi,j

 .

(4.10)
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Fig. 3. A 1-irregular mesh with one irregular node marked by the cross sign.

Fig. 4. A 1-irregular mesh with two irregular nodes.

Type 2 (with two irregular nodes): Fig. 4 illustrates a typical case of
this type of elements, where (i − 1, j) and (i, j − 1) are irregular.
Let Ui−1,j =

Ui−1,j+1+Ui−1,j−1
2 and Ui,j−1 =

Ui−1,j−1+Ui+1,j−1
2 . The error

indicators η(l)
k

are defined by
M(1)

= max
D−

x Ui,j
2 ,

D−

x Ui,j−1
2 ,

D−

y Ui,j
2 ,

D−

y Ui,j−1
2

M(2)
= max

D2
xUi,j

 , D2
yUi,j


M(3)

= 0.

(4.11)

In the 1-irregular mesh refinement process, we need to decide
which elements should be divided into four subelements. A per-
missible error η(l)

γ for all elements in T can be defined as

η(l)
γ = γ max

τk∈T
η(l)
k

, (4.12)

where the refinement factor 0 < γ ≤ 1 is an empirical value for
which we choose γ = 0.1 [48]. If the error indicator η

(l)
k in the

element τk exceeds η(l)
γ , this element will be divided. To keep the

1-irregularity requirement, some elements will be divided even
though their error indicators do not exceed the permissible error,
depending on the refinement condition of their neighboring ele-
ments [47]. The largest error indicator η(l)

= maxτk∈T η(l)
k

for each
l = 1, 2, 3 is called an error estimator.

5. Numerical results

Three examples are given to investigate error estimators and
control. We first determine which of the above three estimators
is most effective in adaptive computation by using a singularly
perturbed PDE whose exact solution is known. The most effective
estimator is then used to control errors in simulating diode and
MOSFET by the QCEB model.

Example 1. We consider the reaction dominated problem
−ϵ2

△u + u = f (x, y), (x, y) ∈ Ω = (0, 1) × (0, 1),
u(x, y) = 0, (x, y) ∈ ∂Ω,

(5.1)

with the exact solution

u(x, y) = (e−x/ϵ
− 1)(x − 1)y(1 − y),

where ϵ is a small parameter.

As mentioned in Section 1, the existing error estimators derived
in various weak norms fail to produce appropriate meshes for
various examples [44] of convection-dominated problems. This is
because those estimators depend on an excessive power of the
small diffusion parameter ϵ and are thus not effective to estimate
exact errors of approximated layer solutions with varying ϵ [45],
i.e., those estimators are not uniformly effective in ϵ. On the other
hand, themaximum-norm estimator η = maxl{η(l)

} for l = 1, 2, 3,
has been shown to be uniformly effective in ϵ for the singularly
perturbed problem (5.1) in [33].

Using the estimators η(l), adaptive meshes and solution
contours of this problem are shown in Fig. 5 with various degrees
of freedom (DOFs) denoting the total number of regular nodes
of a particular mesh. The adaptive meshes are generated from a
very coarse mesh by means of (4.12) without using any a priori
information about the singular parameter. As expected, the grid is
refined in the boundary layer as shown in the figures, i.e., all three
estimators correctly capture the boundary layer.

The question is which estimator is most effective for adaptive
mesh. Since the exact solution is known, the effectiveness of an
estimator η(l) is usually quantified by the effectiveness ratio η(l)/e
with respect to DOFs, where e denotes the maximum error norm
e = maxi,j

Ui,j − u(xi, yj)
. The estimator is effective if the ratio

η(l)/e remains constant with varying DOFs as implied by the a
posteriori estimate (4.4) in which the constantC is independent of
the mesh size h (DOFs) and the singular parameter ϵ. We observe
from Tables 5.1 and 5.2 that the first-order η(1) and third-order η(3)

estimators are degraded as DOFs increase for both ϵ = 10−4 and
10−8 whereas the second-order estimator η(2) is quite stable. Note
that the estimator η(2) was shown to be most effective in [33] as
well for either uniform or Bakhvalov mesh. We therefore use η(2)

to control errors in adaptive QCEB computation for the following
two devices.

Example 2. For simplicity, the second-order estimator η(2) is
denoted by η in this and next example omitting the superscript (2).
The error control of adaptive approximation is first investigated by
a typical n+

−n−n+ diode illustrated in Fig. 6, where the bold lines
indicate Ohmic contacts. Contacts AB and AF are terminated at a
distance of 20 nm from the top left cornerwithout extending to the
full n+ region as in realistic diodes. The channel length L is 38 nm.
The doping profiles are 5.0×1019 cm−3 and 2.0×1015 cm−3 in the
highly and lowly doped region, respectively. The applied voltage
is 0.85 V. For n-type semiconductors the electron is referred to
as the majority carrier and the hole as the minority carrier since
the electron concentration is much larger. Therefore, we do not
consider the hole equations (3.8), (3.10) and (3.12) for the diode.

Under these physical conditions, the numerical range of the four
singular parameters ϵ1 (Debye), ϵ2 (Planck), ϵ4 (DD), and ϵ6 (EB) in
the four PDEs (3.6), (3.7), (3.9), and (3.11), respectively, is given in
Table 5.3. The range varies widely as shown by various orders in
the table. We thus need to determine which PDE (or parameter)
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(a) The mesh for η(l) (3455 DOFs). (b) The mesh for η(2) (3379 DOFs).

(c) The mesh for η(3) (3255 DOFs). (d) Exact solution contour.

Fig. 5. Adaptive meshes and solution contour of Example 1 with ϵ2
= 10−8 .
Table 5.1
ϵ2

= 10−4: Exact error in maximum norm e and effectiveness ratio η(l)/e.

DOFs e η(1)/e DOFs e η(2)/e DOFs e η(3)/e

269 0.01897 0.95 439 0.03572 2.92 508 0.03568 1.64
973 0.00970 0.67 1343 0.01902 3.01 1356 0.01895 2.18

2807 0.00453 0.43 3390 0.00969 3.05 3975 0.00976 2.47
10501 0.00226 0.23 8924 0.00451 3.36 10737 0.00780 1.64
41251 0.00076 0.18 21200 0.00213 3.05 25518 0.00780 0.88

163197 0.00033 0.11 49930 0.00071 3.97 48470 0.00780 0.47
Table 5.2
ϵ2

= 10−8: Exact error in maximum norm e and effectiveness ratio η(l)/e.

DOFs e η(1)/e DOFs e η(2)/e DOFs e η(3)/e

259 0.03601 1.71 199 0.09375 2.66 409 0.09375 0.03
905 0.03929 1.58 795 0.09376 2.66 817 0.09376 0.07

3455 0.03895 1.48 3207 0.09389 2.61 3255 0.09390 0.26
13673 0.03733 0.80 12869 0.08010 2.38 12979 0.08017 0.85
36791 0.03571 0.36 25880 0.04869 2.92 31670 0.04873 1.35
is more appropriate for guiding the adaptive refinement process
and controlling errors for the entire QCEB model. Fig. 7(a) shows
that the approximation errors of all four PDEs decrease uniformly
as DOFs increase when the estimator is calculated by using the
Poisson Eq. (3.6) (denoted by ηφ in the figure), i.e., the estimator
ηφ is controlled by the parameter ϵ1. The approximation error is
defined as the ratio of the estimator to the approximate solution of
each PDE in the maximum norm. When the other three estimators
ηrn (Eq. (3.7)), ηn (Eq. (3.9)), and ηTn (Eq. (3.11)), were used, either
the approximate potential (denoted by φ in the figure) or the
quantum potential (rn) or both did not converge as shown in
Fig. 7(b)–(d). We thus conclude that the estimator ηφ (Poisson’s
Eq.) ismore suitable to control the approximation errors of all PDEs
in QCEB for the diode. Solution contours of the QCEB model using
this estimator are shown in Fig. 8.
Table 5.3
Singular perturbation parameters (Diode).

ϵ2
1 ϵ2

2 ϵ2
4 ϵ2

6

O(10−5) O(10−8) O(10−13) ∼ O(103) O(10−18) ∼ O(101)

Example 3. All seven PDEs in QCEB are needed to study an n-
MOSFET device illustrated in Fig. 1, since holes are also major
carriers in this kind of devices. The channel length is 28 nm and the
doping has an elliptical 1019 cm−3 Gaussian profile in the source
and drain regions and 1016 cm−3 in the p-substrate region. The
junction depth is 18 nm, the lateral diffusion under gate is 6 nm,
and the gate oxide thickness is 1.8 nm. The applied voltages are
VBS = 0, VDS = 0.85, and VGS = 0.7 V, where B, D, S, and G
denote the bulk, drain, source, and gate contact, respectively. The
numerical range of the singular parameters is given in Table 5.4,
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Fig. 6. An 80 nm × 80 nm n+
− n − n+ silicon diode for Example 2. Contacts are

denoted by bold lines.

where we only provide the Planck (ϵ2), DD (ϵ4), and EB (ϵ6)
parameters for electrons as the corresponding parameters for holes
are similar.

The range of DD and EB parameters is even more widely
than that in Table 5.3, indicating that more energetic and sharp
layering phenomena occur in MOSFET under these conditions. The
estimator ηφ (associated with ϵ1) is suitable for diode but not
MOSFET since the approximation errors of the electron density
n and temperature Tn are not reduced with increasing DOFs as
shown in Fig. 9(a). The estimator ηrn (with ϵ2) obtained from the
quantum equation (3.7) is even worse as shown in Fig. 9(b) since
the quantum effect is only restricted to a very thin layer near the
gate contact [5]. On the other hand, if we use the DD (ηn with ϵ4) or
Table 5.4
Singular perturbation parameters (MOSFET).

ϵ2
1 ϵ2

2 ϵ2
4 ϵ2

6

O(10−5) O(10−8) O(10−27) ∼ O(103) O(10−33) ∼ O(101)

EB (ηTn with ϵ6) estimator, the errors of φ and rn are not reduced as
shown in Fig. 9(c) and (d) since the DD and EB equations are more
singular in the junction layers instead of the boundary layer [5].

The dimensionless formulation of QCEB is thus crucial for our
methods in controlling errors because the resulting perturbation
parameters in the seven dimensionless PDEs (3.6)–(3.12) can be
used to calculate error estimators for these PDEs on equal footing.
Tables 5.3 and 5.4 show that these parameters vary widely in
numerical orders and Fig. 7(b)–(d) and Fig. 9(a)–(d) show that
relative errors of a particular PDEmay not be reduced by increasing
DOFs if themesh refinement is based on a single estimator of other
PDE throughoutwithout using the estimator of that particular PDE.
And therefore the relative errors may not be uniformly convergent
for all PDEs with respect to DOFs.

To deal with this nonuniform error reduction, the refinement
criterion (4.12) is modified as

ηγ = min

ηγ ,φ, ηγ ,rn , ηγ ,n


, (5.2)

where ηγ ,φ , ηγ ,rn , and ηγ ,n denote η(2)
γ in (4.12) corresponding

to Eqs. (3.6), (3.7) and (3.9), respectively. Fig. 10 shows that the
errors of seven PDEs are all uniformly reduced by using this hybrid
estimator. A typical adaptive mesh by (5.2) for the QCEB results of
MOSFET is shown in Fig. 11. The corresponding solution contours
of the electrostatic potential φ, electron quantum potential φqn ,
electron density n, and electron temperature Tn are shown in
Fig. 12(a), (b), (c), and (d), respectively.

The adaptive mesh in Fig. 11 appears to be over-refined
since the uniform error control of all seven PDEs is of interest
(a) ηφ . (b) ηrn .

(c) ηn . (d) ηTn .

Fig. 7. Uniform convergence of the QCET model for diode by the estimator ηφ (a) but nonuniform convergence by ηrn (b), ηn (c), and ηTn (d).
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(a) φ. (b) rn .

(c) n. (d) Tn .

Fig. 8. Solution contours of φ, rn ,n and Tn in Example 2 corresponding to Fig. 7(a).
(a) ηφ . (b) ηrn .

(c) ηn . (d) ηTn .

Fig. 9. Nonuniform convergence of the QCET model for MOSFET in Example 3 by individual estimators ηφ , ηrn , ηn , and ηTn .
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Fig. 10. Uniform convergence of the QCET model for MOSFET by the hybrid
estimator (5.2).

in this study as shown in Fig. 10. To predict I–V curves in
realistic simulations, the presentmethod should be comparedwith
other methods in terms of mesh efficiency. We shall report our
investigation elsewhere in this respect.

6. Conclusion

We have proposed a dimensionless form of a quantum energy
transport (QCEB) model that consists of seven semilinear PDEs
with the scaledDebye length, Planck constant, diffusivity, and ther-
mal conductivity as singular perturbation parameters. The numer-
ical range of these parameters has been shown to vary widely in
Fig. 11. An adaptive finite element mesh for MOSFET.

different regions in two different semiconductor nanodevices—
diode and MOSFET. We showed that the approximation errors of
QCEB can be uniformly controlled by applying the second-order es-
timator of Kopteva [33] to different PDEs in QCEB during the adap-
tive mesh refinement process. Different parameters thus play dif-
ferent roles in refining different regions of the device in order to
uniformly reduce all errors of QCEB in the adaptive process. The
effectiveness of the estimator has been validated with a singularly
PDE with exact solution. The error control method has been veri-
fied with extensive numerical results of the nanodevices.
(a) φ. (b) φqn .

(c) n (log scale). (d) Tn .

Fig. 12. Solution contours of φ, rn ,n and Tn in Example 3.
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