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a b s t r a c t 

Applications of heterogeneous wireless networks can help to achieve ubiquitous services. Cooperative 

downloading is a download technique used on cellular networks and wireless self-organized networks. It 

helps wireless users who are nearing the limits of their data plan to download data from the Internet. 

However, the existing studies on cooperative downloading techniques omit the problem of data disorder. 

Data disorder can decrease the quality of services experienced by users and increase memory usage. In 

this paper, we model cooperative downloading using queue theory and propose a calculation method 

for solving data disorder and decreasing download time. Based on the calculation method, an adaptive 

disorder-avoidance cooperative downloading method is proposed. The method consists of two parts: an 

adaptive task dissemination algorithm and a dynamic task delay prediction mechanism. The algorithm is 

implemented based on the calculation method that takes into account the dynamic features of wireless 

networks. We also propose a prediction model based on neural network learning and moving average, 

then use the model in the prediction mechanism to enhance the performance of the proposed method in 

scenarios with dynamic download rates. We used Network Simulation version 2 for the simulation, and 

simulation results show that the proposed method can solve the data disorder problem and be adapted 

to mobile scenarios. Furthermore, it can decrease the download time. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

With the development of wireless communication techniques,

eterogeneity has become a prominent characteristic of mod-

rn computing environments [1,2] . Cooperative downloading is a

ownloading technique that operates over both long-range com-

unication networks (cellular networks) and short-range commu-

ication networks (self-organized networks) [3] . Under cooperative

ownloading, a user (primary user) can ask other users (coopera-

ive users) to download data using their data plan allowances to

elp him/her. The primary user decomposes the task of download-

ng a file into small tasks (e.g., downloading a segment of the tar-

et file). Cooperative users download segments using their data

lan allowances and forward the segments to the primary user via

hort-range communication links. The benefits of the cooperation

re two-sided. On one hand, the primary user can still access the

nternet even if he/she has already run out of data plan; on the

ther hand, cooperative users can obtain rewards from coopera-

ion and can manage their data plan more efficiently [4] . However,

ooperative users will probably have selected different Internet ser-
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ice providers (ISPs), such as China Mobile or China Unicom, and

ought different services, such as 2G, 3G, and 4G. All these differ-

nces can cause various task delay and the problem of data disor-

er. For instance, the head of the target file may be downloaded

fter the tail, which delays the time when content can be used

nd impacts the primary user’s service experience, especially if the

le can be used while downloading (such as streaming media) or

here are priorities among segments. The disorder problem can be

escribed as a case when the completion order of a task is differ-

nt from its index. We call this difference the C-I difference . Let C i 
e the completion order of Task i , then the C-I difference of Task i is

 

C i − i | , and the average C-I difference is 1 /M 

∑ M 

i =1 | C i − i | , where M

s the number of tasks. Our aim is to design a disorder-avoidance

ethod that can decrease the average C-I difference as much as

ossible without any extra communication overhead or increase in

ownload time. 

We propose a cooperative downloading method for solving the

ata disorder problem in this paper. The proposed method consists

f two parts: an adaptive task dissemination algorithm and a dy-

amic task delay prediction mechanism. The main contributions of

ur work are as follows: 

• We model the downloading process using queue theory and

propose a calculation method for minimizing the average C-I
ce cooperative downloading method, Computer Networks (2016), 
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difference in theory. Furthermore, considering the dynamic fea-

tures of wireless networks, we derive a recursive version of the

calculation method and propose the adaptive task dissemina-

tion algorithm. In each step of the recursion, the result is calcu-

lated according to the parameters in real time. The simulation

results show that the maximum usage delay (MUD) caused by

disorder can be decreased by 85% under the mobile scenarios

by applying our method. 

• A task delay prediction mechanism is proposed for enhancing

the adaptive capacity of the proposed method under dynamic

download rate scenarios. We use the moving average model to

implement the prediction model and improve it based on the

basic idea of neural network learning. Hence, the prediction re-

sults are more accurate. The dataset of [5] was used to test the

performance of our model, and the test results show that the

average prediction error is less than 3%. 

• By taking into consideration the time of task completion for

users, we only assign tasks to users with sufficient download

rates to avoid the “long tail” of the overall download process.

The simulation results show that our method can make full use

of available download links and cut off the long tail caused by

cooperative users with low download rates. 

The rest of this paper is organized as follows. Section 2 briefly

browses related work on the cooperative downloading techniques.

The system model of the cooperative downloading that we focus

on is introduced in Section 3 . We present the calculation method

in Section 4 . The details of the adaptive cooperative downloading

method are presented in Section 5 . Section 6 presents the results

of the simulation. We conclude our work and state some future

work directions in Section 7 . 

2. Related work 

There have been many studies on cooperative downloading

techniques. Most focus on popular content distribution (PCD), in

which all users are interested in the same file. The traditional ap-

proaches are broadcasting and probabilistic replication [6] . Com-

bining probabilistic replication with the basic idea of BitTorrent, a

successful protocol for downloading popular content in wired net-

works, [7] proposed SPAWN, which is a swarming protocol con-

sisting of a gossip mechanism and a piece-selection strategy. Fur-

thermore, to get rid of piece selection, network coding has been

introduced into cooperative content distribution systems [8–10] .

The problem of finding the optimal number of transmissions for

RLNC(Random Linear Network Coding)-based cooperative content

distribution systems was then categorized as the “coded coopera-

tive data exchange problem” by [11] , and it has been studied ex-

tensively by [12–14] . There are also some studies discussing how

to encourage cooperation under this scenario [15–17] , such as the

instance pay-off method in [18] , fair cooperative content-sharing

service proposed by [3] , and fair cost allocation method proposed

in [19] . The above work was all aimed at PCD. In contrast, we focus

on general content downloading scenarios, in which a user may

download any file from the Internet, which is not necessarily the

same as the others. 

Additionally, some studies have investigated content download-

ing in an environment where devices carried by vehicles move

too fast to connect well with Roadside Units (RSUs). This occurs

because the commonly used communication techniques for smart

transportation systems such as Dedicated Short Range Communi-

cation [20] are short range. Trullols-Cruces et al. [21] and Liang

et al. [22] assumed that a network consisting of vehicles is delay-

tolerate, and they used the help of passing vehicles to forward the

traffic of vehicles to a destination RSU. Zhou et al. [23] modelled

the driving habits of vehicles on the highway and proposed a lin-
Please cite this article as: X. Wen et al., An adaptive disorder-avoidan
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ar cluster formation scheme (ChainCluster) for selecting appro-

riate vehicles as helpers. Furthermore, Sardari et al. [24] consid-

red the limited cooperation-buffer of the helpers and used rate-

ess coding at the RSU side to achieve reliable dissemination from

n RSU to the vehicles. A survey on this area can be found in [25] .

n contrast to the above work, we focus on cooperation consisting

f long-range communication (device-to-cellular access point) and

hort-range communication (device-to-device). 

Cooperation that consists of long-range communication and

hort-range communication can lead to significant performance

ains because short-range wireless technologies provide higher

ata rates given of their geographical proximity [26] . For general

ontent downloading in this scenario, Do et al. [27] considered

he mobility of users and proposed PatchPeer, which selects the

ser (Closest Peer) with the shortest Euclidean distance from the

rimary user as the cooperative user, so that the local network

ith short-range communication can be more reliable. Shijie et al.

28] proposed a Cooperative Content Fetching-based strategy (CCF).

CF consists of a stability estimation model (SEM) and a commu-

ication quality forecast model (CQFM). Using SEM and CQFM, CCF

elects the stable user with the highest bandwidth as the coopera-

ive user. The above approaches can make the local network more

table, but simply using the user with the best condition as the

ooperative user cannot make full use of download links. Tuo et al.

4] proposed a data plan sharing system to help smart phone users

anage their data plan more efficiently. Using a dynamic task dis-

emination strategy, the download links are all fully used in the

ystem, and download time is decreased. However, the disorder

roblem is not considered. 

Disorder can delay the time when content can be used and de-

rease the memory utilization, especially for files that can be used

hile downloading. Memory is a limited resource, especially for

obile devices. If the disorder problem is solved, the segments of

he target file can be used as soon as they are downloaded, and

hen they can be removed if the operating systems require it. The

dvantages are not only good utilization of memory, but also good

ervice experience. Therefore, it is very important to solve the dis-

rder problem. There have been some studies addressing the data

isorder problem [29–31] . However, all of them aim at solving the

ackage disorder of multipath routing or traffic splitting (a sur-

ey can be found in [32] ). Multipath routing or traffic splitting

s very different from cooperative downloading. Under multipath

outing, a client makes multiple connections directly with a server

33,34] . There is a continuous flow on each connection. Coopera-

ive downloading does not have these direct connections, or a spe-

ial “server side” like multipath routing, which makes its package

isorder solutions hard to apply. Therefore, it is very important to

evelop new methods for solving the disorder problem of cooper-

tive downloading systems. 

. System model of cooperative downloading 

In the cooperative downloading system, users can be classified

nto two types: 

• Primary User (PU): a user who needs to download a file from

the Internet, but cannot finish it by him/herself because he/she

does not have a sufficient data plan. 

• Cooperative User (CU): a user who helps a primary user to

download parts of the target file from the Internet and gets re-

wards from the primary user. 

The system model of cooperative downloading is presented

n Fig. 1 . The primary user broadcasts requests to his/her direct

eighbours, and the neighbours accepting the request become co-

perative users. We assume that the mobile devices are carried by
ce cooperative downloading method, Computer Networks (2016), 
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Fig. 1. System model of cooperative downloading. 

Fig. 2. Process by which a cooperative user completes a task. 
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edestrians and that there is a large number users available in sce-

arios such as in a conference centre, shopping mall, or on cam-

us. The primary user then constructs a local network with his/her

ooperative users to guarantee the exchange of data among them.

ext, the primary user decomposes the task of downloading the

le into small tasks (i.e., downloading a segment of the target file),

nd assigns the small tasks to the cooperative users. 

Each cooperative user completes its task via HTTP, as shown in

ig. 2 . When a cooperative user receives a task from the primary

ser, it sends an HTTP GET request with the “range” field config-

red to the server, and then obtains the download content (a seg-

ent) from the HTTP response. After the segment is downloaded,

he cooperative user sends the segment to the primary user via a

CP socket, and then the task is finished. When the primary user

btains all the segments of the target file, the cooperative down-

oading process ends and the cooperative users are given rewards

ccording to their consumption. 

We assume that there is a central authority and present a

ethod for calculating rewards based on the consumption of users.

et U i denote the cooperative user with identifier i , and let C coop ( i )

e his/her consumption for downloading a unit of data for the

rimary user. Because cooperative users use their own data plan

bought from ISPs) to download data, C coop ( i ) should include en-

rgy and data plan consumption, as below: 

 coop (i ) = ω C dp (i ) + (1 − ω) E coop (i ) (1)

ere, C dp ( i ) is data plan consumption and E coop ( i ) is energy con-

umption, which can be calculated as shown in (2) [19] . In addi-

ion, ω is a weighting factor between 0 and 1. 

 coop (i ) = E cell (i ) + E tx (i ) + E ct (i ) (2)

Here, E cell ( i ) is the energy required to download the data via

 base station (Steps 2 and 3 of Fig. 2 ). In addition, E tx ( i ) denotes

he energy consumed by transmitting the data in the local network

Step 4 of Fig. 2 ) and E ct ( i ) is the energy consumed by local net-

ork management [4] . The total consumption of U i is f ( i ) C coop ( i ),

here f ( i ) is the amount of data U downloaded. 
i 

Please cite this article as: X. Wen et al., An adaptive disorder-avoidan
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The rewards are paid in virtual money. Let N be the number of

ooperative users. We assume that there is a centre in charge of

alculating virtual money. The virtual money that U i can obtain is:

 ward (i ) = 

C coop (i ) f (i ) ∑ N 
i =1 C coop (i ) f (i ) 

P total (3) 

Here, P total is the total amount of virtual money that the pri-

ary user can give, which is calculated by the centre and sub-

racted from the account of U i after downloading. To encourage

ooperation, P total is calculated based on reputation as follows: 

 total = (1 + � ) 
r ep 

n ∑ 

i =1 

f (i ) (4) 

Here, r ep is the reputation of the primary user and ϖ is a pun-

shment factor [4] . If the reputation of the primary user is too low,

e/she can only give little virtual money to his/her cooperative

sers, and then he/she has little chance of making others down-

oad data for him/her. In this case, the primary user has to down-

oad data for others to improve his/her reputation, and hence co-

peration can be encouraged. 

. Basic concept 

The disorder problem can greatly decrease the service experi-

nce of users and increase memory usage. In this section, the co-

perative downloading process is modelled using queue theory in

erms of task delay, which is then used to analyse the data dis-

rder problem. Based on this analysis, we present our calculation

ethod for solving the data disorder problem and the challenges

f applying the method in practice. 

.1. Task delay analysis 

Each cooperative user downloads a segment from the Internet

fter he/she receives a task from the primary user and then he/she

ends the segment to the primary user. The amount of time con-

umed by this process is task delay. Therefore, task delay consists

f two parts: the delay of downloading a segment from the server

nd the delay of sending the segment to the primary user. 

For the first part, the download rates may be different for dif-

erent users because they probably have selected different ISPs and

ought different levels of network services. Let R i be the download

ate of U i . The delay of the first part is S /E[ R i ], where S is the size

f a segment. 

After the cooperative user downloads the segment, he/she

ends the segment to the primary user using the local network

inks. The wireless transmissions of the cellular networks do not

nterfere with the wireless transmissions in the local networks

ecause they work at different frequencies. However, cooperative

sers can interfere with each other, as shown in Fig. 3 , and they

an suffer interference cause by noise from outside the cooperative

ownloading system. Because users are close to each other, they

hare a same channel. We assume that they use TCP-based trans-

ission in the local network. TCP has the ability to adapt its trans-

ission rate, and it can make full use of the network bandwidth.

f the interference from outside is fixed, we let r be the maximum

ata rate when there is only one cooperative user sending data

o the primary user. If there are k users sending data to the pri-

ary user simultaneously and r i is the data transmission rate of

 i , then 

∑ k 
i =1 r i = r, because users should share the wireless chan-

el together and the capacity of the wireless transmission is fixed.

n fact, r is a random variable of the interference from the outside.

or instance, if the users use 802.11g to transmit a segment, then

 [ r] = 22 Mbit/s [35] . Furthermore, if k is too big, then r would
i 

ce cooperative downloading method, Computer Networks (2016), 
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Fig. 3. Channel collisions of the local network 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Data disorder of the dynamic strategy. 

Fig. 5. Task dissemination method without data disorder. 
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be very small for some i , and it would take a longer time to trans-

mit a segment. Because of mobility, a longer transmission is easier

to interrupt. Therefore, we assume that the maximum number of

connections that the primary user can accept at the same time is

χ , and the extra cooperative users will wait in a queue. Therefore,

this process can be modelled using queue theory. 

The moment a cooperative user finishes downloading a seg-

ment corresponds to the “arrive” portion of the queue. The process

in which a cooperative user sends a segment to the primary user

corresponds to the “service”. Let N ( t ) be the number of cooperative

users in the queue at t , including those waiting and those in ser-

vice. The number of servers is χ . Each of the servers has variable

average service rate υi = E [ r i ] /S. Let υ = 

∑ χ
i =1 

υi (the total service

rate), then υ = E [ 
∑ χ

i =1 
r i /S ] = E [ r] /S. 

Each cooperative user is an arriving flow. The expected arrival

rate of U i is E[ R i ]/ S . The number of cooperative users outside the

queue is N − N(t) , which compose the arrival process as a whole.

Each user has the same probability of being outside the queue,

so the expected arrival rate of the arrival process is (N − N(t)) λ,

where λ = 1 /N 

∑ N 
i =1 E [ R i ] /S. 

The arrival process and the service time may have general dis-

tributions. However, to simplify the model, we assume that cooper-

ative users arrive according to the Poisson process and the service

time has an exponential distribution. Let p ij ( �t ) be transition prob-

ability. Then, P { N(t + �t) = j| N(t) = i } , and N ( t ) can be described

as a continuous time Markov chain with transition probability on

the state space {0, 1, 2, ���, N }. 

p i,i +1 (�t) = λ(N − i )�t + o(�t) , 0 ≤ i < N 

p i,i −1 (�t) = �t 

( 

χ∑ 

i =1 

υi 

) 

+ o(�t) = υ�t + o(�t) , 1 ≤ i ≤ N 

p i, j (�t) = o(�t) , | i − j| ≥ 2 

Let p j be the equilibrium probability lim t→∞ 

P { N(t) = j} . It is

then easy to prove that 

p j = 

(
N 

j 

)
j! p 0 (5)

where ρ = λ/υ and p 0 = [ 
∑ N 

j=0 
N! 

(N− j)! 
ρ j ] 

−1 
. 

Under an equilibrium distribution, the probability that there are

already j users in the queue when a user arrives is also p j [36] .

Therefore, the waiting time is 
∑ χ−1 

j=1 
p j 

1 
(υ/ j) 

+ 

∑ N−1 
j= χ p j 

j 
χ(υ/χ ) 

=∑ N−1 
j=0 j p j /υ . We denote the delay of sending a segment to the pri-

mary user as ε. According to the Little formula, ε can be estimated

as: 

ˆ ε = 1 /υ + 

N−1 ∑ 

j=0 

j p j /υ (6)
Please cite this article as: X. Wen et al., An adaptive disorder-avoidan
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ence, the average task delay of U i is 

 i = S/ E [ R i ] + ˆ ε (7)

.2. Disorder problem 

Task delay may be different for cooperative users, as shown in

7). In this case, the disorder problem can be very serious with-

ut a careful task dissemination strategy. Take, for instance, the

ase when a primary user assigns tasks one-by-one as the dynamic

trategy in [4] . Fig. 4 shows the basic idea. 

The target file is divided into 11 segments in sequence, and the

mall tasks of downloading the segments compose a task list: L =
 Task 1 , Task 2 , · · · , Task 11 } . Once a cooperative user finishes a task,

he primary user selects a new task from the front of the task list

nd assigns it to the cooperative user. There are four cooperative

sers: U 1 , U 2 , U 3 , and U 4 . In addition, T k is the time when Task k is

nished. 

First, the primary user assigns a task to each cooperative user.

ere, U 1 , U 2 , U 3 , and U 4 are given Task 1 , Task 2 , Task 3 , and Task 4 ,

espectively. User U 4 finishes his/her task first, and a new task

Task 5 ) is a assigned to him/her. This process continues until all

he tasks of L are assigned. Tasks are finished completely out of

rder, as shown in Fig. 4 . For instance, Task 1 is the seventh task to

e completed. The C-I difference of Task 1 is 6, and the C-I difference

f Task 5 is 3. 

However, if the tasks can be assigned as shown in Fig. 5 , then

 i equals i , and 1 /M 

∑ M 

i =1 | C i − i | is minimized to 0. The download

ime can be decreased at the same time. 

.3. Solution for the disorder problem 

According to the analysis in Section 4.2 , we should make C i 
qual i . To achieve this goal, tasks should be assigned according

o the task delay of users. Each cooperative user completes his/her

asks in order, so the expected finishing time of the k th task of U i 

s kD i . We define � kD i / D j � to be the expected number of tasks that

an be finished before kD i by U j , and the expected number of tasks

nished before kD i is about g ( k, i ), as shown below. 

(k, i ) = 

∑ 

j 

⌊
k D i / D j 

⌋
(8)
ce cooperative downloading method, Computer Networks (2016), 
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Assigning Task g ( k, i ) to U i as his/her k th task can then make

 g ( k, i ) equal g ( k, i ), and if all tasks are assigned in this way, C-I dif-

erence can be 0 for all tasks. Nevertheless, some related problems

till need to be considered, such as whether there is any task as-

igned to more than one cooperative user or if there are any tasks

hat are not assigned to any cooperative user. We describe these

roblems in a proposition and prove it as follows. 

roposition 1. If D i a 	 = D j b for any i 	 = j ≤ N, where a and b are

ositive integers less than M, then there is a set partition L 1 , L 2 , ���,

 N of L such that 

 i = { Task g(n,i ) | n = 1 , 2 , 3 , · · · , AND g(n, i ) ≤ M} (9)

roof of Proposition 1. If L 1 , L 2 , ���L N is a set partition of L ,

hen 

⋃ 

1 ≤i ≤N 

L i = L, and L i 
⋂ 

L j = ∅ should hold for any i 	 = j ≤ N .

t is obvious that 
⋃ 

1 ≤i ≤N 

L i ⊂ L, and if we can prove 
⋃ 

1 ≤i ≤N 

L i ⊃ L,

hen 

⋃ 

1 ≤i ≤N 

L i = L can be proved. To prove 
⋃ 

1 ≤i ≤N 

L i ⊃ L, we only

eed to demonstrate that any element belonging to L belongs

o 
⋃ 

1 ≤i ≤N 

L i , that is, Tas k k ∈ 

⋃ 

1 ≤i ≤N 

L i for all k = 1 , 2 , · · · , M. We can

rove 
⋃ 

1 ≤i ≤N 

L i ⊃ L using mathematical induction. 

Each cooperative user completes his/her tasks in order, so the

ompletion time of Task g ( k, i ) is kD i for any i < N, k ∈ Z ∗. Let D c be

min 

 ≤i ≤N 
{ D i } . It is obvious that g(1 , c) = 1 and Tas k 1 ∈ L c ⊂

⋃ 

1 ≤i ≤N 

L i . 

If we can prove that Tas k k +1 ∈ 

⋃ 

1 ≤i ≤N 

L i based on the assumption

f Tas k k ∈ 

⋃ 

1 ≤i ≤N 

L i , then, by induction, Tas k k ∈ 

⋃ 

1 ≤i ≤N 

L i for all k ≤ M

an be proved. The aim is to find a set from L 1 , L 2 , ���L N that con-

ains Tas k k +1 . We first obtain the expression of T k , then construct

 special time based on T k that corresponds to the finishing time

f a task in a set denoted by L y . We then prove that the task is

as k k +1 and the special time is T k +1 . The details are presented as

ollows: 

Because Tas k k ∈ 

⋃ 

1 ≤i ≤N 

L i , there must be an L x containing Task k ,

o we have k = g( k x , x ) = 

∑ 

1 ≤q ≤N � ( k x D x ) / D q � , where k x is an in-

eger according to (8). It is obvious that T k = k x D x . 

Let k y D y be min 

1 ≤i ≤N 
{ k i D i | k i D i > k x D x , k i = 1 , 2 , ....M} , the special

ime (as it is obvious that if k y D y < k x D x , then g( k y , y ) ≤ g( k x , x ) =
, so we construct the special time after k x D x ). 

Let k q be � ( k y D y )/ D q � , so ( k y D y )/ D q ≥ k q , where “= ” holds if and

nly if q = y . Because k y D y > k x D x and � ( k y D y )/ D q � ≥ � ( k x D x )/ D q � ,
hen there must be an integer, z ≥ 0, holding � ( k x D x ) / D q � = k q − z.

o we have ( k x D x ) / D q < k q − z + 1 and ( k x D x ) < k q D q − (z − 1) D q . 

If q 	 = y , and z ≥ 1, we have k y D y > k q D q > k x D x , which contra-

icts k y × D y = min 

1 ≤i ≤N 
{ k i D i > k x D x } , thus z = 0 and � ( k y D y ) / D q � =

 

( k x D x ) / D q � . 
If q = y, we have k y = k q and ( k x D x ) < k y D y − (z − 1) D y . Then, z

ust be 1 and � ( k y D y )/ D q � must equal � ( k x D x ) / D q � + 1 . Therefore,

e have g( k y , y ) − k = 

∑ 

1 ≤q ≤N 

(� ( k y D y ) / D q � − � ( k x D x ) / D q � 
)

= 1 ,

( k y , y ) = k + 1 and Task k+1 ∈ L y ⊂
⋃ 

1 ≤i ≤N 

L i . 

Because both the basis and inductive steps have been per-

ormed by mathematical induction, Tas k k ∈ 

⋃ 

1 ≤i ≤N 

L i holds for all k

M . Therefore, 
⋃ 

1 ≤i ≤N 

L i = L . 

Because k y D y = min 

1 ≤i ≤N 
{ k i D i | k i D i > k x D x , k i = 1 , 2 , ....M} and k y D y 

 k m 

D m 

for any m 	 = y , Task k+1 is only contained in L y . Therefore,

 i 

⋂ 

L j = ∅ holds for any i 	 = j ≤ N . From there, we may conclude

hat L 1 , L 2 , L 3 , ���L N is a set partition of L , and T k = T g( k x ,x ) = k x D x <

 y D y = T g( k y ,y ) = T k +1 . �
Please cite this article as: X. Wen et al., An adaptive disorder-avoidan
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Based on Proposition 1, if L 1 , L 2 , L 3 , ���L N is a set partition of

 , then the tasks assigned to different users will not overlap with

ach other, and all tasks are assigned. It is obvious that C k equals

 if T k ≤ T k +1 for any 1 ≤ k < M . 

Proposition 1 presents our basic concept for solving the disor-

er problem in theory. However, heterogeneous wireless networks

an be very dynamic. The complexity of the environment makes it

hallenging to implement our basic concept in practice. In cellular

etworks, a cellular tower (base station) serves a massive num-

er of users, and users outside the cooperative downloading sys-

em can contend for the service of the base station anytime, result-

ng in dynamic download rates and unstable task delay. Moreover,

he coverage of the local network is small (because of the limita-

ion of smart phones). Therefore, users may leave the cooperative

ownloading system at any time. We propose an adaptive disorder-

voidance cooperative downloading method that takes into consid-

ration of all these challenges in the next section. 

. Adaptive disorder-avoidance cooperative downloading 

ethod 

We propose an adaptive cooperative downloading method for

olving the disorder problem in this section. The proposed method

onsists of two parts: (1) an adaptive task dissemination algorithm

nd (2) a task delay prediction mechanism. The algorithm is the

ore of the proposed method, and the task delay prediction mech-

nism assists the method to enhance the performance of the algo-

ithm in dynamic download rate scenarios. 

After the cooperative downloading starts, the primary user as-

igns a task to each cooperative user, and the index of the task

s calculated based on the adaptive task dissemination algorithm.

nce the task is finished, the primary user assigns a new task to

he cooperative user based on the same algorithm. This process

ontinues until all the tasks are assigned. 

There are three states for each task: UNASSIGNED, ASSIGNED,

nd FINISHED. The initial state is UNASSIGNED. When the task is

ssigned to a cooperative user, its state changes to ASSIGNED. The

ooperative user may fail to transmit the segment back to the pri-

ary user because of the mobility. Therefore, if U i cannot finish

is/her task in D j + δ, then the state of the task returns to UNAS-

IGNED again. 

.1. Adaptive task dissemination algorithm 

When the primary user needs to assign a task to a cooperative

ser, the adaptive task dissemination algorithm is applied. Propo-

ition 1 presents the basic idea for solving the data disorder in

heory. To increase the adaptability of the proposed method and

ecrease calculation errors in real scenarios with dynamic task de-

ay and unstable cooperative users, we derive a recursive version

f Proposition 1. In each step, the result is calculated based on the

arameters in real time and predicted task delay, which is obtained

rom the task delay prediction mechanism. Eqs. (8) and (9) can be

ewritten as 

 

′ (T ) = 

∑ 

j 

⌊
T / D j 

⌋
(10) 

 i = { Task g ′ (T ) | T = D i , 2 D i , · · · , AND g ′ (T ) ≤ M} (11)

From the perspective of physical significance, g ′ ( T ) is the num-

er of tasks finished before T . Assuming that U i is the cooperative

ser requesting a new task, the current time is t , and T = t + D i is

he expected time that U finishes his/her next task, k = g ′ (T ) can
ce cooperative downloading method, Computer Networks (2016), 
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be calculated as 

g ′ (T ) = 

∑ 

j 

⌊
(T ) / D j 

⌋

= 

∑ 

j 

( ⌊ 

T −
⌊

t/ D j 

⌋
D j 

D j 

⌋ 

+ 

⌊
t/ D j 

⌋) 

= 

∑ 

j 

⌊ 

T −
⌊

t/ D j 

⌋
D j 

D j 

⌋ 

+ 

∑ 

j 

⌊
t/ D j 

⌋

= 

∑ 

j 

⌊ 

T −
⌊

t/ D j 

⌋
× D j 

D j 

⌋ 

+ g ′ (t) 

Here, � t / D j � is the number of tasks that have been finished by

U j before t , and P j = 

⌊
t/ D j 

⌋
D j is the time when U j finished these

tasks. Hence, g ′ ( T ) can be obtained as follows: 

g ′ (T ) = 

∑ 

j 

⌊(
T − P j 

)
/ D j 

⌋
+ g ′ (t) (12)

Eq. (12) is a recursive version of (10), where g ′ ( t ) is the number

of tasks that have been finished by all cooperative users until t . Be-

cause the current time is t , the accurate values of P j and g ′ ( t ) are

already known. Time T and the prediction result of D j can be ob-

tained from the task delay prediction mechanism in Section 5.2 . In

addition, D j and the number of users are assumed to be constants

over the period from P j to T . By reducing the amount of time over

which they are assumed to be constants, the calculation of g ′ ( T )
can be more accurate. 

The algorithm for task dissemination is shown in Algorithm 1 .

Algorithm 1 Adaptive task dissemination 

Require: i , identification of the cooperative user 

Ensure: k , the index of the task to be assigned 

1: /*Get the expected completion time of next task.*/ 

2: T ← Get Current T ime () + D i 

3: /*Get the number of tasks that have been finished.*/ 

4: k ← 1 

5: while T ask (k ) .state == FINISHED do 

6: k ← k + 1 

7: end while 

8: /*Get the target task according to Eq. (10) */ 

9: for j = 1 → N do 

10: Q[ j] = � (T − P j ) /D j � 
11: if Q( j) == (T − P j ) /D j − σ then 

12: Q( j) = Q( j) − 1 

13: end if 

14: end for 

15: k = k + sum (Q ) 

16: /* Solve collisions among cooperative users */ 

17: while k > M AND T ask (k ) .state == ASSIGNED do 

18: k ← k + 1 

19: end while 

20: if k > M then 

21: return −1 

22: else 

23: return k 

24: end if 

Line 2 determines T , and Lines 4–7 obtain g ′ ( t ). Lines 9–16 deter-

mine g ′ ( T ) according to (12). It is possible that different cooperative

users may obtain the same expect completion time, and therefore

will be assigned the same task, so Lines 17–19 use the “first-come,

first-assigned” strategy to solve the collision. If the download rate

of the cooperative user is too low, the k obtained after Line 19 may
Please cite this article as: X. Wen et al., An adaptive disorder-avoidan
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e larger than M . In this case, -1 is returned, and the primary user

ancels the cooperative relationship with U i . This strategy can pre-

ent users with very low download rates from slowing down the

verall download process. 

.2. Dynamic task delay prediction mechanism 

This mechanism assists the task dissemination algorithm. In the

ask dissemination algorithm, it is necessary to predict the time

hen a cooperative user will finish his/her next task. Task delay

onsists of two parts, as analysed in Section 4.1 . In practice, down-

oad rates are slow and unstable in cellular networks. Therefore,

he main causes of dynamic task delay are the dynamic down-

oad rates. We predict download rates according to the history

ownload information using a neural network learning based mov-

ng average model, and then we use the predicted result to ob-

ain the task delay. Accordingly, the mechanism consists of three

asic functions: Initialization, Training , and Prediction . We first

resent the basic functions, and then introduce an additional func-

ion, Inheritance , to reduce the learning time. The complexity of

he mechanism is then analysed. 

The download rate prediction model is: 

ˆ 
 i, n i = b i + 

q ∑ 

j=1 

w i, j R i, n i − j (13)

Here, n i is the number of tasks finished by U i . R i, n i is the aver-

ge download rate when U i downloads his/her n i th segment. ˆ R i, n i 
s the prediction value of R i, n i , and q is the order of the predic-

ion model. When U i joins, the primary user initializes a predic-

ion model for U i using the Initialization function. Training and

rediction are called after U i finishes a task. 

In Training , w i, j and b i are adjusted automatically according to

he error of the last prediction. The revised parameters are then

sed to predict the task delay in Prediction . 

). Initialization : The initial values of the parameters are b i =
0 , w i, 1 = 1 , w i, j = 0 , for 1 < j ≤ q . Next, n i is set to 1, and 

ˆ R i, 1
is set according to the official network performance reports re-

leased by the ISPs. We note that at the beginning of the coop-

erative downloading, n i may be less than q , which makes (13)

hard to apply, so R i, −q = · · · = R i, 0 = 0 is introduced. Because the

initial values of the parameters are set as w i, 1 = 1 and w i, j = 0

for 1 < j ≤ q , then R i, −q , · · · , R i, 0 will not interfere with the re-

sult of the model. 

). Training : The error of the last prediction is ˆ R i, n i − R i, n i , E =
1 
2 ( ̂

 R i, n i − R i, n i ) 
2 

is the mean square error, and η is the learn-

ing rate of the prediction model. The parameters are adjusted

as below: 

w i, j = w i, j − �w i, j 

b i = b i − �b i 

�w i, j 
= η

∂E 

∂ w i, j 

= η( ̂  R i, n i − R i, n i ) R i, n i − j 

�b i 
= η

∂E 

∂ b i 
= η( ̂  R i, n i − R i, n i ) 

(14)

). Prediction : ˆ R i, n i +1 can be calculated as b i + 

∑ q 
j=1 

w i, j R i, n i +1 − j .

Combined with (7), the task delay of the n i + 1 th task of U i 

becomes D i = S/ ̂  R i, n i +1 + ˆ ε , and n i is increased by 1. 

By applying the Training , we can decrease prediction errors

tep-by-step. However, because of mobility, the encounter time be-

ween users is limited. Models of new users may not have enough

ime to converge, and some converged models are abandoned be-

ause their corresponding users have left. To solve this problem,
ce cooperative downloading method, Computer Networks (2016), 
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Fig. 6. Task delay prediction mechanism 
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e propose the Inheritance function. As explained at the begin-

ing of this paper, different ISPs and levels of services are the

ain reasons for different download rates, and users of the same

roup probably have similar trends. Therefore, we classify users

nto groups according to their ISPs and levels of services. When a

ew user joins, such as U i , let A be the set of the cooperative users

n the same group with U i . We use Inheritance to selects a user

rom A , whose download rate trend coincides best with U i , and let

 i inherit the model of the selected user. 

). Inheritance : We define the consistency of the download rate

trends of U i and U x ∈ A as the cumulative estimation error: 

E( n i , x ) = 

n i ∑ 

k = q 

∣∣R i,k − ˆ R i,k (x ) 
∣∣

ˆ R i,k (x ) = b x + 

q ∑ 

j=1 

w x, j R i,k − j 

(15) 

Here, ˆ R i,k (x ) is the prediction result if we let U i inherit the

model of U x and 

ˆ R i, n i (i ) = 

ˆ R i, n i . In addition, E ( n i , x ) is the cumu-

lative prediction error. Let U y be the user with the minimum

cumulative estimation error, y = min { E( n i , x ) | U x ∈ A, n i < n x },

and E ( n i , y ) < E ( n i , i ). We then set w i, j to w y, j for 1 ≤ j ≤ q ,

and set b i to b y . 

It is obvious that not all models in A are suitable for inher-

tance, only those who have been trained more times than U i .

ence, we add n i < n x as a condition. Furthermore, when a coop-

rative user leaves, the information of its model will be deleted if

t is not the last cooperative user in his/her group. Therefore, A = ∅

f and only if U i is the first cooperative user in his/her group. We

eep a model in A because it probably still works well even though

t has not been trained for a while, so that the mechanism can

ork better in the mobile environment. Meanwhile, there is a pos-

ibility that no models in A are suitable, so we add the condition

 ( n i , y ) < E ( n i , i ). 

The final working process of the task delay prediction mecha-

ism is shown in Fig. 6 . Inheritance is called when A 	 = ∅ and n i 
quals q + κ . Inheritance is not performed right after Initializa-

ion because we need to gather some history data to understand

he download rate trends. 

The complexity of the mechanism involves three parts. Initial-

zation is called when a cooperative user joins and the number of

alculations is constant, so the complexity of this part is O( N ). Af-

er a cooperative user finishes a task, Training and Prediction are

lways called. Therefore, the complexity of this part is O( M ). The

umber of calculations is O( N ) every time Inheritance is called,

nd the number of calls is less than N because it is called once at

ost for each user. Hence, the total complexity of the mechanism

s O( N 

2 + M) . 
Please cite this article as: X. Wen et al., An adaptive disorder-avoidan
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.3. Theoretical analysis of performance 

Prediction errors for the task delay cannot be avoided, and this

an impact the performance of our method. In this section, we

ompare the C-I difference before and after applying our proposed

ethod while considering the prediction errors. 

The current time is t , and we assume that the primary user as-

igns a task to U i without loss of generality. According to (12), Task

 

′ ( T ) is assigned. It is clear that 
⌊(

T − P j 
)
/ D j 

⌋
= 

(
T − P j 

)
/ D j − θ ′ 

j ,

here θ ′ 
j is a random variable with a distribution of U (0, 1). Fur-

hermore, because 0 < t − P j < D j , then 

(
T − P j 

)
/ D j = D i / D j + θ ′′ 

j ,

here 0 < θ ′′ 
j 

< 1 . We assume that θ ′′ 
j 

is also a random vari-

ble following U (0, 1). Let θ j = θ ′′ 
j − θ ′ 

j , then we can obtain(
T − P j 

)
/ D j 

⌋
= D i / D j + θ j . Because E [ θ j ] = 0 , we omit it to sim-

lify the analysis and use D i / D j to approximate 
⌊(

T − P j 
)
/ D j 

⌋
.

sers are classified into groups, similarly to the previous section,

nd we let N group be the number of groups. We analyse C-I differ-

nce under a simplified scenario, where users of the same group

ave the same download rate. We denote the predicted download

ate of Group k as ˆ G k (corresponding to ˆ R i, n i of the previous sec-

ion), and let ˆ N k be the number of cooperative users in Group k at

 . According to (12), g ′ ( T ) is calculated as: 

g ′ (T ) = 

N ∑ 

j=1 

⌊(
T − P j 

)
/ D j 

⌋
+ g ′ (t) 

≈
N ∑ 

j=1 

( D i / D j ) + g ′ (t) 

= g ′ (t) + 

N group ∑ 

k =1 

ˆ N k 

(
S/ ̂  G i + ˆ ε 

S/ ̂  G k + ˆ ε 

)

Let ϕ denotes the completion order of Task g ′ ( T ). This order is

ecided by the real parameters. Let G k be the real download rate

f Group k in the period from t to T , and let N k be the real number

f cooperative users in Group k from t to T . We then can obtain 

 = g ′ (t) + 

N group ∑ 

k =1 

N k 

(
S/ G i + ε 

S/ G k + ε 

)
(16)

Here, ˆ G i , ˆ N k and ˆ ε are the expected values of G i , N k and

, respectively. Therefore, we assume that ε ∼ N( ̂  ε , δ0 
2 ) , G k ∼

 ( ̂  G k , δk 
2 ) , and N k ∼ N ( ̂  N k , δ

′ 
k 

2 
) for k = 1 , 2 , · · · , N group . Because

 

′ ( t ) is a constant, we only need to focus on the second part of

16). Let ϕ u and ϕ d be the upper and lower bounds, respectively,

f the second part. According to the 3 σ rule of normal distribution,

e can determine ϕ d and ϕ u as follows. 

ϕ d = 

N group ∑ 

k =1 

( ̂  N k − 3 δ′ 
k ) 

( 

S 

( ̂ G i +3 δi ) 
+ ˆ ε − 3 δ0 

S 

( ̂ G k −3 δk ) 
+ ˆ ε + 3 δ0 

) 

ϕ u = 

N group ∑ 

k =1 

( ̂  N k + 3 δ′ 
k ) 

( 

S 

( ̂ G i −3 δi ) 
+ ˆ ε + 3 δ0 

S 

( ̂ G k +3 δk ) 
+ ˆ ε − 3 δ0 

) 

(17) 

If the disorder-avoidance algorithm is not applied, tasks will be

ssigned one-by-one, as shown in Fig. 4 . The index of the task as-

igned to U i will be g ′ ( t ), and the C-I difference is ϕ − g ′ (t) . If our

lgorithm is applied, the task assigned to U i will be Task g ′ ( T ),
nd the C-I difference will be 

∣∣g ′ (T ) − ϕ 

∣∣. Hence, we can obtain

he C-I difference ratio as 
∣∣g ′ (T ) − ϕ 

∣∣/ (ϕ − g ′ (t)) . It is obvious that

 

′ (t) + ϕ d < g ′ (T ) < g ′ (t) + ϕ u , and the upper bounds of the ratio

an be obtained as: 
ce cooperative downloading method, Computer Networks (2016), 
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Fig. 7. Download rates of users in the dataset. 
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l  

t  

a  

1 The data were collected over the GENI WiMAX networks installed on the cam- 

puses of the Polytechnic Institute of NYU and University of Massachusetts Amherst. 

Each installation includes a commercial WiMAX base station operating in a licensed 

frequency band, as well as other components required to route traffic from WiMAX 

clients to the Internet or other networks. More information can be found in [5] . 
| g ′ (T ) − ϕ | 
ϕ − g ′ (t) 

< { ( ϕ u − ϕ d ) / ϕ d , g 
′ (T ) 

≥ ϕ( ϕ u − ϕ d ) / ϕ u , g 
′ (T ) < ϕ (18)

Furthermore, let ς be max 
1 ≤i ≤N group 

{ 3 δi / ̂  G i } , and let ζ be

max 
1 ≤k ≤N group 

{ 3 δk 
′ 
/ ̂  N k } , the maximum estimation error. We fur-

ther assume that 3 δ0 / ̂  ε ≤ ς, so ϕ d and ϕ u can be rewritten as:

ϕ d > ϕ m 

(1 − ζ )(1 − ς ) / (1 + ς ) 

ϕ u < ϕ m 

(1 + ζ )(1 + ς ) / (1 − ς ) 
(19)

where ϕ m 

= 

∑ N group 

k =1 
ˆ N k 

(
S/ ̂ G i + ̂ ε (1 −ζ 2 ) 

S/ ̂ G k + ̂ ε (1 −ζ 2 ) 

)
. Substituting (19) into (18),

we can determine the upper bounds for the difference ratio. 

| g ′ (T ) − ϕ| 
ϕ − g ′ (t) 

< 

{
(1 + ς ) 

2 
(1 + ζ ) 

(1 − ς ) 
2 
(1 − ζ ) 

− 1 , g ′ (T ) 

≥ ϕ1 − (1 − ς ) 
2 
(1 − ζ ) 

(1 + ς ) 
2 
(1 + ζ ) 

, g ′ (T ) < ϕ (20)

It is obvious that the upper bound when g ′ ( T ) < ϕ is lower than

the bound when g ′ ( T ) ≥ ϕ, which implies that the maximum C-

I difference probably is higher if g ′ ( T ) ≥ ϕ. Hence, if we decrease

g ′ ( T ) (making it approximately ϕ d + g ′ (t) ), then g ′ ( T ) < ϕ almost

holds, and the smaller upper bound can be taken as the upper

bound of our algorithm. In fact, we consider this in the implemen-

tation of our algorithm, and we decrease g ′ ( T ) by introducing the

σ in Line 11 of Algorithm 1 . 

6. Simulation 

The goal of our simulation is to test the performance of the pre-

diction model proposed in Section 5.2 and our proposed disorder-

avoidance method. The first part of the simulation is conducted

using a dataset collected from the real world, and the second part

is performed using NS-2 (Network Simulation version 2). 

6.1. Prediction model test 

We use a dataset 1 to test the performance of the prediction

mechanism. Because the core of the mechanism is the download

rate prediction model, we focus on the performance of the model

in this section. There are 10 sets of data available in the dataset,

and we use four of them, called “nyupoly-dash-1,2,3,4” (User 1, 2,

3, and 4). The field “empiricalRate_bps” of the dataset records the

download rate of each segment. 

Fig. 7 shows the download rates of users. They are in the same

group, and it is obvious that they have similar trends (which sup-

port our idea that users of one group can inherit a model from

each other). Accordingly, we first present the estimation errors

when a user (User 2) is the first user in the group ( A = ∅ ), and

then we present the estimation errors when a user (User 3) joins

later than the other users ( A = { User 1 , User 2 , User 4 } ). Next, we

present the effect of the order ( q ) and the learning rate ( η) on the

performance. Figs. 8–10 show the results. The estimation (predic-

tion) errors are normalized as 

∣∣∣∣ ˆ R i, n i 
−R i, n i 

R i, n i 

∣∣∣∣ × 100% , and average esti-

mation errors are obtained as 1 
M 

∑ M 

n i =1 

∣∣∣∣ ˆ R i, n i 
−R i, n i 

R i, n i 

∣∣∣∣ × 100% . 
Please cite this article as: X. Wen et al., An adaptive disorder-avoidan
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Fig. 8 shows the estimation errors for User 2. After the down-

oad rate prediction model of User 2 is initialized, it has to be

rained on itself because A = ∅ . Its estimation errors first fluctu-

te for a while, and then tend to 0. This is because Training is
ce cooperative downloading method, Computer Networks (2016), 
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Fig. 9. Estimation errors for User 3, η = 0 . 05 , q = 2 , κ = 2 , A = 

{ User 1 , User 2 , User 4 } . 
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Fig. 11. Network layout of the simulation. 
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alled on every segment, and the model tends to be more accurate

s n 2 increases. There is an outlier at n 2 = 90 . This is because the

rend of the download rate changes suddenly after n 2 = 90 . The

ownload rates of users can be found in Fig. 7 , which first increase

nd then decrease. After that, they become stable. The actual pa-

ameter values of the model in the stages are different, so at the

eginning of each stage, outliers of the estimation error appear. Af-

er the outliers, the model adjusts itself using the neural network

earning, and the estimation errors tend to 0 again. 

Fig. 9 shows the estimation errors for User 3 after and before

he application of Inheritance . In Fig. 9 (b), the Inheritance method

s not used, and the estimation errors vary in a similar way to

hose in Fig. 8 . In Fig. 9 (a), the Inheritance procedure is called

hen n 3 = q + κ . It can be seen that the estimation errors decrease

aster than in Fig. 9 (b) because we let User 3 inherit the model

f a user in A , who has a similar download rate trend. Most im-

ortantly, the selected model has been trained for a longer time

han the model of User 3. Additionally, Inheritance is called when

 3 = q + κ, so the estimation errors in Figs. 9 (a) and (b) are the

ame when n 3 < q + κ . 

Fig. 10 shows the effect of q and η on the average estimation

rrors of the prediction model. The results are averaged for Users

, 2, 3, and 4. The average estimation errors first decrease with η,

s shown in Fig. 10 . Here, η is the learning rate, which can influ-

nce the sensitivity of the prediction model. The higher the learn-

ng rate is, the more sensitive the model becomes. This is the rea-

on why the average estimation errors decrease with η when it

s relatively small. However, if the learning rate is too high, the

odel becomes too sensitive or even unstable. Fig. 10 shows that

nce a certain learning rate has been reached, the average esti-

ation errors begin to increase substantially. Therefore, η should

e restricted within a reasonable range, and the appropriate inter-

al for η is 0 to 0.4. The order of the prediction model q can also

nfluence the performance of the prediction model. The model ob-

ains the minimum average estimation error when q = 5 , η = 0 . 33 ,

s shown in Fig. 10 , which is about 2.6%. When η < 0.4, increasing

 can slightly increase performance. However, when η > 0.4, in-

reasing q risks huge estimation errors, as shown in Fig. 10 . There-

ore, q should also be carefully chosen. Furthermore, to find the

ost appropriate q , we average the estimation errors on the learn-
Please cite this article as: X. Wen et al., An adaptive disorder-avoidan

http://dx.doi.org/10.1016/j.comnet.2016.04.004 
ng rate for each q based on the results. The average estimation

rror is 3.23% for q = 1 , and 3.03% for q = 2 . Therefore, the most

ppropriate value for q is 2. 

.2. Comparison 

We compare our adaptive disorder-avoidance cooperative

ownloading method (ADCD) with the CCF in [28] , PatchPeer [27] ,

he dynamic dissemination method (DD) [4] , and the package frag-

entation method (PF) in [34] . We note that PF was proposed for

ultipath, not cooperative downloading. We adapt the basic idea

f PF to cooperative downloading, and use it as comparison. PF as-

igns tasks to users according to their task delay in a static way. It

an be seen as a simplified version of our proposed method, where

he disorder problem is not considered, and the dynamic task de-

ay prediction mechanism is not used. 

.2.1. Simulation setting 

The network for the simulation is heterogeneous. Its layout is

resented in Fig. 11 . 

The base station connects wireless nodes with the server gate,

hich connects servers (Nodes 2–5). When a wireless node starts

o download data, it selects a server at random, and downloads

ata via the base station using HTTP. We imitate the differences of

sers by controlling the data sending rates at the servers. Because

he cellular network and local network work at different frequen-

ies, we add multiple channels to NS-2. The cellular network works

n Channel 1, and the local network works on Channel 2. There is

o interference between the channels. The period for cooperative

ser detection is set at 5 s for each method, and the period for

andwidth probing is set to 10 s for PF and CCF [28] . Other pa-

ameters are listed in Table 1 . 
ce cooperative downloading method, Computer Networks (2016), 
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Table 1 

Parameter settings for the wireless network. 

Parameters Value 

Number of tasks, M 50 

Size of each segment 200 KB 

Size of simulation scenarios 100 × 100 m 

2 

Propagation model TwoRayGround 

Mac interface Mac 802_11 

Ad hoc routing protocol AODV 

Transmission rate of the base station 100 Mb 

Transmission rate of wireless nodes 50 Mb 

Transmission range of Channel 1 100 m 

Transmission range of Channel 2 25 m 
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Fig. 12. Effect of download rate difference on MUD. 
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Fig. 13. Effect of download rate difference on download time. 
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6.2.2. Evaluation metrics and simulation scenarios 

Our evaluation uses two metrics, MUD and download time, de-

fined as follows: 

• MUD: Let t k be the time that all tasks prior to Task k are down-

loaded, including Task k . Then t i = max { T j | 1 ≤ j ≤ i } , and the

amount of time that Task k has been waiting is t i − T i , therefore,

the average MUD is 

MUD = 1 /M 

M ∑ 

i =1 

| t i − T i | (21)

• Download time: the average amount of time needed to down-

load the target file. 

We observe the effect of the download rate difference, dynamic

download rate, and mobility on the performance of the methods.

The simulation scenarios are: 

(1) Download rate difference: The number of cooperative users

was fixed at 20. The download rates for the cooperative

users were uniformly distributed in a range with a fixed up-

per limit of 400 kbps and a lower limit that varied from 280

kbps to 370 kbps less than the upper limit. 

(2) Dynamic download rates: Download rates increased with

time during the cooperative downloading. The interval of the

changes was fixed at 10 s, and the increment was varied

from 5 kbps to 50 kbps. In each test, there were 10 coop-

erative users. Users were divided in two groups. The first

group was the slow download group (5 users), for which

the initial download rates were uniformly distributed in the

range of 20–40 kbps. The second group was the fast down-

load group (5 users), for which the initial download rates

were uniformly distributed in the range of 250–650 kbps. 

The above scenarios were immobile, and users were uniformly

distributed within the transmission range of the primary user. 

(3) Mobility: The mobile scenarios were generated by the cmu-

scen-gen module of NS-2. The pause time was varied from 0

to 50 s in increments of 5 s. The number of users was set at

60. The average moving speed was set as 1.3 m/s, which is

the average moving speed of pedestrians [37] . Users were di-

vided in two groups. The first group was the fast download

group (30 users) with download rates fixed at 1400 kbps,

which is the theoretical download rate of 3G China Unicom.

The second group was the slow download group (30 users)

with download rates fixed at 300 kbps, which is the theo-

retical download rate of 3G China Telecom. 

Because CCF and PatchPeer are proposed for mobile scenarios,

we only compare them with the other methods in (3). Further-

more, because they only select one user as the cooperative user, so

they do not suffer from the disorder problem, and hence we only

compare them with other methods in terms of download time and

extra communication overhead. 
Please cite this article as: X. Wen et al., An adaptive disorder-avoidan
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.2.3. Simulation results 

1) Download rate difference 

he MUD of DD increases with the download rate difference, as

hown in Fig. 12 . Our method can decrease the MUD to 0. When

he download rates are uniformly distributed, users are given dif-

erent download rates and different task delay. DD can cause dis-

rder in this case, as explained in Section 4.2 . As the difference

n the users increases, the task delay difference increases, which

auses the MUD for DD to increase. We consider the differences

n the users, and assign tasks according to their task delay, which

akes our method adapt well to this difference. 

Fig. 13 shows that the download time increases as the down-

oad rate difference increases for each method. This is because the

verage download rate decreases along with the difference accord-

ng to the setting. DD consumes more time than both our method

nd PF. The reason is that there are some cooperative users with

ery low download rates in the system. Tasks assigned to these

sers may take much longer to be completed than other tasks,

o these users can slow down the download process. Our method

nd PF can find these users based on their expected task comple-

ion time and cancel the cooperative relationship with them. This

s why our method is better than DD in term of download time. 

(2) Dynamic download rates 

Figs. 14 and 15 show the effect of dynamic download rate on

he performance of each method. The MUD of DD is stable at 18 s
ce cooperative downloading method, Computer Networks (2016), 

http://dx.doi.org/10.1016/j.comnet.2016.04.004
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of download rates fixed at 20 kbps. 
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crements of download rates fixed at 20 kbps. 
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nd PF is stable at about 22 s. The MUD of our method is almost

, as shown in Fig. 14 . When the increment is small, the download

ates change slowly, and the proposed dynamic task delay predic-

ion mechanism can predict the download rates well. However, if

he download rates change too fast, prediction errors occur. The

rrors can then cause calculation deviation of the dynamic task

issemination algorithm. This is the reason why the MUD of our

ethod increases, as shown in the subfigure of Fig. 14 . 

Fig. 15 shows the effect of dynamic download rate on down-

oad time. DD uses 10% more time than our method. PF assigns

ll tasks to users at one time. This is a pre-assignment strategy,

o it cannot adapt to dynamic download rate scenarios. DD uses a

ynamic strategy, and this is the reason why it can adapt to the

cenarios better than PF. However, DD cannot detect the users that

low down the download process, so its download time is longer

han our method. 

Furthermore, we vary the changing interval from 5 s to 25

. Figs. 16 and 17 show the results. The results are similar with

he previous test, except for the trend of the download time.

ig. 15 decreases, while Fig. 17 increases. Because the download

ates increase with time, if they increase faster, then it will take

ess time to finish downloading. It is obvious that there are two
Please cite this article as: X. Wen et al., An adaptive disorder-avoidan

http://dx.doi.org/10.1016/j.comnet.2016.04.004 
ays to make the download rates increase faster: by increasing the

ncrement, as shown in Fig. 15 , or by decreasing the interval, as

hown in Fig. 17 . Therefore, the trends of Figs. 15 and 17 are dif-

erent. 

3) Mobility 

Figs. 18–21 show the effect of mobility on MUD. The maximum

UD of our method is 1 s, which is 85% less than DD, as shown in

ig. 18 . The mobility of pedestrians is slow, so we assume that the

umber of cooperative users is stable over short periods. We then

alculate the tasks to be assigned in a recursive way, as described

n Section 5.1 . The results shown in Fig. 18 illustrate the rational-

ty of the assumption and the adaptive capacity of our method in

obile scenarios. 

Figs. 19 and 20 show the effect of network density on MUD,

here the number of nodes are 20, 40, and 60, respectively. The

UD of DD is presented in Fig. 19 . Comparing Fig. 19 with Fig. 20 ,

t can be seen that the MUD of DD is higher, and the reason is

imilar to that of scenario (2), “Dynamic Download Rates.” The

UD decreases slightly with the pause time for our method. As the

ause time increases, the stability of the network increases, which

mproves the applicability of the assumption that the number of

ooperative users is stable over short periods, and hence the MUD

an be decreased. The mobility affects the MUD of our method

ndirectly because of the number of unstable cooperative users
ce cooperative downloading method, Computer Networks (2016), 
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speed fixed at 2.0 m/s and a pause time of 5 s. 
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(unstable cooperative users are the users that join or quit coop-

erative downloading halfway). Fig. 21 shows the MUD versus the

number of unstable users. As the network density increases, the

number of unstable users increases, which also explains why the

MUD increases along with network density in Fig. 20 . 

Fig. 22 shows the effect of network density on download time.

The most time consuming method is PatchPeer. CCF consumes less

time than PatchPeer. Our method and DD take a similar amount of

time, which is much less than that of PatchPeer and CCF. PatchPeer

selects the user with the shortest Euclidean distance from the pri-
Please cite this article as: X. Wen et al., An adaptive disorder-avoidan
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ary user as the cooperative user to increase the link quality be-

ween cooperative and primary users, so the transmission rate on

he link is higher than in other methods. However, the download

ate of the selected cooperative user is probably very low. Based

n this observation, CCF selects the cooperative user with the con-

ideration of both stability and bandwidth, and this is the reason

hy CCF consumes less time than PatchPeer. However, they only

se the user with the best condition (stability or bandwidth) as

he cooperative user, and the available download links of the other

sers are wasted. Our method and DD use multiple cooperative

sers, and can make full use of the download links. This is also

he reason why the download time decreases with the number of

sers for the two methods. 

Fig. 23 shows the effect of network density on the extra com-

unication overhead of the four methods. We define extra com-

unication overhead to be the number of packages used for sup-

orting the system (packages for carrying segments are not in-

luded). It can be seen that CCF has the highest communica-

ion overhead, which increases with network density. DD and our

ethod have the least communication overhead, which is almost

onstant. Communication overhead is proportional to download

ime and the number of one-hop neighbours. Because the down-

oad time decreases with network density for DD and our method,
ce cooperative downloading method, Computer Networks (2016), 
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moving speed is set to 2.0 m/s and the pause time is set to 5 s. 

t  

s  

s  

c  

m  

n  

t  

w  

p  

e  

a  

b  

a  

P  

l  

m  

h  

F

7

 

t  

v  

a  

t  

c  

c  

f  

l  

c  

u  

r  

n  

f  

h

A

 

t  

m  

H  

H

R

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[  

 

 

[  

 

[  

 

 

[  

 

 

[  

 

[  

 

 

he communication overhead does not increase with network den-

ity for these two methods. The download time is almost con-

tant for CCF and PatchPeer, as can be seen in Fig. 22 , so the

ommunication overhead increases with network density. Further-

ore, to select the user with the best stability and bandwidth, CCF

eeds users to send their locations and velocities periodically to

he primary user. Besides, each user needs to probe their band-

idth every few seconds. PatchPeer does not have the bandwidth

robing process, so it has less communication overhead than CCF,

ven though its download time is longer than that of CCF. DD

nd our method also do not have a bandwidth probing process,

ut the download time of these methods is less PatchPeer, so DD

nd our method has the least communication overhead. Above all,

atchPeer and CCF do not have disorder problem, but their down-

oad time and communication overhead are much higher than our

ethod. DD and our method have similar communication over-

ead, but DD has the disorder problem as it can be seen from

ig. 19 . 

. Conclusions 

The data disorder problem in the cooperative downloading sys-

em increases the memory usage and decreases the quality of ser-

ices. In this paper, we analyse the disorder problem and propose

n adaptive disorder-avoidance cooperative downloading method

hat considers the dynamic features of wireless networks. We de-

rease the effect of unstable users on performance by applying re-

ursion and propose a dynamic task delay prediction mechanism

or enhancing the performance of our method in dynamic down-

oad rate scenarios. The simulation results show that our method

an decrease the MUD by 85% and reduce the download time

nder various scenarios, including those with dynamic download

ates and those with mobility. Furthermore, we only use direct

eighbours as cooperative users in this work. Our future work will

ocus on solving the disorder problem when there are multiple

ops between cooperative users and the primary user. 
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