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This article presents, in short, the state of the art of modelling overflow systems and proposes a new 

method for a determination of characteristics of multi-service overflow systems with elastic traffic and 

with distributed secondary resources. A particular attention is given to the method for a determination 

of the parameters of multi-service traffic that overflows to secondary resources and the method for mod- 

elling of these resources that takes into consideration both the structure of the distributed resources, 

elastic traffic management-handling mechanisms and the level of peakedness degeneration of overflow 

traffic. The results of the analytical calculations are compared with the results of the simulation ex- 

periments of a number of selected structures of overflow systems with distributed secondary resources. 

The results of the study have confirmed and verified the correctness of all the theoretical assumptions 

adopted throughout the article. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

Traffic overflow is one of the oldest techniques for optimiza-

ion of traffic distribution in network and computer systems. Traffic

verflow occurs when resources of a given system, called primary

esources, are completely occupied and, as a result of this situa-

ion, new calls that are offered to these resources cannot be imme-

iately serviced. Such calls can be redirected (or can overflow) to

ther systems, called secondary resources, that concurrently have

ree resources necessary to service new calls [1–3] . 

Initially, traffic overflow was primarily used in hierarchical

elecommunications networks with alternate routing [4] . Over

ime, the technique of traffic overflow has been also applied to

acket networks [5–8] , where the main reason behind a decision to

pply traffic overflow is not routing any more, but rather primarily

oad balancing [2] . In recent years, the traffic overflow technique

as started to be used to increase the performance and capabil-

ty of networked cloud data centres [2] , content delivery network

9] and multi-service communication networks [1,3,10] . 

In the case of data centres (or cloud data centres), the basic ra-

ionale in favour of using traffic overflow includes: load balancing

9,11] and power saving [2,12] . Load balancing can be implemented
ither within the same Data Centre or between distributed Data 
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entres interconnected with one another using new appropriate

etwork technologies, distributed data centres. Tasks that cannot

e run in a given Data Centre due to heavy workloads can over-

ow to a server (virtual machine) within the Data Centre, or to

nother Data Centre of the same Cloud Data Centre. Furthermore,

he inclusion of time and energy needed for activating successive

achines (a given Data Centre is composed of) in the considera-

ion, as well as the energy necessary to keep individual machines

n stand-by readiness, results in an optimal management of energy

sed for the purpose. The applied traffic overflow mechanism can

hus lead to a better operation of an already existing IT infrastruc-

ure, maintaining at the same time the Service Level Agreement

arameters stipulated with users and minimizing the consumption

f electrical energy. 

Moreover, the advancing integration of IT and telecommunica-

ions solutions results in a situation where modern communication

etworks must carry large amounts of traffic and provide service

o traffic streams with very differentiated demands, both in terms

f bitrate, service time and demanded parameters of the Quality

f Service [13] . Within the context of industrial applications, one

f the most rapidly developing application of communication net-

orks in recent times is a smart grid technology [14] . The advanc-

ng diversification in sources of energy imposes a necessity of us-

ng tools that would make remote data collection possible and in

eal time, most notably on the state of devices in electric power

ystems [15] . Currently, one of the most commonly used solutions

hat would guarantee reliable and effective measurement data de-

ivery is – in the access part – wireless network technologies (GSM,
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UMTS, LTE) in which traffic overflow between networks operat-

ing in different technologies is commonly used (e.g. between 3G

macrocells and 4G microcells) [1,16,58] . Nowadays, in order to ef-

fectively service traffic streams with demands from the range of

kilobits per second to gigabits per second, forwarded from access

to backbone networks, the so-called hybrid optical networks, e.g.

Optical Burst Transport Network (OBTN) [17] are most widely used.

In lower layers, networks of this type use the technology of switch-

ing networks: Dense Wavelength Division Multiplexing (DWDM)

that assures – in its most practical implementations – the bitrate

of 10Gb/s with the use of a single wavelength. To execute chan-

nels with lower bitrate, the Multi-Protocol Label Switching (MPLS)

packet system is commonly used, which makes it possible to di-

vide resources offered by a single wavelength. Due to availabilities

of DWDM channels, the capacity of the MPLS network can be ap-

propriately adjusted depending on needs and requirements. In the

case of present-day telecommunications networks, both access and

backbone networks, the traffic overflow technique increases uti-

lization of network resources and optimization of traffic distribu-

tion [1,17,18] . 

The analytical models of systems with traffic overflow proposed

in the literature of the subject deal with both single-service and

multiservice systems. Single-service traffic overflow systems have

been the subject of numerous analyses presented in the litera-

ture, e.g. in [4,19–22] . Basic mathematical models for overflow sys-

tems with single-service traffic was developed as early as around

the 1950s. In [4] , the Equivalent Random Traffic method (ERT) is

proposed. The proposed method is based on the Riordan formu-

las [4] that determine the average value and variance of overflow

traffic depending on the capacity of primary resources and traffic

offered to these resources. On the basis of traffic parameters for

overflow traffic, the ERT method defines parameters for fictitious

resources, called equivalent resources, that, in turn, form the basis

for a determination of the blocking probability and other charac-

teristics of the overflow system. Fredericks [19] proposes a more

simpler method for a determination of the blocking probability in

secondary resources that is based on a modification of Erlang for-

mula, called Hayward formula, in which the capacity of resources

and overflow traffic are divided by the peakedness coefficient for

this traffic. Such an approach significantly simplifies the method

for dimensioning of systems with traffic overflow. 

The problem of traffic overflow in multiservice systems [23] has

been addressed in a number of works. Chung and Lee [24] propose

a concept for modelling overflow traffic on the basis of the anal-

ysis of the Markov-Modulated Poisson Process, while [25,26] on

the basis of the Batched Poisson Process. A number of methods

for modelling secondary resources with multiservice overflow traf-

fic with required value of the peakedness coefficient has been pre-

sented, for example, in [25,27] . A coherent methodology for mod-

elling and dimensioning of multiservice overflow systems is pro-

posed in [18,28,29] . In [18,28,30] , primary resources are modelled

by a model of the full-availability group – FAG. FAG is a model of

a single link with complete sharing policy, i.e. a model of a state-

independent system in which a call will be always admitted for

service, provided that the system has enough free resources to ser-

vice this call. If FAG is offered a mixture of Erlang traffic 1 , then the

system can be modelled by a multi-dimensional Markov process,

which, in consequence, leads to a determination of the occupancy

distribution expressed by a simple recurrence formula [32,33] . In

addition, there are also recurrence models of FAG for a mixture

of Erlang, Engset and Pascal traffic [34] . The solutions presented
1 We use the term “Erlang traffic” as the synonym of PCT1 traffic (Pure Chance 

Traffic of Type 1), i.e. traffic created by calls generated according to a Poisson dis- 

tribution, offered to the system with a finite capacity and serviced according to an 

exponential distribution [31] 

m  

t  

t  

s  

w  
n [18,28,30] make it possible to determine in a simple way the

eakedness and intensity of traffic that overflows to alternative re-

ources. To determine the characteristics of alternative resources

hat service overflow traffic, in [18,28,30] , a modified FAG model

according to the method adopted by Hayward [19] for single-

ervice systems – is used. This means that both the capacity of

AG and offered value of the traffic intensity for individual traf-

c classes are divided by peakedness coefficients of correspond-

ng classes. In [29] , an efficient analytical model is developed. The

odel is based on an appropriately defined two-dimensional con-

olution operation that provides a possibility to model overflow

ystems with any type of calls streams offered to primary re-

ources. Wang et al. [3,10] discuss overflow systems in which the

rimary and secondary resources are characterized by other ser-

ice parameters, such as service time and bitrate. 

Traffic management mechanisms in the TCP/IP network allow

it rates of serviced calls to be changed (modified) thanks to the

ossibility of compression of serviced packet streams. In the case

f a heavy load in network systems, the control functions decrease

itrates for serviced calls and, simultaneously, their service times

re prolonged accordingly. Traffic that can undergo compression is

ften termed as elastic traffic (e.g. TCP traffic [35] ). In [36] , a FAG

odel that services elastic traffic is proposed. This model is used

n the present article to model primary resources. 

In all hitherto considered models presented in the literature the

ssumption was that secondary resources formed a single resource

ith complete sharing policy (even in the case of multi-tier net-

orks, the resources at each tier were considered as the resources

ith complete sharing policy). This assumption made it possible

o model secondary resources by a model of FAG to which over-

ow traffic streams with the peakedness coefficient higher than

nity were offered. The present article considers for the first time

 system in which secondary resources are not uniform (have dis-

ributed nature), i.e., are composed of a number of separated com-

onent resources. The term “separation” means that a call that

verflows will be serviced only when at least one of the secondary

esources has the appropriate amount of resources required for a

all to be serviced. A definition such as the one above excludes a

ossibility of a division of the call between component resources. A

imited availability group model (LAG model) is used in this article

o model secondary resources. LAG is a good example of the so-

alled state dependent system in which the admittance of a new

all for service depends on the structure of a system or on the call

dmission function [1,37] . LAG models are discussed and analysed

n a number of works, including [38–41] . Stasiak [41] proposes a

odel in which all separated resources have identical capacities. In

his model, a multi-dimensional Markov process is used to approx-

mate the real service process in LAG. Such an approach makes it

ossible to determine the occupancy distribution in the system on

he basis of simple recurrence equations. In [42] , this model is gen-

ralized for a system that is composed of separated resources with

ifferent capacities, whereas in [37,43] models which also take into

ccount Erlang, Engset and Pascal traffic are proposed. This article

roposes a generalization of the LAG model to include a possibility

f elastic traffic service. 

As yet, no generalized model of an overflow system with elastic

raffic that would provide a possibility to distribute secondary re-

ources has been developed. In the present article, a new model of

 multiservice overflow system that supports elastic traffic, both

n primary and in distributed secondary resources, is presented.

his means that in the case of a lack of free bitrates in the pri-

ary resources, currently serviced calls will be compressed, i.e. bi-

rates for serviced calls will be decreased and the service times for

hese calls will be prolonged accordingly. If the required compres-

ion boundary is exceeded, then a call in the primary resources

ill overflow to the secondary resources, while a call in the sec-
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Fig. 1. Elastic traffic overflow system with distributed secondary resources. 
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ndary resources will be lost. The accuracy of the proposed model

ill be evaluated on the basis of a comparison of the relevant an-

lytical calculations with the results of simulation experiments for

 number of selected structures of the dispersion of the secondary

esources. 

The article is structured as follows. Section 2 presents a descrip-

ion of a multiservice overflow system with elastic traffic and with

istributed secondary resources. Section 3 includes a description of

he FAG with elastic traffic as a model of primary resources. This

ection also includes a description of a method for the evaluation

f the parameters for traffic that overflows from primary resources.

ection 4 provides a description of a model of distributed sec-

ndary resources with elastic traffic and presents an algorithm for

 determination of the blocking probability in an overflow system

ith distributed secondary resources. Section 5 presents a compar-

son of the results of analytical calculations with the results of sim-

lation experiments for some selected structures of systems with

istributed secondary resources. Section 6 sums up the article. 

. Elastic traffic overflow system with distributed secondary 

esources 

.1. Traffic representation in the system 

Data delivery in modern networks is done in packets. The struc-

ure of packets and the method for their delivery to the receiver

epend on the adopted technology of transmission. The use of

acket techniques imposes a hierarchical view upon traffic rep-

esentation in the network. Packets that belong to a given ser-

ice being carried out at a certain moment in time create streams

hat can be considered and treated as calls (sessions, flows). At

he packet level, streams usually have a very complex structure

44–47] . A description and analysis of systems that are offered

acket streams are very complex and in most cases do not go be-

ond solutions that are only approximate and with little accuracy,

r are just simulation solutions [48] . 

Research studies carried out in recent years have proved that at

he call level traffic has the “Poissonian” nature [49] . This means

hat in the analysis of systems at the call level it is acceptable

o adopt the exponential character of the call stream and service

tream. This is a very favourable circumstance that allows us to

pproach dimensioning of complex network systems in the “Er-

ang” way, i.e., on the basis of Markov processes. A problem that

ppears in the application of “Erlang-type” models to the analy-

is of multiservice packet systems is variable bitrate of the packet

tream. A solution to this problem, widely used in traffic engineer-

ng, is a change of variable bitrates of the packet stream into con-

tant bitrates. They are selected on the basis of the maximum bi-

rates for individual calls or [49] , alternatively, on the basis of the

o-called equivalent bandwidth [50,51] determined for each of the

all streams. The equivalent bandwidth is then a constant bitrate

hat determines the amount of the resources that are to be as-

igned to a given call by the network in order to provide success-

ully appropriate quality of service parameters (QoS). The equiv-

lent bandwidth is most frequently determined according to the

euristic method [50,51] as a function of the total bitrate of the

ystem, the maximum and average bitrate of the packet stream,

he variance of the bitrate, acceptable delay of packets and other

arameters characteristic for a given system. The method for a

etermination of constant bitrates (maximum bitrates or equiva-

ent bandwidth) has no influence on the analytical structure of the

roposed model. A choice as to the method for a determination

f constant bitrates depends, in turn, on the network structure

nd is subject to arrangements between a network operator and

hose units that are responsible for designing and optimization of a

etwork. 
After a determination of constant bitrates for calls of individual

lasses serviced in the system it is possible to proceed with the bi-

rate discretization process [52] , which is based on a determination

f the allocation unit for a given system. The allocation unit, the

o-called Basic Bandwidth Units (BBU), is defined as the Greatest

ommon Divisor of all bitrates (maximum bit rates or equivalent

andwidths) allocated to calls of individual classes: 

 BBU = GCD (c 1 , c 2 , . . . , c m 

) , (1)

here m is the number of traffic classes offered to the system (i.e.,

he number of available services), c i is the bitrate (the amount of

esources) that corresponds to the maximum bit rates or equiva-

ent bandwidth of class i , whereas c BBU is the bitrate of the alloca-

ion unit. In the bitrate discretization process both the capacity of

he system V and the amount of resources t i necessary for a call of

 given class i to be serviced, are expressed in BBUs: 

 = C/c BBU , (2) 

 i = c i /c BBU . (3) 

.2. Primary resources system 

Fig. 1 shows a general diagram of an overflow system with dis-

ributed secondary resources. 

The system of primary resources is composed of r primary re-

ources. Each resource j (0 < j ≤ r ) has the real (working) capacity

 w, j and virtual capacity V v , j , expressed in BBUs, where V v , j > V w, j .

alls undergo compression until the number of occupied BBUs in

he system, measured by the total sum of uncompressed demands

f calls of all classes, exceeds the virtual capacity V v , j . If the virtual

apacity is exceeded, then new calls will be directed (will over-

ow) to secondary resources. The occupancy states n BBUs, such

hat V w, j < n ≤ V v , j , determine the compression area for elastic

raffic. The value V v , j defines the maximum possible level of com-

ression that is equal to the ratio between the virtual capacity of

he resource and the real capacity V v , j / V w, j , and determines how

any times the total bitrate for serviced calls in a given primary

esource can be maximally decreased. In state n ( V w, j < n ≤ V v , j )

he level of compression for all serviced calls is identical and is

qual to n / V w, j . 

Each resource is offered a set of m Erlang traffic streams. In

ig. 1 , the following notation is adopted for offered traffic: 

• A i, j – intensity of traffic of class i (0 < i ≤ m ) offered to re-

source j (0 < j ≤ r ) of a system of primary resources, 

• t i, j – the number of BBUs that is necessary to service a call of

class i in resource j of the primary resources system with no
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Fig. 2. Full-availability group (FAG) model. 
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compression involved; further on in the article this parameter

will be called a demand of class i in resources j . 

The article adopts the approach that, at the call level, each traf-

fic stream can be considered as Erlang traffic [49] . This means that

in the analysis of the primary resources system one can assume

the exponential character of each call stream and service stream

and assume that the value of the variance of offered traffic is equal

to its average value. 

Additionally, it is assumed that an overflow call from the pri-

mary system can access the entire secondary system (the call ad-

mission control in the secondary system is described in the follow-

ing subsection). 

2.3. Secondary resources system 

The system of secondary resources is composed of s types of

distributed secondary resources. Each type k (0 < k ≤ s ) is un-

equivocally determined by the number νk of resources of a given

type. Each of the νk resources has the real (working) capacity of

f w,k BBUs and the virtual capacity f v ,k BBUs. The total real capacity

 w, 0 and the total virtual capacity V v , 0 of the system of secondary

resources, expressed in BBUs, is then: 

 w, 0 = 

∑ s 

k =1 
νk f w,k , V v , 0 = 

∑ s 

k =1 
νk f v ,k . (4)

The secondary resources system can admit a call of a given class

for service only when it can be entirely serviced by BBUs of one of

the distributed component resources. This means that t BBUs re-

quired to set up a given connection, cannot be “divided” between

different component resources and must be serviced exclusively by

the BBUs that belong to one component resource. Additionally, we

assume a pseudo-random choice algorithm of one of the compo-

nent resources that is to service a call of a given class. 

The secondary resources system is offered traffic streams that

overflow from the primary resources system. The following no-

tation for traffic offered to the secondary resources system is

adopted in the article: 

• R i, j – the average value of the intensity of traffic of class i (0 <

i ≤ m ) that overflows from resource j (0 < j ≤ r ) that belongs

to the system of primary resources, 

• σ 2 
i, j 

– variance of the intensity of traffic of class i that overflows

from resource j of the primary resources system, 

• t i, j – uncompressed call demand of a call of class i that over-

flows from resource j of the primary resources system. 

Unlike in Erlang-type traffic, the variance of overflow traffic is

characterized by values that exceed the average value of this traffic.

This particular fact is further used in constructing mathematical

models that describe overflow systems. 

3. Modelling of primary resources 

3.1. Model of the system of primary resources 

The model of a system with multiservice elastic traffic overflow

to distributed secondary resources is composed of a model of the

system of primary resources, a model for a determination of the

parameters of overflow traffic and a model of the system of sec-

ondary resources. These three elements make it possible to deter-

mine all important characteristics of an overflow system, in par-

ticular the blocking probability for call streams of all classes of-

fered to the system. To model each of the primary resources, the

FAG model for elastic traffic [36] was used, whereas to determine

the parameters of overflow traffic from the primary resources the

method developed in [18] was used. 
The approach adopted in the article assumes that in order to

odel primary resources the recurrence FAG model with elastic

raffic [36] can be used. FAG, presented in Fig. 2 , is a model of

 single resource with complete sharing policy ( Fig. 2 shows in

etail a structure of a single primary resource j of the overflow

ystem presented in Fig. 1 ). According to this call service policy, a

all is always admitted for service provided free resources for its

ervice are available. In the FAG model, no constraints are intro-

uced concerning resource allocation for incoming calls. It is thus

 model of a system with state-independent call admission process

or calls generated according to the Poisson distribution. The con-

idered model assumes that calls of individual traffic classes that

rrive to the system with the intensity: λ1 , λ2 , . . . , λm 

, demand

espectively t 1 , t 2 , . . . , t m 

BBUs for service, while service times of

alls of individual classes are in conformity with the exponential

istribution with the parameters: μ1 , μ2 , . . . , μm 

. These assump-

ions allow us to determine the average traffic intensity offered by

 stream of class i with the application of the following formula: 

 i = λi /μi . (5)

Let us notice that the class i traffic load offered to the system in

he state of n busy (occupied) BBUs can be expressed as follows: 

 i (n ) = 

λi 

μi (n ) 
t i (n ) , (6)

here 1/ μi ( n ) denotes the service time of class i calls in the state

f n busy BBUs, while t i ( n ) – the number of BBUs admitted to class

 calls in the state n . Since in the case of elastic traffic a decrease in

he number of resources allocated to particular demands is directly

roportional to the prolongation of the service time, according to

 coefficient τ ( n ): 

 i (n ) = 

t i 
τ (n ) 

, 
1 

μi (n ) 
= 

1 

μi 

τ (n ) , (7)

e can re-written Formula (6) in the following form: 

 i (n ) = λi 

τ (n ) 

μi 

· t i 
τ (n ) 

= 

λi 

μi 

t i = A i t i . (8)

On the basis of this model, the occupancy distribution and the

locking probability for traffic of different classes in a given pri-

ary resource j with the real capacity V w, j and the virtual capacity

 v , j can be written in the following way: 

 P n ] V v , j 
= 

1 

min (n, V w, j ) 

∑ m 

i =1 
A i, j t i, j [ P n −t i, j 

] V v , j 
, (9)

 E i, j ] V v , j 
= 

∑ V v , j 

n = V v , j −t i, j +1 
[ P n ] V v , j 

, (10)

here n (0 ≤ n ≤ V j ) denotes the number of busy (occupied)

BUs in resource j . The parameter [ P n ] V v , j 
is the occupancy prob-

bility of n BBUs in a system with the virtual capacity V v , j BBUs.

he model assumes that for all n < 0 the probability [ P n ] V v , j 
= 0 .

he symbol [ E i, j ] V v , j 
in (10) denotes the blocking probability for a
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Fig. 3. Basic model of limited-availability group. 
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all stream of class i in the resource j . The parameter V w, j in the

xpression min (n, V w, j ) determines the maximum possible service

tream, expressed in the total number of occupied BBUs. The num-

er of busy BBUs will never exceed the real capacity of the multi-

ervice server. 

.2. Parameters of overflow traffic 

Overflow traffic of class i that overflows from the primary re-

ource j will be characterised by the three following parameters:

he average value R i, j , variance σ 2 
i, j 

and the volume of demands t i, j 
 Fig. 1 ). The average value of this traffic results from the rejection

f calls by resources that are in blocking state. The blocking prob-

bility of calls can be determined on the basis of Formulas (9) and

10) . Thus, the average value R i, j for traffic of class i that overflows

rom the resource j will be determined by the following formula:

 i, j = A i, j · [ E i, j ] V v , j 
. (11)

o determine the variance of overflow traffic we use the approx-

mate method proposed in [30] . According to this method, a de-

omposition of each of the primary resources V v , j into m fictitious

esources with the capacity V ∗
i, j 

is to be carried out first. The as-

umption is that each fictitious group will service exclusively calls

f one class, which provides an opportunity to apply the Riordan

ormula [4] to determine the variance of traffic of class i that over-

ows from the resource j . The capacity of the fictitious resource

 

∗
i, j 

, servicing class i calls only, is determined as such a capacity

hat leads to the obtaining the blocking probability E i, j for offered

raffic A i, j : 

 V ∗
i, j 
(A i, j ) = E i, j . (12)

o accurately determine the value of V ∗
i, j 

, that can be a non-

nteger number, an integral form of Erlang formula can be applied

18,53,54] . 

Now, having the parameters A i, j , R i, j and V ∗
i, j 

we can determine,

n the basis of the Riordan formula, the variance σ 2 
i, j 

for individ-

al call streams that overflow from the primary resource j to the

ystem of secondary resources: 

2 
i, j = R i, j 

(
A i, j 

V 

∗
i, j 

+ 1 − A i, j + R i, j 

+ 1 − R i, j 

)
. (13) 

t this point we already have all the parameters that characterize

raffic streams offered to the system of secondary resources and

e are in position to determine their peakedness coefficients: 

 i, j = σ 2 
i, j /R i, j . (14) 

. Modelling of secondary resources 

.1. General model 

In the present article, a model of the limited-availability group

LAG) will be used to model secondary resources. The system un-

er consideration admits a call for service only when the follow-

ng two conditions are concurrently satisfied: the system has free

esources to service a call of a given class and this call can be en-

irely serviced by BBUs of one of the resources. In order to present

he operation of this system, let us consider a simple limited-

vailability group composed of two resources. The assumption is

hat each of the resources has two free BBUs left. The total num-

er of free BBUs is then four. Despite four free BBUs being free, the

dmission of a call that demands 3 BBUs for service is not possible

ecause there is only two free BBUs in each of the two resources.

he presented example shows that the limited-availability group is

 model of a system with state-dependent call admission process
n which state-dependence results from the structure of the group

1,37] . 

LAG models have been analysed in a number of works, notably

n [39,41] . Stasiak [41] proposes a model in which all separated

esources have identical capacities. This model makes use of a one-

imensional Markov chain to approximate the real service process

n LAG. Such an approach provides an opportunity to determine

he occupancy distribution in the system on the basis of simple

ecurrence equations. In [42] this model is generalised for a system

omposed of separated resources with different capacities, while in

37,43] models which take into account Erlang, Engset and Pascal 

raffic are proposed. 

The basis for the construction of a model of secondary re-

ources will be provided by a modification to the LAG model. Ac-

ordingly, in the following two sections ( Sections 4.2 and 4.3 ), first

n appropriate basic LAG model with equal (identical) capacities of

istributed resources and elastic traffic will be presented, and then

 generalised LAG model with different capacities of distributed re-

ources and elastic traffic will be presented. 

Thereafter, in Section 4.4 , a modified LAG model to which mul-

iservice overflow traffic streams are offered will be discussed.

n the construction of this model, elastic traffic and Ershov’s re-

ark that refers to single-service systems [55] are used. Accord-

ng to the remark, the Hayward modification [19] can be also ap-

lied to state-dependent systems. According to the best knowledge

f the authors, the present model that makes it possible to effec-

ively model multiservice state-dependent systems, in particular to

odel a distributed system of secondary resources of systems with

lastic traffic overflow, is here proposed for the first time. 

.2. LAG model with identical capacities of distributed resources 

Let us consider now a LAG that is composed of ν identical dis-

ributed component resources, each with the real capacity of f w 

BUs and with the virtual capacity of f v BBUs. The total capacity of

he system is V v , 0 = ν f v BBUs ( Fig. 3 ). 

The occupancy distribution in LAG with the capacity V v , 0 to

hich a mixture of m Erlang-type traffic is offered can be approx-

mated by the generalised Kaufman-Roberts distribution [41] . As-

uming that there is a possibility for LAG to service elastic traf-

c, i.e. taking into account the virtual resources of the system

 Section 2.3 ), the occupancy distribution will be modified in the

ame way as for the FAG model modified in [36] for elastic traffic.

hus: 

 P n ] V v , 0 = 

1 

min (n, V w, 0 ) 

∑ m 

i =1 
A i t i ξi (n − t i )[ P n −t i ] V v , 0 , (15)

here ξ i ( n ) is the so-called conditional transition probability that

etermines which part of the stream of offered traffic of class i is

ransferred from state n to state n + t i . This coefficient allows the

ependence between the call admission stream and the occupancy

tate of the process to be taken into consideration. The comple-

ent of this probability, i.e., the expression (1 − ξ (n )) , is the con-
i 



176 M. Głąbowski et al. / Computer Networks 108 (2016) 171–183 

Fig. 4. Generalized model of limited-availability group. 
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ditional blocking probability of the system in a given occupancy

state of n BBUs. 

In the case of the basic LAG model (with equal capacities of re-

sources), the conditional transition probability ξ i ( n ) is determined

in a combinatorial way as follows [41] : 

ξi (n ) = 1 − F (V v , 0 − n, ν, t i − 1) 

F (V v , 0 − n, ν, f v ) 
. (16)

In Formula (16) the combinatorial function F ( x, ν , f ) determines the

number of arrangements of x free BBUs in ν resources with the

capacity of f BBUs each [41] : 

F (x, ν, f ) = 

� x 
f+1 

� ∑ 

u =0 

(−1) u 
(

ν

u 

)(
x + ν − u ( f + 1) − 1 

ν − 1 

)
. (17)

The construction of Formula (16) is as follows. The numerator in

the quotient (16) determines the number of arrangements that are

unfavourable for a call of class i in state n to be admitted for ser-

vice, i.e., determines the number of such arrangements that make

finding t i BBUs in at least one component resource impossible. The

denominator (16) determines, in turn, the number of all possible

arrangements of free BBUs in state n . 

By having the occupancy distribution (15) defined, we are in

position to determine the blocking probability for individual mul-

tiservice traffic classes [41] : 

[ E i ] V v , 0 = 

∑ V v , 0 

n =0 
{ 1 − ξi (n ) } [ P n ] V v , 0 . (18)

Note that in a state-independent system ( ν = 1 , V v , 0 = f v ) the

conditional transition probability (16) is equal to unity and Formu-

las (15) and (18) are in their essence Formulas (9) and (10) . 

4.3. LAG model with differentiated capacities of distributed resources 

Let us assume that a LAG is composed of s types of compo-

nent resources ( Fig. 4 ). Each type k is unequivocally defined by the

number νk of component resources of a given type and the capac-

ity of each of the component resource: real f w,k and virtual f v ,k 
expressed in BBUs. The total real capacity V w, 0 and virtual capacity

 v , 0 of a LAG with elastic traffic and differentiated capacities of dis-

tributed component resources can be determined by Formula (4) .

The occupancy distribution in thus defined system can be approx-

imated by the distribution (15) and (18) in which the conditional

transition probability ξ i ( n ) is determined by the following formula

[1,42] : 

ξi (n ) = 1 − F { V v , 0 − n, (ν1 , . . . , νs ) , (t i − 1 , . . . , t i − 1) } 
F { V v , 0 − n, ( ν1 , . . . , νs ) , ( f v , 1 , . . . , f v ,s ) } (19)

where the combinatorial function F { x, (ν1 , . . . , νs ) , ( f v , 1 , . . . , f v ,s ) }
determines the number of possible arrangements of x free BBUs

in a LAG that is composed of s types of resources that are charac-

terised by the number of component resources ν and the virtual
k 
apacity of a single component resource f v ,k : 

F { x, (ν1 , . . . , νs ) , ( f v , 1 , . . . , f v ,s ) } = 

x ∑ 

x 1 =0 

. . . 

x −∑ s −2 
q =1 x q ∑ 

x s −1 =0 

×
{ [ 

s −1 ∏ 

k =1 

F (x k , νk , f v ,k ) 

] 

F (x −
s −1 ∑ 

l=1 

x l , νs , f v ,s ) 

} 

, (20)

here the function F ( x, ν , f ) is determined on the basis of the

ependence (17) . The idea of the construction of Formula (19) is

nalogous to Formula (16) . The numerator in the quotient of For-

ula (19) determines all unfavourable combinations of the occu-

ancy of the system, i.e., such combinations that do not make it

ossible to find t i BBUs in at least one component resource. The

enominator determines all possible combinations. 

.4. Model of the system of secondary resources 

In order to model the secondary resources system described in

ection 2.3 we apply the Hayward approach [19] based on a divi-

ion of the parameters of the system by the peakedness factor of

ffered traffic. Such an approach is used in [18] to model multi-

ervice state-independent non-separated secondary resources (i.e.

ne that consists of a single resource). A separation of secondary

esources results in the occurrence of state-dependence. The Hay-

ard approach to model state-dependent systems was proposed

or the first time in [55] , where a single-service system was con-

idered. Such an approach will be used in the present section to

 state-dependent multiservice system, i.e., to a LAG with elastic

raffic and with differentiated capacity of separated secondary re-

ources. As a result, applying the notation from Section 3.2 , the

ccupancy distribution (15) and the blocking probability (18) , will

e written in the following way: 

 P n ] V v , 0 /Z 0 = 

1 

min (n, V w, 0 ) 

r ∑ 

j=1 

m ∑ 

i =1 

R i, j 

Z i, j 

t i, j ξi, j (n − t i, j )[ P n −t i, j 
] V v , 0 /Z 0 , 

(21)

E i, j 

]
V v , 0 /Z 0 

= 

V v , 0 /Z 0 ∑ 

n =0 

{
1 − ξi, j ( n ) 

}
[ P n ] V v , 0 /Z 0 

, (22)

here the transition probability ξ i, j ( n ) is determined on the basis

f the modified (19) : 

i, j (n ) = 1 −
F { V v , 0 

Z 0 
− n, (ν1 , . . . , νs ) , (t i, j − 1 , . . . , t i, j − 1) } 

F { V v , 0 
Z 0 

− n, ( ν1 , . . . , νs ) , ( 
f v , 1 
Z 0 

, . . . , 
f v ,s 
Z 0 

) } . (23)

n Formulas (21) –(23) , the peakedness factors Z i, j are determined

n the basis of (14) . The parameter Z 0 is the so-called aggregated

eakedness factor. The latter results from the necessity of normal-

zation of the total virtual capacity of the system of secondary re-

ources V v , 0 / Z 0 which is offered a mixture of m call streams that

verflow from each of r primary resources. 

In the case of non-integer values of f v ,s / Z 0 in Eq. (23) ,

alculation of the transition probability ξ i, j ( n ) are performed

or the two integer values of the capacity of the sec-

ndary resources: V v , 0 , min /Z 0 = 

∑ s 
k =1 νk � f v ,k Z 0 � and V v , 0 , max /Z 0 =

 s 
k =1 νk � f v ,k Z 0 � . Subsequently, the occupancy distribution in the

econdary resources for two integer values of V v , 0 , min /Z 0 and

 v , 0 , max /Z 0 can be determined based on Eq. (21) . Then, for each

f the integer values V v , 0 , min /Z 0 and V v , 0 , max /Z 0 , the values of the

locking probability are determined (Formula (22) ). When we have

he values for blocking probabilities obtained for V v , 0 , min /Z 0 and

 v , 0 , max /Z 0 , we can apply linear interpolation to determine the

alue of blocking for the non-integer value V v , 0 / Z 0 . 
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Fig. 5. Blocking probability in System No. 1. 
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i.e., � f v ,s /Z � and � f v ,s /Z � (Formula 23 ). 
Each of the call streams that overflow from the primary re-

ources is characterised by its own coefficient Z i, j . In the article –

ccording to the idea proposed in [18] – the aggregate coefficient

 0 will be determined on the basis of the weighted average of the

eakedness coefficients of individual traffic classes Z i, j . The accom-

anying assumption is that the weight related to the participation

f each of the coefficients Z i, j in the aggregated peakedness coef-

cient Z 0 is directly proportional to the number of BBUs necessary

or offered traffic R i, j to be serviced: 

 0 = 

∑ r 

j=1 

∑ m 

i =1 
Z i, j 

R i, j t i, j ∑ r 
u =1 

∑ m 

l=1 R l,u t l,u 
. (24) 

ormulas (21) –(23) make it possible to determine all important

haracteristics of the overflow system with elastic traffic and dis-

ribution of secondary resources. 

.5. Algorithm for a determination of traffic characteristics of the 

verflow system 

The models presented in Sections 3.1, 3.2 and 4.4 make it pos-

ible to formulate the algorithm for calculation of the blocking

robability distribution and other important traffic characteristics

f multiservice elastic traffic streams offered to multiservice sys-

ems with distributed secondary resources. The algorithm can be

resented in the following steps: 

• determination of the occupancy distribution (Formula (9) ) and

the blocking probability (Formula (10) ) for call streams of all

traffic classes offered to primary resources, 

• determination, for all traffic classes, of the parameters of

overflow traffic (that overflows from the system of pri-

mary resources): the average value R i, j (Formula (11) ), vari-

ance σ 2 
i, j 

(Formula (13) ) and the peakedness coefficient Z i, j (For-

mula (14) ), 

• determination of the conditional transition probabilities ξ i, j ( n )

for each traffic class of traffic offered to the system of sec-

ondary resources (Formulas (19), (20) and (23) ), 

• determination of the occupancy distribution [ P ] V v , 0 /Z 0 
(For-

mula (21) ), blocking probabilities [ E i, j ] V v , 0 /Z 0 
(Formula (22) ) and

other characteristics of traffic streams of all classes in the sys-

tem of distributed secondary resources. 

The presented algorithm is characterized by a simple and clear

onstruction that makes its easy implementation possible. A nu-

erical example of modelling an exemplary system according to

he presented algorithm is given in Appendix A . 

.6. Comments 

The proposed method for the analysis of systems with traffic

verflow and distributed resources allows effective modelling at
he so-called call (session) level to be introduced. The basic char-

cteristics, obtained on the basis of the developed method, is a

etermination of the occupancy distribution in analysed systems,

.e. the probability of occupancy of a given amount of resources

Formula (21) ). By knowing the determined distribution, and on

he basis of Formula (22) , we can determine the blocking proba-

ilities [ E i, j ] V 0 /Z 0 
. In addition, it is also possible to determine the

oss probability for calls of appropriate classes as a ratio of the

umber of calls that have entered the system when blocking ap-

lies to all calls that have arrived within the observation time of

he system. The determined distribution in the system with traffic

verflow allows us to also determine the value of the traffic loss

robability for individual classes. Because the system is analysed

t the call (session) level, direct determination of traffic parame-

ers at the packet level is not possible. However, it should be noted

hat the possibility of expressing the amount of resources de-

anded at the packet level as the maximum bit rate or the equiva-

ent bandwidth at the call level allows us to dimension the system

by determining its capacity) in such a way as to include, for ex-

mple, acceptable packet delay, acceptable packet loss ratio, etc. 

The considered model of the systems with overflow traffic di-

ected to distributed secondary resources is an approximate model.

he process of dimensioning and determination of the blocking

robability in overflow systems is based on the approximation of

he Markov process in these systems by an appropriate analyti-

al model composed of accurate, or more frequently approximate,

omponent models of individual elements of the system. Such

n approach was already adopted in classical methods for mod-

lling single-service overflow systems (Equivalent Random Method

4] and Hayward Method [19] are approximated methods). In the

onsidered model, the following elements are determined in an ap-

roximate way: 

1. Conditional transition probabilities for a limited-availability

group are determined on the basis of combinatorial dependen-

cies (Formula (20) ); this probability is determined in an approx-

imate manner for both traffic with the parameter Z 0 = 1 , and

for Z 0 � = 1; 

2. The aggregate coefficient Z 0 is determined on the basis of the

weighted average of the peakedness coefficients of individual

traffic classes (Formula (24) ); 

3. Variance of overflow traffic, due to the method of decomposi-

tion of each of the primary resources V v , j into m fictitious re-

sources with the capacity V ∗
i, j 

(Formula (12) ; 

4. The blocking probability calculation in the overflow system, due

to the application of linear approximation for non-integer val-

ues of V 0 / Z 0 (Formula 22 ). 

5. Conditional transition probabilities for a limited-availability

group are determined for two nearest integer values of f v ,s /Z 0 ,
0 0 
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Fig. 6. Blocking probability in System No. 2. 

Fig. 7. Blocking probability in System No. 3. 

Fig. 8. Blocking probability in System No. 4. 
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5. A study on overflow systems with distributed secondary 

resources 

To evaluate the accuracy of the proposed model the results of

the analytical calculations were compared with the data provided

by the simulation experiments. For this particular purpose, a ded-

icated simulator of the considered networks at the call level was

constructed [56] . The approach to modelling of multiservice sys-

tems with traffic overflow at the call level adopted in this article

makes it possible to use it to determine traffic characteristics, e.g.

hierarchical wireless networks [1] , distributed data centres [2] , hy-

brid optical networks [17] , or the so-called parallel Internet [57] . 

The study involved systems consisting of primary resources

(modelled by FAGs) and a distributed secondary resource. The cal-

culations and simulation results presented in the article were ob-

tained for the systems that are summarized in Table 1 . Table 1 also

presents the structure and nature of offered traffic for each of

the primary resources. The assumption was that the propor-

tion of offered traffic A 1 , 1 t 1 , 1 : A 2 , 1 t 2 , 1 : . . . : A m,r t m,r was equal to

o  

o  
 : 1 : . . . : 1 . If the virtual capacity is the same as the real capacity

 V w, j = V v , j ), the virtual capacity is denoted as “−−” in Table 1 . 

The results of the calculations and simulations obtained for the

ystems with the parameters presented in Table 1 are shown in

igs. 5–10 . The results are expressed in dependence on the value

f traffic a offered to one BBU of the entire overflow system: 

 = 

∑ m 

i =1 

∑ r 

j=1 
A i, j t i, j / 

(∑ s 

k =1 
νk f w,k + 

∑ r 

j=1 
V w, j 

)
. (25)

The results of the analytical calculations were compared with

he data obtained in digital simulation that took into account a

andom algorithm for secondary resources selection for call ser-

ice. The results of the simulation are presented in Figs. 5–10 in

he form of appropriately marked points with 99% confidence in-

erval calculated after the t -Student distribution for the number of

en series. The results presented in Figs. 5–10 allow us to deter-

ine the influence of various parameters of the considered sys-

ems on accuracy of the analytical model, i.e., the structure of pri-

ary resources, the structure of secondary resources, the number

f offered traffic classes, the value of required resources for calls

f particular classes and the influence of elastic traffic (compres-
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Fig. 9. Blocking probability in System No. 5. 

Table 1 

Analysed overflow systems. 

Primary Offered traffic Secondary 

No. j V w, j V v , j t 1, j μ1, j t 2, j μ2, j t 3, j μ3, j k νk f w,k f v ,k 

1 1 16 −− 1 1 2 1 1 3 16 −−
2 16 −− 1 1 2 1 

3 16 −− 1 1 2 1 

2 1 16 24 1 1 2 1 1 3 16 −−
2 16 24 1 1 2 1 

3 16 24 1 1 2 1 

3 1 10 −− 1 1 3 1 1 2 10 −−
2 10 −− 1 1 3 1 2 2 5 −−
3 10 −− 1 1 3 1 

4 10 −− 1 1 3 1 

5 10 −− 1 1 3 1 

4 1 10 15 1 1 3 1 1 2 10 15 

2 10 15 1 1 3 1 2 2 5 8 

3 10 15 1 1 3 1 

4 10 15 1 1 3 1 

5 10 15 1 1 3 1 

5 1 20 −− 1 1 2 1 3 1 1 4 8 12 

2 30 −− 1 1 2 1 3 1 2 3 12 18 

3 40 −− 1 1 2 1 3 1 

6 1 30 60 1 1 3 1 8 1 1 4 20 30 

2 30 60 1 1 3 1 8 1 2 3 15 20 

3 30 60 1 1 3 1 8 1 

Fig. 10. Blocking probability in System No. 6. 
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ion). On the basis of the obtained results and taken into account

he results presented in [18] and [42] it can be stated that the ac-

uracy of the model does not deviate much from: (1) the accuracy

chieved by models without distributed secondary resources and

ithout elastic traffic, and (2) is comparable with the accuracy of

he LAG model for Erlang traffic. 

The presented method for a determination of traffic character-

stics for multiservice overflow systems with distributed resources

s an approximated method. However, it should be stressed that

he characteristics of even the most simple single-service overflow

ystems are determined on the basis of approximate methods in

hich the accuracy is comparable to that obtained by the model
roposed in the article. According to authors’ best knowledge, the

odel proposed in the article is the only model that describes such

 complex overflow system. Therefore, the accuracy obtained in the

tudy, comparable to the accuracy of overflow models without dis-

ributed resources and without elastic traffic, affirms the virtue and

iability of the proposed solution. 

. Summary 

This article proposes a model of a multiservice overflow system

ith distributed secondary resources servicing overflow traffic. The

odel proposes a new approach to the analysis of complex state-
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E = 0 . 003025 , E = 0 . 054029 
dependent multiservice systems that are offered a mixture of elas-

tic overflow traffic with peakedness factors higher than unity. The

approach consists in taking into account a possibility of servicing

elastic traffic both in primary and secondary resources and is based

on the application of the Hayward approach to modelling of state-

dependent systems, in particular on a division of the value of the

traffic intensity and the structural parameters of the system by the

peakedness factors of corresponding classes of offered traffic. Such

an approach is used in the article to model a system of distributed

secondary resources. The results of the comparison of the analyti-

cal calculations with the results of the simulation experiments in-

dicate high accuracy of the proposed model. The proposed model

provides an opportunity for further research in the field, in par-

ticular one that is focused on modelling of other, complex, state-

dependent multiservice systems to which elastic overflow traffic is

offered. The focus of our future studies will be to develop an an-

alytical model of an overflow system with distributed secondary

resources that services independent traffic streams with any kind

of distribution. 

Appendix A. Numerical example 

The section contains the numerical results of the calculation

process according to the proposed method of analytical modelling

of overflow systems, for System No. 4. The presented results were

obtained for the value of traffic a = 0 . 8 Erlang offered per single

BBU of the entire overflow system. The system consists of three

primary resources with the same structure. Consequently, the fol-

lowing results are presented for one primary resource, denoted by

x , where x = 1 , 2 , 3 . The primary resource x with the real capacity

f w,x = 10 BBUs and the virtual capacity f v ,x = 15 BBUs is offered

two traffic classes with the following parameters: A 1 ,x = 8 Erlang,

 1 ,x = 1 BBU, A 2 ,x = 2 . 66(6) Erlang, t 2 ,x = 3 BBUs. 

The calculation process is as follows. 

1. Calculation of the occupancy distribution in the primary re-

source x (Formula (9) ): 

{ [ P n ] 15 } = { 3 . 290966769729 E − 05 , 0 . 0 0 0263277345 , 

0 . 001053109397 , 0 . 002896050884 , 

0 . 006318656553 , 0 . 011794825697 , 

0 . 019587835734 , 0 . 029607420199 , 

0 . 041402246513 , 0 . 054213407250 , 

0 . 0 67056 6 62959 , 0 . 086767128871 , 

0 . 112784430578 , 0 . 143872876973 , 

0 . 184512007425 , 0 . 237837153947 } 
2. Calculation of the blocking probability E (Formula (18) ) and the

value of overflow traffic R (Formula (11) ) in primary group x : 

Class 1: E 1 ,x = 0 . 238 , R 1 ,x = 1 . 903 

Class 2: E 2 ,x = 0 . 144 + 0 . 184 + 0 . 238 = 0 . 566 , R 2 ,x = 1 . 510 

3. Calculation of the capacity V 

∗ of the fictitious resources (For-

mula (12) ): 

V ∗
1 ,x 

= 7 . 966 

V ∗2 ,x = 1 . 663 

4. Calculation of the variance of the overflow traffic (For-

mula (13) ): 

σ 2 
1 ,x 

= 3 . 588 

σ 2 
2 ,x = 1 . 902 

5. Determination of the peakedness coefficients (Formula (14) ): 

Z 1 ,x = 1 . 886 

Z 2 ,x = 1 . 260 

6. Calculation of the aggregated peakedness coefficient Z 0 (For-

mula (24) ): 

Z 0 = 0 . 099 · 1 . 886 + 0 , 235 · 1 . 260 + 0 . 099 · 1 . 886 + 0 , 235 ·
1 . 260 + 0 . 099 · 1 . 886 + 0 , 235 · 1 . 260 = 1 . 445 
7. Determination of the parameters of the secondary resources: 

f v , 1 , min = 

⌊ 

f v , 1 
Z 0 

⌋ 

= 10 , f v , 2 , min = 

⌊ 

f v , 2 
Z 0 

⌋ 

= 5 

V v , 0 , min = 

∑ 2 
j=1 ν j f v , j, min = 30 , V w, 0 , min = 

∑ 2 
j=1 ν j f w, j, min = 18 

f v , 1 , max = 

⌈ 

f v , 1 
Z 0 

⌉ 

= 11 , f v , 2 , max = 

⌈ 

f v , 2 
Z 0 

⌉ 

= 6 

V v , 0 , max = 

∑ 2 
j=1 ν j 

⌈ 

f v , j 

Z 0 

⌉ 

= 34 , V w, 0 , max = 

∑ 2 
j=1 ν j 

⌈ 

f w, j 

Z 0 

⌉ 

= 20 

8. Calculation of the conditional transition probability ξ i ( n ) for the

secondary resources withe following parameters: V v , 0 , min = 30 ,

V w, 0 , min = 18 , ν1 = 2 , f v , 1 , min = 10 , ν2 = 2 , f v , 2 , min = 5 : 

∀ 0 ≤n ≤21 ξi (n ) = 1 

n ξ1 (n ) ξ2 (n ) n ξ1 (n ) ξ2 (n ) n ξ1 (n ) ξ2 (n ) 

22 1 0.9931 25 1 0.7143 28 1 0 

23 1 0.9643 26 1 0.4571 29 1 0 

24 1 0.878 27 1 0.2 30 0 0 

9. Calculation of the occupancy distribution in the secondary re-

sources with the capacity V v , 0 , min = 30 (Formula (21) ): 

{ [ P n ] 30 } = { 0 . 0 01240 , 0 . 0 03754 , 0 . 0 05682 , 0 . 010192 , 

0 . 017836 , 0 . 023056 , 0 . 029955 , 0 . 040439 , 

0 . 046389 , 0 . 051505 , 0 . 059212 , 0 . 061785 , 

0 . 0 61884 , 0 . 0 63542 , 0 . 0 61344 , 0 . 056882 , 

0 . 053600 , 0 . 04 846 8 , 0 . 042239 , 0 . 039225 , 

0 . 035642 , 0 . 031306 , 0 . 028771 , 0 . 026198 , 

0 . 023167 , 0 . 021019 , 0 . 018674 , 0 . 015331 , 

0 . 011575 , 0 . 007062 , 0 . 003025 } 
0. Calculation of the conditional transition probability ξ i ( n ) for the

secondary resources withe following parameters: V v , 0 , max = 34 ,

V w, 0 , max = 20 , ν1 = 2 , f v , 1 , max = 11 , ν2 = 2 , f v , 2 , max = 6 : 

∀ 0 ≤n ≤25 ξi (n ) = 1 

n ξ1 (n ) ξ2 (n ) n ξ1 (n ) ξ2 (n ) n ξ1 (n ) ξ2 (n ) 

26 1 0 .9936 29 1 0 .7143 32 1 0 

27 1 0 .9661 30 1 0 .4571 33 1 0 

28 1 0 .881 31 1 0 .2 34 0 0 

1. Calculation of the occupancy distribution in the secondary re-

sources with the capacity V v , 0 , max = 34 (Formula (21) ): 

{ [ P n ] 34 } = { 0 . 0 01265 , 0 . 0 03830 , 0 . 0 05796 , 0 . 010397 , 

0 . 018196 , 0 . 023520 , 0 . 030559 , 0 . 041254 , 

0 . 047323 , 0 . 052543 , 0 . 060405 , 0 . 063030 , 

0 . 063131 , 0 . 064822 , 0 . 062580 , 0 . 058028 , 

0 . 0546 80 , 0 . 04 9445 , 0 . 043090 , 0 . 037909 , 

0 . 032406 , 0 . 028145 , 0 . 024706 , 0 . 021217 , 

0 . 018391 , 0 . 016108 , 0 . 013881 , 0 . 012020 , 

0 . 010507 , 0 . 009030 , 0 . 007630 , 0 . 006147 , 

0 . 0 04409 , 0 . 0 02548 , 0 . 0 01049 } 
2. Calculation of the blocking probability in the secondary re-

sources (Formula (22) ): 

• Blocking probability in the secondary resources with the ca-

pacity 
V v , 0 , min 

Z 0 
: 
1 ,x, min 2 ,x, min 
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• Blocking probability in the secondary resources with the ca-

pacity 
V v , 0 , max 

Z 0 
: 

E 1 ,x, max = 0 . 001049 , E 2 ,x, max = 0 . 021393 

3. Calculation of the final blocking probability using linear approx-

imation for non-integer values of V 0 / Z 0 : 

E i,x = E i,x, min + 

(E i,x, max − E i,x, min )(V v , 0 /Z 0 − V v , 0 , min ) 

V v , 0 , max − V v , 0 , min 

E 1 ,x = 0 . 003025 + (0 . 001049 − 0 . 003025)(31 . 83524 − 30) / 

(34 − 30) = 0 . 002118 

E 2 ,x = 0 . 054029 + (0 . 021393 − 0 . 054029)(31 . 83524 − 30) / 

(34 − 30) = 0 . 039055 

4. Simulation results: 

E 1 ,x = 0 . 002399 ± 0 . 000022 

E 2 ,x = 0 . 0033964 ± 0 . 000130 
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42] M. Głąbowski, M. Stasiak, Multi-rate model of the group of separated trans-

mission links of various capacities, in: J. de Souza, P. Dini, P. Lorenz (Eds.),

Telecommunications and Networking - ICT 2004, Lecture Notes in Computer
Science, vol. 3124, Springer Berlin Heidelberg, 2004, pp. 1101–1106, doi: 10.

1007/978- 3- 540- 27824- 5 _ 143 . 
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[57] A. Kaliszan, S. Hanczewski, M. Głąbowski, M. Stasiak, P. Zwierzykowski, Rout-

ing and control plane in the parallel internet IPv6 qos, in: Proceedings of
the 8th IEEE, IET International Symposium on Communication Systems, Net-

works and Digital Signal Processing (CSNDSP 2012), Poznañ, Poland, 2012,

doi: 10.1109/CSNDSP.2012.6292770 . 
[58] M. Głąbowski, S. Hanczewski, M. Stasiak, Modelling of cellular networks with

traffic overflow, Math. Prob. Eng. 2015 (2015) . Article ID 286490. [Online].
doi: 10.1155/2015/286490 . 

http://dx.doi.org/10.1109/TII.2012.2188902
http://dx.doi.org/10.2478/v10006-011-0045-7
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0046
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0046
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0046
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0046
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0046
http://dx.doi.org/10.1109/90.944338
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0048
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0048
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0048
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0049
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0049
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0050
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0050
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0051
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0051
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0052
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0052
http://refhub.elsevier.com/S1389-1286(16)30267-5/sbref0052
http://dx.doi.org/10.1109/EURCON.2007.4400605
http://dx.doi.org/10.1109/CSNDSP.2012.6292770
http://dx.doi.org/10.1155/2015/286490
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