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In this paper, we propose a dynamic model of malware propagation in scale-free networks (SFNs) based 

on a rumor spreading model. The proposed model, which is called the susceptible–exposed–infectious–

recovered–susceptible with a vaccination state (SEIRS-V) model, illustrates the dynamics of malware 

propagation with respect to time in SFNs. The model considers the impact of software diversity to halt 

the outbreak of malware in networks. Using the SEIRS-V model, we derive the basic reproductive ratio 

that governs whether or not a malware is extinct. Furthermore, we calculate the number of diverse soft- 

ware packages installed on computer nodes that can be introduced as a parameter to prevent malware 

spreading. We accomplish the systematic analysis of the model and represent the local and global stabil- 

ity of malware-free equilibrium. Using numerical simulations, we examine the theoretical analysis. The 

effects of diversification and vaccination on the model are investigated. Simulation results demonstrate 

that the model is more effective than other existing models of malware propagation, in terms of reducing 

the density of infected node. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

With the advent and development of Internet technology dur-

ng the past decades, the threats of malware and rumor become

ore serious. These threats can damage network security and so-

ial network safety. Malware, such as worms and viruses, are re-

erred to as a crucial threat to confidentiality, integrity, and avail-

bility (CIA) of computer applications on the Internet. Moreover,

umor spreading can cause important consequences such as pub-

ic panic and economic losses [1] . From the security viewpoint,

he rumor spreading phenomenon is similar to malware propaga-

ion, in which all the informed nodes diffuse rumor by informing

heir neighbor nodes [2] . The existing models of rumor spreading

re mostly obtained from the models of epidemic models [3] . The

ore realistic models of spreading processes are observed in real-

orld complex networks (e.g., Internet, world wide web (WWW),

itation networks, online social networks and so on). Researches

ave shown that these networks have power-law degree distribu-

ion and heterogeneous network topology [4] . These networks are

ften referred to as scale-free networks (SFNs). 
∗ Corresponding author. Fax: + 98 21 73021480. 
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Most of the network nodes are running “the same software

pplications”, which is called monoculture [5] . The monoculture

etworks share similar security vulnerabilities that facilitate the

utbreak of malware [6] . Thus, the network malware exploit com-

on vulnerabilities of software application to attain fast malware

preading. Due to security concerns of common vulnerabilities in

dentical applications, software diversity received much attention

s cyber defense mechanisms in the real-world networks. Diver-

ification generates different variants of applications by applying

utomatic program transformations, which preserve the functional

ehavior [5] . Using software diversity, we can reduce the virulence

f malware and the efficiency single attacks in SFNs. Furthermore,

e apply vaccination as an active defense approach to prevent

he outbreak of infectious malware. The node vaccination leads to

mmunized nodes against malware infection. The vaccinated node

annot become infected again. We emphasize that node vaccina-

ion and software diversity together can terminate malware propa-

ation in SFNs. This paper describes a malware propagation model

ccording to the rumor spreading model, which is introduced in

7] . Unlike other models, our model considers the impact of soft-

are diversity with the assignment of distinct software packages

o network nodes. 

Our contributions in this paper are as follows. First, based

n the rumor spreading model, we present a malware propaga-

ion model that considers software diversity. We investigate the

http://dx.doi.org/10.1016/j.comnet.2016.08.010
http://www.ScienceDirect.com
http://www.elsevier.com/locate/comnet
http://crossmark.crossref.org/dialog/?doi=10.1016/j.comnet.2016.08.010&domain=pdf
mailto:so_hosseini@iust.ac.ir
mailto:azgomi@iust.ac.ir
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1 Represents the nodes that receive the rumor, but forget it and later can remem- 

ber it again. 
effectiveness of the model through extensive simulations and study

the effects of different parameters such as diversification and vac-

cination in reducing the outbreak of malware. Second, we analyze

dynamical behaviors of the model, and obtain the malware-free

equilibrium point. Also, we derive the important parameters such

as the basic reproductive ratio and the critical number of diverse

software packages, to control malware propagation in the network.

The rest of the paper is organized as follows. In Section 2 , we

briefly review related work. In Section 3 , we model malware prop-

agation according to the rumor spreading model in SFNs with con-

sidering software diversity. In Section 4 , we analyze the dynamics

of the model and discuss the stability of the malware-free equi-

librium. In Section 5 , we represent a set of numerical simulations

supporting our theoretical analysis, and study the impacts of soft-

ware diversity and vaccination on the infected nodes. Finally, in

Section 6 , we conclude the paper with some future directions. 

2. Related work 

During the past few years, there has been serious attention in

modeling and studying the spreading dynamics in complex net-

works. The studies have shown that many real-world complex net-

works, such as Internet, WWW, social networks and biological net-

works demonstrate heterogeneous topological properties such as

scale-free distribution of degree and small world properties (high

clustering and short average path length) [8] . These kinds of net-

works are often referred to as SFNs, which display power-law de-

gree distribution p(k ) ∼ k −γ (2 < γ ≤ 3) [4] . In these networks, a

few nodes (i.e., hubs) are linked to many other nodes, and a large

number of poorly connected elements [4] . Many researchers have

explained how the properties of networks influence the dynamical

process occurring in real-world complex networks. 

One of the most dynamical processes on these networks is the

epidemic propagation. Studies of epidemic propagation have been

done by many researchers [9] . There are two typical models to

describe the epidemic propagation. The first epidemic model for

dynamic process is the two-state susceptible-infectious-susceptible

(SIS) model. In the susceptible state, the nodes are vulnerable to

infection. In the infectious state, the nodes are already infected and

can attack other vulnerable nodes. The SIS is the model where the

susceptible nodes can become infected and the infected nodes can

recover and come back to the susceptible state again [10] . The sec-

ond model is the three-state susceptible-infectious-recovered (SIR)

model, which is called Kermack–Mckendrick (KM) model [9,11] .

The SIR epidemic model explains the epidemic that the infected

nodes can become recovered or deadly. This model describes a

new recovered state in comparison with the SIS model. The out-

break of the epidemic on complex networks has also been inves-

tigated with the other models, such as the SIRS model [12] , SEIR

model [13] , SEIRS model [14] and etc. The SEIR epidemic model

is a variation of the SIR epidemic model including the impacts of

exposed ( E ) nodes, which have been infected by the malware but

cannot yet propagate it [13] . Kuznetsov et al. [15] presented the

numerical bifurcation analysis of SIR and SEIR epidemic models

with periodic contact rate. They demonstrated that the parametric

portrait of the SEIR epidemic model undergoes considerable struc-

tural changes when the latent period is modified [15] . Sanatinia

et al. [16] applied an epidemiological approach, combined with ex-

perimental war-driving measurements to study the speed of infec-

tions propagation with distinct population and demographics. Due

to the significant similarity between malware propagation and in-

fectious diseases spreading, epidemic models have been applied in

the malware propagation modeling. 

Another dynamical process is the rumor spreading. Rumor

spreading is also similar in nature as epidemic propagation [2] . The

majority of the existing models of rumor propagation are variants
f SIR epidemic models [17] . Based on the SIR model, Daley and

endall [18] introduced a classical rumor spreading model, which

as called the DK model. In DK model, homogeneous population

s categorized into three groups [19] : ignorant, spreaders and stifler .

hen a spreader communicates with an ignorant, the ignorant be-

omes a spreader and when a spreader communicates a stifler, the

preader transits into a stifler [20] . Maki and Thomson [21] pro-

osed the MK model of rumor spreading, which is a variant of

he DK model. In the MK model when a spreader contacts another

preader only the initiating spreader becomes a stifler [22] . The

K and MK models have been applied widely for rumor spread-

ng modeling, but serious weakness of these models is that they

ave not taken into account the topological properties of the com-

lex networks [23] . With considering scale-free network topology

tructure, we introduced a new dynamic model of rumor spreading

7] . The introduced model was a variant of epidemic models. 

Diffusion of software monocultures in real-world networks is

onsidered to be a great threat to network security. Software diver-

ity breaks up the impacts of the software monoculture [24] , and

or an attacker is very difficult to be able to design a unique at-

ack to exploit common vulnerabilities in the software applications

5] . Software diversity is to produce various types of software with

dentical behavior (semantics) but with different structures. Thus,

oftware diversity can change many of the existing approaches to

oftware systems security. It will create the communication area

nd computer network safer. The results in [25] showed that di-

ersity could decrease the virulence of malware such as worms,

hey assigned different software packages to network nodes in or-

er to reduce the total number of nodes an attacker could attack

sing a single attack. 

. A dynamical model for malware propagation 

In this section, we utilize and modify the proposed ru-

or spreading model in [7] to model malware propagation in

FNs with considering diversification. Here, we introduce the

usceptible-exposed-infectious-recovered-susceptible with a vacci-

ation (SEIRS-V) model to describe the dynamics of malware prop-

gation. For modeling malware propagation, we will change the

roposed rumor spreading model by (1) ignoring the hibernator 1 

tate in the model, because forgetting and remembering mecha-

isms apply in rumor spreading process; (2) adding transmission

rom recovered state to susceptible state. Also, we assign diverse

oftware packages to nodes on the network to reduce the outbreak

f malware and prevent the exploit of software vulnerability by a

alware. In the following, we describe the SEIRS-V model and for-

ulate it. 

.1. Model description 

The principle of SEIRS-V rumor spreading model for malware

ropagation on scale-free networks is as follows. Considering a

etwork shown as a graph with N nodes and M links (edges) rep-

esenting the nodes and their connections. At each time step, each

ode adopts one of five possible states: 

(1) Susceptible (S) : The nodes in this state are vulnerable to mal-

ware infection, can become infected when connecting to an

infected node. ( Susceptible , similar to ignorant state in the

rumor spreading model.) 

(2) Exposed (E) : The nodes in this state are exposed to the mal-

ware infection but do not show any noticeable symptoms,

generally; the nodes have non-activated malware codes.
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Fig. 1. The state transition diagram of the model. 
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( Exposed , similar to lurker 2 state in the rumor spreading

model.) 

(3) Infectious (I) : The nodes in this state propagate the malware

infection, and transmit it to all their neighbors. ( Infectious ,

similar to spreader state in the rumor spreading model.) 

(4) Recovered (R) : The nodes in this state are recovered from

the malware by anti-virus software ( Recovered , similar to sti-

fler1 3 state in the rumor spreading model.) 

(5) Vaccinated (V) : The nodes in this state have been vaccinated

and immunized to the malware infection. ( Vaccinated , simi-

lar to stifler2 4 state in the rumor spreading model.) 

In this model, we consider software diversity on the net-

ork to reduce the malware propagation speed. For controlling

he malware spreading, C diverse software packages are assigned

o the network nodes randomly. With the assignment of distinct

oftware packages, the nodes acquire different binary codes in the

etwork, i.e., nodes with the same type share the exploitable vul-

erability while nodes with various types have no common vul-

erability. Each diverse software package equal to a different color

 c = 1 , 2 , 3 , . . . , C for 1 ≤ C � N ), N is denoted network size, in

 = 1 , we have no diversity, which is called monoculture. 

Fig. 1 shows state transition diagram of the model. 

As shown in Fig. 1 , the states of susceptible, exposed, infected,

ecovered and vaccinated in the network follow the rules: 

(1) When a susceptible node connects to an infected node of the

same type, the susceptible node becomes an exposed node

with probability λ, namely malware propagation rate. Gen-

erally, the malware infection can spread from every infected

node to one of its susceptible neighbors of the same type. 

(2) After elapsing exposure time, the exposed node can be-

come an infected node with probability ε; or can transmit

to the vaccinated state at the probability α before malware

code activation with taking countermeasures, e.g., patch-

ing, intrusion-detection system (IDS), or anti-virus software

[26] . 

(3) When an infected node is connected to another infected

node the same type cannot spread infection because both

of them are infectious, also the infected node can become

recovered at a probability γ . In the rumor spreading pro-

cess, when two spreaders (infected nodes) of the same type
2 Represents the nodes that receive the rumor, but willing to spread the rumor 

ecause they require active effort to discern between true and false. 
3 Represents the nodes that accept the rumor but lose tendency to spread it. 
4 Represents the nodes that never accept the rumor and transmit this rumor 

gain. 

 

 

 

 

 

connect together, both receive two fragments of information,

which are not inconsistent, so they stop propagation, i.e. in

the malware propagation process, when the neighbors of an

infected node are infected or immunized, thus it becomes

isolated and cannot spread malware infection. 

(4) The nodes are partially recovered and can become suscep-

tible again with probability δ by malware within or out-

side the environment because of updated anti-virus without

patching and loophole plugging [27] . As shown in Fig. 1 , the

recovered nodes can transfer into the susceptible state and

become vulnerable to the malware infection. While the vac-

cinated nodes are immunized to the malware infection and

do not get the malware infection. 

Here, we consider leaving and joining nodes that are propor-

ional to the density of nodes of degree k with the joining rate �

nd leaving rate μ, also, joins are balanced by leaves and thus the

otal number of nodes stays time invariant. Since join is equalized

y leave, and the joining or leaving of a node or an edge only takes

 small proportion in the network topology, hence, this is reason-

ble simplification in our model. Table 1 shows all the notations

sed in the malware propagation model. 

Suppose that the population density of nodes at each time

tep is equal to N k,c (t) = S k,c (t) + E k,c (t) + I k,c (t) + R k,c (t) + V k,c (t) ,

ach subset has N k, c ( t )/ C nodes at the time t , which is known a

onoculture subgraph. 

An important issue in modeling is the assumptions applied to

implify and solve the model. The model has the following as-

umptions: 

1. Network topology is based on the Barabási–Albert (BA) with

considering clustering. 

2. The assignment of diverse software package (color) to each

node is done randomly. 

3. We consider the number of 10 0 0 nodes in our experiments

( N = 10 0 0). 

4. The total number of nodes remains time invariant; that

is, joins are balanced by leaves, thus � = μ and N k,c (t) =
S k,c (t) + E k,c (t) + I k,c (t) + R k,c (t) + V k,c (t) ≡ 1 . 

5. We consider the same leaving rate ( μ) for each node. 

6. In the beginning of the malware propagation process, all

nodes are susceptible apart from a number of infected nodes

(e.g. 100 nodes), acting as the “seed”. The selection of initial

infected nodes determines the malware propagation strat-

egy. If the nodes are randomly selected to start the propa-

gation process, the malware spreading strategy will be ran-

dom. 
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Table 1 

The notations of the model. 

Notation Description 

S k, c ( t ) The density of susceptible nodes of degree k and type c at the time t . 

E k, c ( t ) The density of exposed nodes of degree k and type c the at the time t . 

I k, c ( t ) The density of infected nodes of degree k and type c the at the time t . 

R k, c ( t ) The density of recovered nodes of degree k and type c at the time t . 

V k, c ( t ) The density of vaccinated nodes of degree k and type c at the time t . 

C The diversification rate; C = 1,2,3,…., c. 

λ The malware propagation rate each infected node of type c. 0 < λ ≤ 1 

ɛ The transmission rate from exposed node to infected node of the same type . 0 < ɛ ≤ 1 

γ The transmission rate from infected node to recovered node of the same type. 0 < γ ≤ 1 

α The transmission rate from exposed node to vaccinated node of the same type. 0 < α ≤ 1 

δ The transmission rate from recovered node to susceptible node of the same type. 0 < δ ≤ 1 

� > 0 The joining rate or logging into network. 

μ > 0 The leaving rate, which may occur in each of the states with the same proportion by crashing of nodes. 
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7. For increasing the accuracy of the simulations, every experi-

ment is performed by 20 runs on average. 

3.2. Model formulation 

To investigate the dynamics of malware propagation according

to the rumor spreading process, a mathematical model of the sys-

tem is introduced. The model is analytically solved and simulated.

In the following, we introduce the analytical model for modeling

malware propagation. 

We model malware propagation in SFNs with N nodes of ( C

≥ 1) types, we consider diversity with ( C > 1). The infectivity of

each node is proportional to its degree and applying C diverse soft-

ware packages, thus the rate of infection propagation will be λ k 
C .

We have I(t) = 

∑ ∞ 

k = m 

I k,c P (k ) ; the parameter I k,c denotes the den-

sity of infected nodes of degree k and type c. m is the minimum

degree in network topology and P ( k ) denotes the probability that

a node has the degree k . Since, on average, a node of degree k

has k/c neighbors of the same type, 
∑ ∞ 

k = m ( k/c ) P(k ) I k,c (t) 

〈 k 〉 /c 
denotes the

probability that a connection from a node exists to an infected

node of the same type. The mean degree is 〈 k 〉 = 

∑ 

k k P (k ) =
P (1) + 2 P (2) + 3 P (3) + . . . + k max P ( k max ) , the mean degree of each

subgraph with considering diversity is equal to 〈 k 〉 / c . Diversity in-

creases the number of monoculture sub-graphs and reduces mal-

ware propagation. At each time step, newly infected nodes of type

c will be able to infect their susceptible neighbors with the same

type (with the same software packages) because of the exploitabil-

ity of common vulnerability by a malware, then some of them

transfer into the exposed state and leave the susceptible state. 

Thus, we will have: 

λ

c 
k S k ( t ) 

∑ ∞ 

k = m 

( k/c ) P ( k ) I k,c ( t ) 

〈 k 〉 /c 
. (1)

When an attack occurs, the density of the susceptible nodes trans-

mitting to the exposed state will be decreased ( Eq. (1) ), also the

recovered nodes can transmit into the susceptible state with prob-

ability δ. By considering the joining and the leaving rates in this

state, we will have the following equation for the susceptible

state: 

d S k,c ( t ) 

dt 
= � − λ

c 
k S k,c ( t ) 

∑ ∞ 

k = m 

( k/c ) P ( k ) I k,c ( t ) 

〈 k 〉 /c 

+ δR k,c ( t ) − μ S k,c ( t ) . (2)

The density of susceptible nodes, which has been attacked

them, will be added to the density of exposed nodes ( Eq. (1) ). The

exposed nodes of type c will be infected after elapsing latency time

and then will start to infect their susceptible neighbors of the same

type with probability ɛ . Using anti-virus countermeasures, the ex-

posed nodes can transfer into the vaccinated state with rate α. By
onsidering the leaving rate μ in this state, the following equation

or exposed state will be as follows: 

d E k,c ( t ) 

dt 
= 

λ

c 
k S k,c ( t ) 

∑ ∞ 

k = m 

( k/c ) P ( k ) I k,c ( t ) 

〈 k 〉 /c 

− ε E k,c ( t ) − α E k,c ( t ) − μE k,c ( t ) . (3)

The density of infected nodes is increased by the density of ex-

osed nodes of the same type at the time t with probability ɛ .
hen an infected node connects to another infected node or a

ecovered node or a vaccinated node of the same type, the initi-

ting infected node becomes a recovered node with probability γ ,

hen we have the reduction of the density of infected nodes. By

onsidering the leaving rate μ in this state, we will determine the

ollowing equation for infected state: 

d I k,c ( t ) 

dt 
= ε E k,c ( t ) − γ k I k,c ( t ) 

×
∑ ∞ 

k = m 

( k/c ) P ( k ) 
[
I k,c ( t ) + R k,c ( t ) + V k,c ( t ) 

]
〈 k 〉 /c 

− μ I k,c ( t ) . (4)

As stated earlier, the infected nodes will be recovered at rate

f γ with antivirus software, thus the density of recovered nodes

ill be increased. Furthermore, they will be decreased when the

ecovered nodes of type c transfer into the susceptible state of the

ame type with probability δ due to updates of virus-bases or re-

nstalling operating system [26] . By considering the leaving rate μ
n this state, the following equation for recovered state will be as

ollows: 

d R k,c ( t ) 

dt 
= γ k I k,c ( t ) 

∑ ∞ 

k = m 

( k/c ) P ( k ) 
[
I k,c ( t ) + R k,c ( t ) + V k,c ( t ) 

]
〈 k 〉 /c 

− δR k,c ( t ) − μ R k,c ( t ) . (5)

The density of vaccinated nodes will be increased, when the ex-

osed nodes transit into the vaccinated state before malware code

ctivation. The transmission rate from exposed state to vaccinated

tate of the same type will be α . By considering the leaving rates

in this state, we will have the following equation for the vacci-

ated state: 

d V k,c ( t ) 

dt 
= α E k,c ( t ) − μ V k,c ( t ) . (6)

In summary, the differential equations of the SEIRS-V model are

s follows: 

d S k,c ( t ) 

dt 
= � − λ

c 
k S k,c ( t ) 

∑ ∞ 

k = m 

( k/c ) P ( k ) I k,c ( t ) 

〈 k 〉 /c 

+ δR k,c ( t ) − μ S k,c ( t ) 

d E k,c ( t ) 

dt 
= 

λ

c 
k S k,c ( t ) 

∑ ∞ 

k = m 

( k/c ) P ( k ) I k,c ( t ) 

〈 k 〉 /c 
− ε E k,c ( t ) 

− α E k,c ( t ) − μE k,c ( t ) 
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d I k,c ( t ) 

dt 
= ε E k,c ( t ) − γ k I k,c ( t ) 

×
∑ ∞ 

k = m 

( k/c ) P ( k ) 
[
I k,c ( t ) + R k,c ( t ) + V k,c ( t ) 

]
〈 k 〉 /c 

− μ I k,c ( t )

d R k,c ( t ) 

dt 
= γ k I k,c ( t ) 

∑ ∞ 

k = m 

( k/c ) P ( k ) 
[
I k,c ( t ) + R k,c ( t ) + V k,c ( t ) 

]
〈 k 〉 /c 

−δR k,c ( t ) − μ R k,c ( t ) 

d V k,c ( t ) 

dt 
= α E k,c ( t ) − μ V k,c ( t ) . (7

The initial conditions for model of Eq. (7) are as follows: S k, c >

, E k, c ≥ 0, I k, c ≥ 0, R k, c ≥ 0, V k, c ≥ 0, for any k = 1 , 2 , ...n, c =
 , 2 , . . . C and t ≥ 0. 

Summing up the five equations of model of Eq. (7) , we can get

he following equation 

d N ( t ) 

dt 
= � − μ N ( t ) . (8) 

Hence: S k,c + E k,c , + I k,c + R k,c + V k,c ≤ �
μ , where � = μ. 

The feasible region for model of Eq. (7) is U =
 ( S k,c , E k,c , I k,c , R k,c , V k,c ) ∈ �5 + : S k,c + E k,c , + I k,c + R k,c + V k,c ≤
 , k = 1 , 2 , ... n, c = 1 , 2 , . . . C} is a positive invariant set for model

f Eq. (7) , and it is sufficient to study the dynamics of model of

q. (7) in U . 

. Dynamical analysis of the model 

Mathematical analysis can make suitable theoretical foundation

or predicting malware spreading. In this section, we will obtain

he equilibria of model of Eq. (7) and determine dynamical behav-

ors of the model. We calculate the basic reproductive ratio and the

umber of diverse software packages required to prevent malware

ropagation. Also, we discuss the local and global stability of the

odel malware-free equilibrium. 

Now we find the equilibrium points of model of Eq. (7) and

nalyze its stability, the steady states of model of Eq. (7) are as

ollows: 

d S k,c ( t ) 

dt 
= 0 , 

d E k,c ( t ) 

dt 
= 0 , 

d I k,c ( t ) 

dt 
= 0 , 

d R k,c ( t ) 

dt 
= 0 , 

d V k,c ( t ) 

dt 
= 0 . (9) 

After simple calculating, we obtain equilibrium points as: E Q 1 =
( 1 , 0 , 0 , 0 , 0 ) for malware-free state and E Q 2 = ( S ∗, E ∗, I ∗, R ∗, V ∗) for

ndemic stage, where 

S ∗ = 

c(ε + α + μ) 

λkθ ∗
1 

× (γ kθ ∗
2 + μ) 

ε 
I ∗, 

E ∗ = 

(γ kθ ∗
2 + μ) 

ε 
I ∗, 

 

∗ = 

α

μ

(γ kθ ∗
2 + μ) 

ε 
I ∗, 

I ∗ = 

δ + μ[ 
( γ kθ ∗

2 
ε+ βγ kθ ∗

2 
+ μ) 

ε 

] 
+ ( δ + μ) 

[ 
1 + 

( γ kθ ∗
2 
+ μ) 

ε + 

c ( ε+ α+ μ) 
λ k θ ∗

1 

× ( γ k

R 

∗ = 1 − S ∗ − E ∗ − I ∗ − V 

∗, 

here θ ∗
1 = 

∑ ∞ 

k = m ( k/c ) P(k ) I ∗
〈 k 〉 /c 

, θ ∗
2 = 

∑ ∞ 

k = m ( k/c ) P(k ) [ I ∗+ R ∗+ V ∗] 

〈 k 〉 /c 
. 

.1. The basic reproductive ratio 

In mathematical epidemiology, one of the most fundamental

oncepts is to determine the threshold which illustrates whether
) + 

α
μ

( γ kθ ∗
2 
+ μ) 

ε 

] , 

r not an infectious state can persist in the network. This thresh-

ld is called basic reproductive ratio ( R 0 , which is equal to the ex-

ected number of secondary infectious cases generated by a typ-

cal infected node during its entire period of infectiousness in a

ompletely susceptible population [28] . Generally, the basic repro-

uctive ratio investigates the global dynamics of the model. It is

erived through the local stability of malware-free equilibrium and

stablished as a threshold that governs the malware dynamics [29] .

n particular, the malware infection fades out from the network if

 0 < 1, and otherwise, if R 0 > 1 the malware infection persists at

he endemic level in the network [29] . The basic reproductive ra-

io is often obtained by the spectral radius of the next-generation

perator [28] . 

In order to obtain the basic reproductive ratio, we rewrite the

odel of Eq. (7) . Noticeably, the first four equations in Eq. (7) do

ot depend on the fifth equation, and hence, without loss of

enerality, this equation can be ignored. Therefore, the model of

q. (7) becomes 

d S k,c ( t ) 

dt 
= � − λ

c 
k S k,c ( t ) 

∑ ∞ 

k = m 

( k/c ) P ( k ) I k,c ( t ) 

〈 k 〉 /c 

+ δR k,c ( t ) − μ S k,c ( t ) . 

d E k,c ( t ) 

dt 
= 

λ

c 
k S k,c ( t ) 

∑ ∞ 

k = m 

( k/c ) P ( k ) I k,c ( t ) 

〈 k 〉 /c 
−( ε+α+ μ) E k,c ( t ) . 

d I k,c ( t ) 

dt 
= ε E k,c ( t ) − γ k I k,c ( t ) 

×
∑ ∞ 

k = m 

( k/c ) P ( k ) 
[
I k,c ( t ) + R k,c ( t ) + V k,c ( t ) 

]
〈 k 〉 /c 

−μ I k,c ( t ) .

d R k,c ( t ) 

dt 
= γ k I k,c ( t ) 

∑ ∞ 

k = m 

( k/c ) P ( k ) 
[
I k,c ( t ) + R k,c ( t ) + V k,c ( t ) 

]
〈 k 〉 /c 

− ( δ + μ) R k,c (t) . (10)

We will investigate the dynamical behavior of the model of

q. (10) . As mentioned earlier, the model has a malware-free equi-

ibrium, E Q 1 = ( 1 , 0 , 0 , 0 ) . 

Let x = ( E, I, R, S ) T , then the model of Eq. (10) can be written

s 

 

′ = F (x ) − Z(x ) , (11) 

here 

 ( x ) = 

⎛ 

⎜ ⎝ 

AS 
0 

0 

0 

⎞ 

⎟ ⎠ 

, and Z(x ) = 

⎛ 

⎜ ⎝ 

(ε + α + μ) E 
(μ + D ) I − εE 
(δ + μ) R − DI 
−δ R + (μ + A ) S 

⎞ 

⎟ ⎠ 

. 

In F ( x ); A = 

λ
c k 

∑ ∞ 

k = m ( k/c ) P(k ) I k,c (t) 

〈 k 〉 /c 
, and in Z(x ) ; D = γ k∑ ∞ 

k = m ( k/c ) P(k ) [ I k,c (t)+ R k,c (t)+ V k,c (t) ] 

〈 k 〉 /c 
. 

The Jacobian matrices of F ( x ) and Z ( x ) at the malware-free equi-

ibrium EQ 1 are, respectively, 
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J F ( E Q 1 ) = 

(
F 2 ×2 0 2 ×2 

0 2 ×2 0 2 ×2 

)
, J Z ( E Q 1 ) = 

(
Z 2 ×2 0 2 ×2 

Z 1 2 ×2 Z 2 2 ×2 

)
where 

F 2 ×2 = 

(
0 G 

0 0 

)
, Z 2 ×2 = 

(
( ε + α + μ) 0 

−ε μ

)
, 

Z 1 2 ×2 = 

(
0 0 

0 G 

)
, Z 2 2 ×2 = 

(
( δ + μ) 0 

−δ μ

)
, 

and 

G = 

λ

c〈 k 〉 

⎡ 

⎢ ⎢ ⎣ 

1 

2 

. 

. 

n 

⎤ 

⎥ ⎥ ⎦ 

[
1 P (1) , 2 P (2) , . . . , n P (n ) 

]
. 

F 2 ×2 Z −1 
2 ×2 

is the next generation matrix for the model of

Eq. (10) . For finding R 0 , we use next-generation matrix method.

According to Theorem 2 in [30] , the basic reproductive ratio of the

model is proportional to R 0 = ρ( F 2 ×2 Z −1 
2 ×2 

) = 

ε G 
μ( ε+ α+ μ) 

. 

where 

R 0 = 

ε 

μ ( ε + α + μ) 

λ

c 〈 k 〉 

⎡ 

⎢ ⎢ ⎣ 

1 P ( 1 ) 2 P ( 2 ) . . . .. nP ( n ) 
2 P ( 2 ) 2 

2 P ( 2 ) . . . .. 2 nP ( n ) 
. . . . . . . . . . . . . . . . . . . . . . . . . 

. . . . . . . . . . . . . . . . . . . . . . . . 

nP ( 1 ) 2 nP ( 2 ) . . . . . . n 

2 P ( n ) 

⎤
⎥⎥⎦

⇒ R 0 = 

ε 

μ ( ε + α + μ) 

λ
〈
k 2 

〉
c 〈 k 〉 . (12

Now, we calculate the critical number of diverse software pack-

ages to halt the malware propagation in the network. Hence, the

critical number of distinct software packages needed for preven-

tion of malware spreading is as follows: 

R 0 = 

ε 

μ( ε + α + μ) ) 

λ
〈
k 2 

〉
c 〈 k 〉 < 1 

⇒ C critical = 

[ 

ε 

μ( ε + α + μ) 

λ
〈
k 2 

〉
〈 k 〉 

] 

. (13)

4.2. Stability analysis of the malware-free equilibrium 

We investigate the stability of the malware-free equilibrium of

the model of Eq. (10) to study dynamical behaviors of the model.

According to the mode of Eq. (10) , Jacobian matrix at the malware-

free equilibrium EQ 1 is 

J ( E Q 1 ) = 

⎡ 

⎢ ⎣ 

−μ 0 −G δ
0 −( ε + β + α + μ) G 0 

0 ε −μ 0 

0 0 0 −( δ + μ) 

⎤ 

⎥ ⎦ 

. (14)

where G = 

λ
c〈 k 〉 

⎡ 

⎢ ⎢ ⎢ ⎣ 

1 

2 

. 

. 

n 

⎤ 

⎥ ⎥ ⎥ ⎦ 

[1 P (1) , 2 P (2) , . . . , n P (n )] , the eigen-

function of J ( EQ 1 ) is 

| ω H − J ( E Q 1 ) | 

= 

⎡ 

⎢ ⎣ 

ω + μ 0 G −δ
0 ω + ( ε + α + μ) −G 0 

0 −ε ω + μ 0 

0 0 0 ω + ( δ + μ) 

⎤ 

⎥ ⎦ 

, (15)

the matrix H is identity matrix and ω is eigenvalue. 
So, the eigenfunction of J ( EQ 1 ) is equal to f (ω) = a 4 ω 

4 +
 3 ω 

3 + a 2 ω 

2 + a 1 ω + a 0 , where 

 4 = 1 ;
 3 = 4 μ + δ + α + ε;
 2 = 6 μ2 + 3 μ( δ + α + ε ) + δ( α + ε ) − Gε;
 1 = 4 μ3 + 3 μ2 ( δ + α + ε ) + 2 μδ( α + ε ) − 2 Gεμ − Gεδ;

a 0 = μ4 + μ3 ( δ + α + ε ) + μ2 δ( α + ε ) − Gε μ2 − Gεμδ;

Now, we use the following lemma and theorem in the stability

nalysis of the model. (The lemma and theorem are based on the

xisting works on stability analysis, such as [31,32] ). 

emma 1. The malware-free equilibrium EQ 1 is locally asymptotically

table if R 0 < 1 , and it is unstable if R 0 > 1 , where R 0 is calculated

y Eq. (12) . 

roof. Based on the Routh–Hurwitz criterion, the Routh-Hurwitz

rray for malware-free equilibrium EQ 1 is as follows 

 

 

 

 

a 4 a 2 a 0 
a 3 a 1 0 

b 1 a 0 0 

c 1 0 0 

a 0 0 0 

⎤ 

⎥ ⎥ ⎦ 

, . (16)

where b 1 = 

a 3 a 2 −a 4 a 1 
a 3 

, c 1 = 

b 1 a 1 −a 3 a 0 
b 1 

. 

According to theorem in [33] , “The necessary condition for the

ystem to be stable is; all the elements of the first column of dynamic-

outh’s array must have positive values.” Hence, the necessary con-

ition for the model to be stable is that a 4 > 0, a 3 > 0, b 1 > 0, c 1
 0, and a 0 > 0. 

For a 0 , if we can show that μ4 + μ3 ( δ + α + ε ) +
2 δ( α + ε ) > Gε μ2 + Gεμδ, then a 0 > 0. When R 0 < 1,
4 + μ3 ( δ + α + ε ) + μ2 δ( α + ε ) > 

λ
c〈 k 〉 Mε( μ2 + μδ) , where

 = 

⎡ 

⎢ ⎢ ⎢ ⎣ 

1 

2 

. 

. 

n 

⎤ 

⎥ ⎥ ⎥ ⎦ 

[ 1 P (1) , 2 P (2) , . . . , n P (n ) ] . Also, when R 0 < 1, we

ave verified a 1 > 0 and a 2 > 0. Since a 3 > 0, if a 3 a 2 > a 4 a 1 then

 1 > 0. Furthermore, when b 1 a 1 > a 3 a 0 , then c 1 > 0. 

We got a 4 > 0, a 3 > 0, a 2 > 0, a 1 > 0, and a 0 > 0, so the con-

itions that all roots have negative real parts are a 3 a 2 > a 4 a 1 , and

 1 a 1 > a 3 a 0 . Thus, the Routh–Hurwitz stability conditions are sat-

sfied, which implies that the malware-free equilibrium is locally

symptotically stable. �

heorem 1. When R 0 ≤ 1 , the malware-free equilibrium EQ 1 is glob-

lly asymptotically stable. When R 0 > 1 , the malware-free equilibrium

Q 1 is unstable. 

roof. According to the Li–Muldowney linear Lyapunov func-

ion [34] , we construct the following Lyapunov function for the

odel: 

 ( t ) = E k,c ( t ) + 

( ε + α + μ) 

ε 
I k,c ( t ) . (17)

Calculating the time derivative of L along the solution of model

f Eq. (10) , we have: 
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Fig. 2. Densities of five states in the malware propagation model. (a) Without assignment of diverse software packages. (b) With considering software diversity. Parameters: 

λ = 0 . 3 , ε = 0 . 21 , γ = 0 . 1 , δ = 0 . 05 , α = 0 . 1 and � = μ = 0 . 07 . 
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1  

t  

r  
 

′ (t) = E ′ k,c (t) + 

(ε + α + μ) 

ε 
I ′ k,c (t) 

 

′ (t) = 

[
λ

c 
kS k,c (t) 

∑ ∞ 

k = m 

( k/c ) P (k ) I k,c (t) 

〈 k 〉 /c 
− (ε + α + μ) E k,c (t) 

]

+ 

(ε + α + μ) 

ε 

[
εE k,c (t) − γ kI k,c (t) 

×
∑ ∞ 

k = m 

( k/c ) P (k )[ I k,c (t) + R k,c (t) + V k,c (t)] 

〈 k 〉 /c 
− μI k,c (t) 

]
;

L ′ (t) = 

λ

c 
k S k,c (t) 

∑ ∞ 

k = m 

( k/c ) P (k ) I k,c (t) 
〈 k 〉 
c 

− ( ε+ α+ μ) 

ε 
γ k I k,c ( t)

×
∑ ∞ 

k = m 

( k/c ) P (k ) [ I k,c (t) + R k,c (t) + V k,c (t) ] 

〈 k 〉 /c 

− ( ε + β + α + μ) 

ε 
μ I k,c (t) ;

 

′ (t) = 

( ε + α + μ) μ

ε 
( R 0 S − 1 ) I k,c (t) 

− ( ε + α + μ) 

ε 
γ k I k,c (t) 

×
∑ ∞ 

k = m 

( k/c ) P (k ) [ I k,c (t) + R k,c (t) + V k,c (t) ] 

〈 k 〉 /c 
;

when R 0 ≤ 1, then we have L ′ ( t ) ≤ 0. Moreover, L ′ (t) = 0 if and

nly if I k,c (t) = 0 . 

Hence, we indicate that the malware-free equilibrium EQ 1 (1, 0,

, 0) is globally asymptotically stable. When R 0 > 1, we analyze

he stability of R 0 . Using Eq. (15) , the characteristic equation of the

odel of Eq. (10) at the malware-free equilibrium EQ 1 is as fol-

ows: 

( ω + μ)( ω + δ + μ)[ ω 

2 

+ ( α + ε + 2 μ) ω + αμ + εμ + μ2 − Gε] = 0 . (18) 

Obviously, Eq. (18) has three negative eigenvalues and one posi-

ive eigenvalue when R 0 > 1. Thus EQ 1 is an unstable saddle point.

�

. Numerical simulations 

In this section, we perform a set of numerical simulations

o verify dynamical behaviors of the malware propagation model

ased on Barabási–Albert (BA) in SFN and more results are
eached. Using the growth and preferential attachment features of

A algorithm [35] , the SFN is generated. In order to decline the

alware propagation process, we consider the effect of software

iversity and assign diverse software packages ( C ) on the SFN ran-

omly. Moreover, we investigate the effect of vaccination in the

utbreak of malware. Here, the network size is 10 0 0 nodes, the

inimum degree is 3, and the maximum degree is 149. We let

 k, c (0), E k, c (0), I k, c (0), R k, c (0), and V k, c (0) value be 900, 0, 100,

, 0, respectively. The numerical simulations are done by MATLAB. 

.1. The trend of malware propagation 

Fig. 2 illustrates the general trends of the five states of nodes

susceptible, exposed, infected, recovered, and vaccinated) with

espect to time on SFN in two cases (a) without diversifica-

ion and (b) with considering diversification under the parame-

ers setting at λ = 0 . 3 , ε = 0 . 21 , γ = 0 . 1 , δ = 0 . 05 , α = 0 . 1 and

= μ = 0 . 07 . When we assign diverse software packages ( C ) to

etwork’s nodes, the infected node cannot infect its neighbor with

he different software packages because they have no common ex-

loitable vulnerability. 

In Fig. 2 (a) we do not assign any diverse software packages

 C = 1 ). Hence we can see that the density of infected nodes in-

reases sharply at the beginning of the malware propagation pro-

ess. With the further propagation of the malware, the density of

nfected nodes reaches a peak and decreases as time goes on, but

hey are not removed and remain in the network. The variation of

he density of exposed nodes is similar to that of infected nodes,

ut the density of exposed nodes has much less change and the

eak value of the exposed nodes smaller than that of the infected

odes. Also, we have the trend of increasing and decreasing of the

ensity of recovered nodes. With the increment of time, the den-

ity of susceptible nodes always decreases while the density of

accinated nodes always increases, and they achieve the balance

t the end of malware propagation. Using analytical solution, and

ubstituting the value of parameters into Eq. (13) , we calculate the

asic reproductive ratio R 0 = 14 . 1334 and the critical number of di-

erse software packages C critical = 15 . Since the value of R 0 is more

han one, thus the malware infection persists in the network. 

In Fig. 2 (b), we assign fifteen distinct software packages ( C =
5 ) to network’s nodes to halt malware propagation and guarantee

he basic reproductive ratio R 0 < 1. Substituting the value of pa-

ameters into Eq. (12) , we can acquire that the basic reproductive
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ratio R 0 is 0.9681 < 1. When R 0 < 1, the malware-free equilibrium

is globally asymptotically stable, as shown in Fig. 2 (b). In this fig-

ure, the malware will gradually vanish and we can obviously show

that the tendency of malware propagation is depressive. Finally,

the density of infected nodes is zero and malware propagation is

terminated. 

5.2. Comparison between four models 

We compare our malware propagation model with the SIRS epi-

demic model [9] , SEIRS epidemic model [14] , and the proposed ru-

mor spreading model [7] to verify the effectiveness of our model.

The malware propagation model, which is introduced in Section 3 ,

establishes on the proposed rumor spreading model in [7] . In

Fig. 3 , we first implement the SIRS epidemic model as a base-

line, and then simulate the SEIRS epidemic model, and after that

we implement the proposed rumor spreading model with substi-

tuting forgetting rate δ = 0 and remembering rates η = ζ = 0 . Fi-

nally, we experiment our malware propagation model. All models

use the same parameters without considering diversification. The

initial values of parameters are the same as in Fig. 2 . Also, these

models are implemented on BA network. 

Fig. 3 describes the density of infected nodes for each of the

four spreading models. The simulation results demonstrate a con-

siderable decrease and a reduced spreading for the infected nodes

in malware propagation and rumor spreading models in compar-

ison with the SIRS and SEIRS epidemic models. In our malware

propagation model, the peak value of infected nodes is nearly

equal to the rumor spreading model. But since in our model, we

add a transmission from recovered state to susceptible state, thus

recovered nodes can become susceptible again and propagate mal-

ware infection. As shown in Fig. 3 , the trend of decreasing of the

density of infected nodes in the rumor spreading model is faster

than the malware propagation model. Generally, in comparison

with the SIRS and SEIRS epidemic models, our model is more ap-

propriate for simulation of malware spreading processes. Thus, it

is effective. 
.3. The effect of software diversity 

Fig. 4 represents the dynamical behaviors of nodes with consid-

ring diverse software packages C = 5 , 8 , 15 respectively. The ini-

ial values of parameters are the same as in Fig. 2 . In this figure,

e can see the variation trend of the densities of susceptible, ex-

osed, infected, recovered, and vaccinated nodes over time under

iversification. 

As shown in Fig. 4 , with assigning diverse software packages

o network nodes, we observe a reduced propagation spread for

he infected nodes. With increasing the number of diverse soft-

are packages, the malware propagation speed is reduced and

he value of the basic reproductive ratio ( R 0 ) goes on decreasing.

ig. 4 shows the impact of C on R 0 that is derived in Section 4.1 .

ith substituting the values of parameters into Eq. (12) under dif-

erent software packages ( C = 3 , C = 8 and C = 15 ) the value of R 0
s calculated 2.9541, 1.7515, and 0.9681. In C = 3 and C = 8 , the

alue of R 0 is obtained more than one. While in C = 15 we have R 0 
 1. As stated earlier, when R 0 < 1, the density of infected nodes

ill gradually disappear from the network, and when R 0 > 1 the

alware infection persists in the network. This result is observed

n Fig. 4. 

By comparison between the simulation curves in Fig. 4 , and the

umerical curves in Fig. 2 (b), under C = 15 , it can be shown that

hey correspond with each other. This result indicates the correct-

ess of the model. 

.4. The effect of vaccination 

Fig. 5 represents the impact of varying the vaccinated rates

which change between 0.1 and 0.7) on malware propagation pro-

ess without considering diversification. The initial values of pa-

ameters are the same as in Fig. 2 . As shown in Fig. 5 , the larger

he vaccinated rate α is, the slower the malware propagation

peed. This is due to the fact that the vaccination has a powerful

ffect in controlling malware propagation and reducing the density

f infected nodes. But since we do not assign any software pack-
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Fig. 5. Density of infected nodes over time under different vaccinated rates α. Parameters: λ = 0 . 3 , ε = 0 . 21 , γ = 0 . 1 , δ = 0 . 05 and � = μ = 0 . 07 . 

Table 2 

The values of R 0 under different vaccinated rates α in two cases C = 1 and 

C = 8 . 

C = 1 C = 8 

α = 0 . 1 α = 0 . 3 α = 0 . 7 α = 0 . 1 α = 0 . 3 α = 0 . 7 

R 0 14 .3654 9 .4121 5 .4226 3 .7121 1 .2223 0 .7402 

a  

w

 

w  

t  

T  

d  

c  

t  

o  

r  

m  

T  

v  

c  

t  
ges to network nodes, thus the infected nodes exist in the net-

ork and the malware persists at an endemic equilibrium state. 

Table 2 shows the effects of vaccinated rates α and diverse soft-

are packages C on R , which is calculated in Section 4.1 . The ini-
0 
ial values of parameters are the same as in Fig. 5 . As shown in

able 2 , without considering software diversity (i.e., C = 1 ) under

ifferent vaccinated rates α = 0.1, 0.3 and 0.7 the values of R 0 are

alculated more than one (with substituting the values of parame-

ers into Eq. (12) ). This result shows that although, the increasing

f the vaccinated rate is effective in decreasing of the R 0 value and

educing the outbreak of malware, but it does not terminate the

alware infection, which persists at the endemic level ( R 0 > 1).

his result is demonstrated in Fig. 5 . With considering software di-

ersity ( C = 8 ) under different vaccinated rates, the R 0 value is de-

reased significantly. In α = 0.7, the value of R 0 is calculated less

han one and the malware-free equilibrium is obtained. Hence, the
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combination of vaccination and software diversity is more effective

in decreasing the R 0 value and reducing the malware propagation

speed. 

6. Conclusions 

In this paper, we proposed a malware propagation model based

on a rumor spreading model to study the dynamics of mal-

ware spreading in scale-free networks (SFNs). The proposed model

considers the assignment of diverse software packages to net-

work nodes to prevent malware propagation. We have used the

susceptible–exposed–infectious–recovered–susceptible with a vac-

cination state (SEIRS-V) and analyzed the conditions for the stabil-

ity of the malware-free equilibrium. We obtained the basic repro-

ductive ratio (i.e., R 0 ), and determined that the dynamics of the

model is completely governed by R 0 . Furthermore, we derived the

critical number of software packages based on R 0 to guarantee that

a malware infection does not become an epidemic in SFNs. As the

number of distinct software packages (i.e., C ) augments gradually,

the value of R 0 declines. Theoretical analysis presents that basic

reproductive ratio is appreciably dependent on diversification and

the network topology. 

We have also conducted a series of numerical simulations to

confirm the correctness of the analytical results. We have com-

pared the proposed model with existing ones and showed that our

model provides a noticeable decrease in the infected nodes com-

pared with other models (i.e., SIRS and SEIRS models), and also

a decrease in the spreading speed. Moreover, the simulation re-

sults represented that the malware propagation is governed by the

number of diverse software packages and the vaccinated rate. This

can be used as a guideline to control malware propagation process

and devise defense strategies. 

In the future, we will focus on investigating more complex mal-

ware propagation model to control malware spreading in SFNs. We

will also extend the study of software diversity through automatic

program transformation techniques for the assignment of diverse

software packages to network nodes. 
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