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a b s t r a c t 

Traffic modeling is key to the dimensioning of data networks. Usual models rely on the implicit assump- 

tion that each user generates data flows in series, one after the other, the ongoing flows sharing equitably

the considered network link. We relax this assumption and consider the more realistic case where users

may generate several data flows in parallel, these flows having to share the user’s access line as well. We

qualify this model as multi-source since each user now behaves as an independent traffic source. Usual

performance metrics like mean throughput and congestion rate must now be defined at user level rather

than at flow level. We derive explicit expressions for these performance metrics under the assumption

that flows share bandwidth according to balanced fairness. These results are compared with those ob- 

tained by simulation when max-min fairness is imposed, either at flow level or at user level.

© 2016 Elsevier B.V. All rights reserved.
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. Introduction

Internet service providers need to predict the impact of traffic

oad on the quality of service perceived by their customers. This

s increasingly important with the advent of high-speed internet

ccess that tends to move congestion from the access to the back-

aul, where resources are shared by several users. 

Internet traffic is most often modeled at flow level 2 , assum-

ng some ideal bandwidth sharing between ongoing flows [1–

,15,17,19,27] . Modeling traffic at packet level proves too complex

nd is hardly effective, given that users typically perceive qual-

ty of service at flow level [12] . In fact, the flow-level models

f data networks can be considered as the analogues for the Er-

ang model of telephone networks and its extensions to multi-rate

ircuit-switched networks [5] . They have proved essential for both

imensioning [3,6,16,24,25,29] and traffic engineering [15,21,23,28] .

These models rely on the implicit assumption that each user

enerates data flows in series, one after the other, so that band-

idth sharing occurs on the considered backhaul link only, and

ot on the user’s access line. In this paper, we relax this assump-

ion and consider the more realistic case where users may gen-

rate several data flows in parallel, these flows having to share
oth the backhaul link and the user’s access line. It is not obvious 

∗ Corresponding author.

E-mail addresses: thomas.bonald@telecom-paristech.fr (T. Bonald),

eline.comte@telecom-paristech.fr (C. Comte).
1 Thomas Bonald is a member of LINCS. See www.lincs.fr .
2 A flow is here defined as the set of packets having the same 5-tuple: IP source

nd destination addresses, IP source and destination ports, protocol.
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ow bandwidth is shared by end-to-end congestion control in this

ontext. Proportional fairness is often considered as an adequate

odel [18,22,26] . It turns out to coincide with max-min fairness in

he networks considered in the present paper. Since we look for

losed-form expressions, we consider a slightly different allocation

nown as balanced fairness [7] . While the resulting expressions

ave already been presented in [4] , we here resort to simulations

o compare our results to those obtained under max-min fairness.

e also use simulations to assess the impact of packet schedulers

nd buffer management schemes that impose max-min fairness at

ser level on the backhaul link. 

Existing models assume that flows are generated either accord-

ng to a Poisson process (the so-called infinite-source model) or by

 users, each alterning between the active state and the idle state

the so-called finite-source model) [5] ; in both cases, each user has

t most one flow in progress at any given time. Our model con-

ists of n users, each generating data flows according to a Poisson

rocess; in particular, there is no limit on the number of flows in

rogress coming from the same user. We refer to this model as the

ulti-source model, since each user can now be viewed as an in-

ependent source of flows, as opposed to previous models where

here is a unique source of flows, able to generate either an infinite

umber or a finite number of flows in parallel. 

Since the model allows each user to generate multiple flows in

arallel, it is not sufficient to focus on the flow level to evaluate

ser-level performance. In particular, the throughput of each user

s the total throughput of her flows in progress. The correspond-

ng performance results can differ significantly from those obtained

nder the infinite-source model and the finite-source model. They

oincide only in the limit of an infinite number of access lines. 

http://dx.doi.org/10.1016/j.comnet.2016.03.019
http://www.ScienceDirect.com
http://www.elsevier.com/locate/comnet
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We consider a single backhaul link of fixed capacity (in bit/s)

shared by a population of n users. The total throughput of each

user is also constrained by the rate of her access line. The models

apply equally to the uplink (from the users to the Internet) and to

the downlink (from the Internet to the users). All traffic is elastic,

meaning that each flow generated by a user corresponds to some

data transfer and remains active as long as the corresponding data

have not been fully transferred. Due to the insensitivity property,

we do not specify the flow size distribution beyond the mean, nor

the distribution of the idle times in the finite-source model [5] .

We provide formulas that can be used in planning tools or directly

by network engineers to get insights into the impact of traffic on

user-level performance [16] . 

In the rest of the paper, we first review the results obtained

with the infinite-source model and the finite-source model. We

then present the multi-source model and compare numerically the

results obtained with the three models in some typical traffic sce-

narios. Finally, we present the simulation results obtained under

max-min fairness and conclude the paper. 

2. Infinite-source model 

Like the Erlang model for telephone networks, which relies on

the assumption of Poisson call arrivals [14] , it is common practice

to assume Poisson flow arrivals in data networks. This is referred

to as the infinite-source model since it corresponds to the finite-

source model (presented in the next section) in the limiting case

where the number of users n grows to infinity. 

2.1. No access rates 

We start with the simplest case where there is no rate limit at

the access: each user has full access to the backhaul link, which

is assumed to be equitably shared by ongoing flows. Flows arrive

according to a Poisson process of intensity λ and have i.i.d. sizes

of mean σ bits, corresponding to a traffic intensity of A = λσ bit/s.

Denoting by C the capacity of the backhaul link in bit/s, the link

load is ρ = A/C. Under the assumption of perfect fair sharing, the

traffic model corresponds to an M / G /1 processor-sharing queue of

load ρ . It is stable if and only if ρ < 1, in which case the stationary

distribution of the number of flows in progress X is given by: 

π(x ) = (1 − ρ) ρx . 

Recall that this distribution is insensitive to the flow size distribu-

tion beyond the mean [2,5,20] . 

It turns out that the stationary distribution seen by a user

having a flow in progress is different. Since there are x flows in

progress in state x , which are assumed to be generated by different

users, each active user sees the size-biased probability distribution

of the random variable X , 

π ′ (x ) ∝ xπ(x ) . 

Observe that π ′ (0) = 0 . We will denote by P ′ and E ′ the corre-

sponding probability measure and expectation, respectively. We

derive two key performance metrics on this basis. 

Mean throughput. The first performance metric is the mean

throughput experienced by users. Assume there are x ongoing

flows, with x > 0. The throughput of each flow is then C / x . Thus

the mean throughput experienced by users, normalized by the

maximum throughput C , is given by 

γ = E ′ 
(

1 

X 

)
. 

Replacing E ′ by its expression, we obtain 

γ = 

∑ 

x> 0 π(x ) 

E(X ) 
= 

ρ

E(X ) 
, 
hat is 

= 1 − ρ. (1)

bserve that the mean throughput decreases linearly with the link

oad. 

ongestion rate. The second performance metric is the congestion

ate, defined as the probability that an active user gets a through-

ut less than the maximum throughput C . Since there is no rate

imit at the access, the congestion rate is the probability seen by

n active user that there are other active users: 

= P ′ (X > 1) . 

eplacing E ′ by its expression, we obtain 

= 

∑ 

x> 1 xπ(x ) 

E(X ) 
= 1 − P (X = 1) 

E(X ) 
, 

hat is 

= ρ(2 − ρ) . (2)

s expected, the congestion rate grows from 0 to 1 as the link load

rows from 0 to 1. 

.2. Same access rates 

We now consider the practically interesting case where each

ow has a rate limit r < C corresponding to the capacity of the

ser’s access line in bit/s. For convenience, we assume that the ca-

acity of the backhaul link is some multiple of this access rate,

hat is C = mr for some integer m ≥ 1. We denote by α = A/r the

raffic intensity expressed in units of the access rate. This would

orrespond to the mean number of flows if the backhaul link were

f infinite capacity. The model corresponds to an M / G / m processor-

haring queue of load ρ = A/C. Under the stability condition ρ <

, the stationary distribution of the number of flows X is given by

5] : 

(x ) = 

1 

G 

{ 

αx 

x ! 
for x ≤ m, 

αm 

m ! 
ρx −m for x > m, 

here G denotes the normalization constant: 

 = 

m ∑ 

x =0 

αx 

x ! 
+ 

αm 

m ! 

ρ

1 − ρ
. 

oth performance metrics extend to this case. 

.3. Different access rates 

Finally, we consider the general case of K different access

ates r 1 , . . . , r K . We denote by A 1 , . . . , A K the respective traffic in-

ensities in bit/s generated by each class of users, and by α1 =
 1 /r 1 , . . . , αK = A K /r K the traffic intensities expressed in multiples

f the access rates; these would correspond to the mean num-

er of flows of each class if the backhaul link were of infinite

apacity. The corresponding loads on the backhaul link are ρ1 =
 1 /C, . . . , ρK = A K /C, and the total load is ρ = ρ1 + . . . + ρK . 

Let X be the K -dimensional vector of the number of flows of

ach class in progress. Denote by φk ( x ) the total throughput of

lass- k users in state x . The capacity constraints are 

 k = 1 , . . . , K, φk (x ) ≤ x k r k 

nd 

K 
 

k =1 

φk (x ) ≤ C. 
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ow let r be the K -dimensional vector of access rates. Under bal-

nced fair sharing [7,10] , all users get their maximum through-

ut, in the sense that φk (x ) = x k r k for all k = 1 , . . . , K, if and

nly if x.r ≤ C (the access lines are limiting); otherwise, no user

ets her or his maximum throughput and the total throughput is
 K 
k =1 φk (x ) = C (the backhaul link is limiting). The stability condi-

ion is ρ < 1 and the vector X has the stationary distribution: 

(x ) = 

{ 

1 
G 

α
x 1 
1 

x 1 ! 
. . . 

α
x K 
K 

x K ! 
for x.r ≤ C, ∑ K 

k =1 ρk π(x − e k ) for x.r > C, 

here e k is the unit vector on component k and G denotes the nor-

alization constant. Here and in the rest of the paper, we adopt

he convention that π(x ) = 0 for any x �∈ N 

K . Performance now de-

ends on the user’s class. Both metrics can be computed through

 recursive formula [10] , which is the analogue of the Kaufmann-

oberts formula for circuit-switched networks. 

. Finite-source model 

When the user population is relatively small, flow arrivals can-

ot be considered as Poisson. Each user is still assumed to gener-

te flows in series, with a random idle time between the end of

 flow and the beginning of the next flow. This is the analogue of

he Engset model used for telephone networks [ [13] . We only give

he stationary distribution of the number of active users; the cor-

esponding performance metrics can be derived as for the infinite-

ource model. 

.1. No access rates 

Consider n users having full access to the backhaul link. Any

dle user tends to become active at rate ν > 0, while any active

ser tends to become idle at rate μ = C/σ when no other users

re active. We deduce that any user alone in the system is active a

raction of time β/ (1 + β) , with β = ν/μ. 

Now assume active users share the backhaul link in a fair way.

he stationary distribution of the number of active users X is then

iven by [3,9] : 

(x ) = 

1 

G 

n ! 

(n − x )! 
βx , x ≤ n, 

here G is the normalization constant: 

 = 

n ∑ 

x =0 

n ! 

(n − x )! 
βx . 

he infinite-source model corresponds to the case n → ∞ and β →
, with n β → ρ . A key difference with the infinite-source model is

hat traffic intensity is no longer an exogenous parameter but given

y A = CP (X > 0) . We deduce the link load: 

= P (X > 0) = 

G − 1 

G 

. 

.2. Same access rates 

Now assume all users have the same access rate r . The link ca-

acity is C = mr for some integer m ≥ 1, with n > m . Any active

ser tends to become idle at rate μ = r/σ when no other users

re active. The stationary distribution of the number of flows X be-

omes [6] : 

(x ) = 

1 

G 

⎧ ⎨ 

⎩ 

(
n 

x 

)
βx for x ≤ m, 

n ! 
(n −x )! m ! 

βx 

m 

x −m for m < x ≤ n, 
here β = ν/μ and G is the normalization constant. Traffic inten-

ity is A = E( min (X, m )) r, corresponding to load 

= 

E( min (X, m )) 

m 

. 

.3. Different access rates 

Finally, consider the general case of K different access rates

 1 , . . . , r K . There are n k users with access rate r k , mean flow size σ k 

nd mean idle time 1/ νk between two flows. Under balanced fair

haring, the stationary distribution of the system state X is given

y: 

(x ) = 

{ 

1 
G 

∏ K 
k =1 

(
n k 
x k 

)
βx k 

k 
for x.r ≤ C, ∑ K 

k =1 
βk r k 

C 
(n k − x k + 1) π(x − e k ) for x.r > C, 

here βk = νk /μk , μk = r k /σk and G the normalization constant.

raffic intensity is A = E( min (X.r, C)) , corresponding to load: 

= 

E( min ( X.r , C)) 

C 
. 

. Multi-source model 

We now introduce the multi-source model where data flows

ust share both the backhaul link and the user’s access line. We

onsider n users, with user i generating flows according to an in-

ependent Poisson process of intensity λi , corresponding to the

raffic intensity a i = λi σ in bit/s. We are interested in the total

hroughput obtained by each user. 

.1. No access rates 

As above, we first consider the case where each user has full

ccess to the backhaul link. Under fair sharing between flows in

rogress, the model reduces to an M / G /1 multi-class processor-

haring queue. Denoting by ρi = a i /C the load due to user i and by

= ρ1 + . . . + ρn the total load, the stationary distribution of the

umber of flows of each user X is given by 

(x ) = (1 − ρ) 

(
x 1 + . . . + x n 

x 1 , . . . , x n 

)
ρx 1 

1 
. . . ρx n 

n , 

nder the stability condition ρ < 1. 

Now user i sees the stationary distribution πi (x ) ∝ π(x )1 x i > 0 
hen active. We denote by P i and E i the corresponding probability

easure and expectation. 

ean throughput. The total throughput of user i is proportional to

he number of ongoing flows of this user, that is ( x i / �j x j ) × C in

ny state x such that x i > 0. We deduce the mean throughput of

ser i , normalized by the maximum throughput C , 

i = E i 

(
X i ∑ 

j X j 

)
. 

y work conservation, 

i = E 

(
X i ∑ 

j X j 

1 X i > 0 

)
, 

o that 

i = 

ρi 

P (X i > 0) 
. 

ince 

 (X i > 0) = 

ρi 

1 − ρ + ρ
, 
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we obtain γi = 1 − ρ + ρi . Note that the mean throughput is larger

than that obtained with the infinite-source model, given by (1) ,

with equality when ρ i → 0 (in which case user i generates flows in

series, as in the infinite-source model). Observe also that the mean

(normalized) throughput of user i is larger than the load ρ i gen-

erated by this user, with equality when ρ → 1 (in which case the

system is saturated and the throughput of each user corresponds

to her bandwidth share). For homogeneous traffic distribution, all

users get the same throughput, 

γ = 1 − ρ + 

ρ

n 

≥ 1 

n 

. 

Congestion rate. The congestion rate seen by user i is the probabil-

ity that the total throughput of this user is less than C , that is the

probability that there are other active users: 

ηi = P i ( 
∑ 

j 

X j > X i ) . 

We get 

ηi = 

P (X i > 0 , 
∑ 

j � = i X j > 0) 

P (X i > 0) 
. 

Since 

P (X i > 0 , 
∑ 

j � = i 
X j = 0) = 

ρi (1 − ρ) 

1 − ρi 

, 

we obtain 

ηi = (2 − ρ) 
ρ − ρi 

1 − ρi 

. 

This congestion rate is smaller than that obtained with the infinite-

source model, given by (2) , with equality when ρ i → 0. 

4.2. Same access rates 

Now assume all users have the same access rate r , with C = mr

for some integer m such that 1 ≤ m < n . We denote by  i = a i /r

the load of user- i access line. The load of user i on the backhaul

link is ρi = a i /C =  i /m . 

Let φi ( x ) be the total throughput of user i in state x . The capac-

ity constraints are 

∀ i = 1 , . . . , n, φi (x ) ≤ r 

and 

n ∑ 

i =1 

φi (x ) ≤ C. 

Let n (x ) = 

∑ n 
i =1 1 x i > 0 be the number of active users in state x .

Under balanced fair sharing, all active users get their maximum

throughput, that is φi (x ) = r for all i = 1 , . . . , n such that x i > 0,

if and only if n ( x ) r ≤ C (the access lines are limiting); otherwise,

no user gets the maximum throughput and the total throughput

is 
∑ n 

i =1 φi (x ) = C (the backhaul link is limiting). Under the stabil-

ity condition ρ < 1 and ϱi < 1 for all i = 1 , . . . , n, the stationary

distribution of the network state X is 

π(x ) = 

{ 1 
G 

∏ n 
i =1  

x i 
i 

for n (x ) ≤ m, ∑ n 
i =1 ρi π(x − e i ) otherwise , 

where G is the normalization constant. Since the network has a

tree topology, we deduce from [8] that 

G = 

∑ 

I ⊂{ 1 , ... ,n } , | I |≤m 

∏ 

i ∈ I 

 i 

1 −  i 

+ 

∑ 

I ⊂{ 1 , ... ,n } , | I | = m 

∏ 

i ∈ I 

 i 

1 −  i 

∑ 

i �∈ I  i 

m − ∑ n 
i =1  i 

. 
ean throughput. The mean throughput of user i , normalized by

he maximum throughput r , is given by 

i = E i 

(
φi (X ) 

r 

)
. 

y work conservation, E(φi (X )) = a i so that 

i = 

 i 

P (X i > 0) 
. 

ow 

 (X i = 0) = 

G i 

G 

, 

here G i denote the normalization constant in the absence of user

 , 

 i = 

∑ 

I ⊂{ 1 , ... ,n }\{ i } , | I |≤m 

∏ 

j∈ I 

 j 

1 −  j 

+ 

∑ 

I ⊂{ 1 , ... ,n }\{ i } , | I | = m 

∏ 

j∈ I 

 j 

1 −  j 

∑ 

j �∈ I, j � = i  j 

m − ∑ 

j � = i  j 

. 

e deduce 

i = 

G i 

G − G i 

. (3)

ongestion rate. The congestion rate seen by user i is 

i = P i (φi (X ) < r) . 

e get 

i = 

P (X i > 0 , 
∑ 

j 1 X j > 0 > m ) 

P (X i > 0) 
, 

hat is 

i = 

F − F i 
G − G i 

, (4)

ith 

 = 

∑ 

I ⊂{ 1 , ... ,n } , | I | = m 

∏ 

j∈ I 

 j 

1 −  j 

∑ 

j �∈ I  j 

m − ∑ n 
j=1  j 

nd 

 i = 

∑ 

I ⊂{ 1 , ... ,n }\{ i } , | I | = m 

∏ 

j∈ I 

 j 

1 −  j 

∑ 

j �∈ I, j � = i  j 

m − ∑ 

j � = i  j 

. 

.3. Different access rates 

We now consider the general case where user i has access rate

 i . The load of user- i access line becomes  i = a i /r i . The capacity

onstraints are 

 i = 1 , . . . , n, φi (x ) ≤ r i 

nd 

n 
 

i =1 

φi (x ) ≤ C. 

nder balanced fair sharing, all active users get their maximum

hroughput if and only if 

n 
 

i =1 

r i 1 x i > 0 ≤ C. 

nder the stability condition ρ < 1 and ϱi < 1 for all i = 1 , . . . , n,

he stationary distribution of the network state X is 

(x ) = 

{ 1 
G 

∏ n 
i =1  

x i 
i 

for 
∑ n 

i =1 r i 1 x i > 0 ≤ C, ∑ n 
i =1 ρi π(x − e i ) otherwise , 
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here G denotes the normalization constant [8] 

 = 

∑ 

I⊂{ 1 , ... ,n } ,e I .r≤C 

∏ 

i ∈ I 

 i 

1 −  i 

+ 

∑ 

I⊂{ 1 , ... ,n } ,e I .r≤C 

∏ 

i ∈ I 

 i 

1 −  i 

∑ 

i �∈ I,r i + e I .r>C  i r i 

C − ∑ n 
i =1  i r i 

, 

ith e I the vector of ones on all components i ∈ I and zeros else-

here. 

ean throughput. The mean throughput of user i normalized by

he maximum throughput r i of this user is 

i = E i 

(
φi (X ) 

r i 

)
. 

e obtain the same expression (3) , with 

 i = 

∑ 

I ⊂{ 1 , ... ,n } ,i �∈ I ,e I .r≤C 

∏ 

j∈ I 

 j 

1 −  j 

+ 

∑ 

I ⊂{ 1 , ... ,n } ,i �∈ I ,e I .r≤C 

∏ 

j∈ I 

 j 

1 −  j 

∑ 

j �∈ I, j � = i,r j + e I .r>C  j r j 

C − ∑ 

j � = i  j r j 
. 

ongestion rate. The congestion rate seen by user i is 

= P i (φi (X ) < r i ) , 

hat is (4) with 

 = 

∑ 

I⊂{ 1 , ... ,n } ,e I .r≤C 

∏ 

j∈ I 

 j 

1 −  j 

∑ 

j �∈ I,r j + e I .r>C  j r j 

C − ∑ 

j  j r j 

nd 

 i = 

∑ 

I ⊂{ 1 , ... ,n } ,i �∈ I ,e I .r≤C 

∏ 

j∈ I 

 j 

1 −  j 

∑ 

j �∈ I, j � = i,r j + e I .r>C  j r j 

C − ∑ 

j � = i  j r j 
. 

.4. Different user classes 

The previous formulas have exponential complexity in n . To

eep the complexity polynomial in n , we need to group users in

ome finite number of classes K , as in the infinite-source model

nd the finite-source model. With some slight abuse of notation,

e denote respectively by r k and ϱk the rate and the load of the

ccess line of each class- k user. There are n k class- k users and we

enote by n the vector (n 1 , . . . , n K ) . The normalization constant is

hen given by 

 = 

∑ 

� ≤n : �.r≤C 

K ∏ 

k =1 

(
n k 

� k 

)(
 k 

1 −  k 

)� k 

+ 

∑ 

� ≤n : �.r≤C 

K ∏ 

k =1 

(
n k 

� k 

)(
 k 

1 −  k 

)� k 

×
∑ 

j: � j <n j ,�.r+ r j >C (n j − � j )  j r j 

C − ∑ K 
k =1 n k  k r k 

. 

he mean throughput of each class- k user is 

k = 

G k 

G − G k 

, 

here G k is the constant G with n k replaced by n k − 1 . Similarly,

etting 

 = 

∑ 

� ≤n : �.r≤C 

K ∏ 

k =1 

(
n k 

� k 

)(
 k 

1 −  k 

)� k 

×
∑ 

j: � j <n j ,�.r+ r j >C (n j − � j )  j r j 

C − ∑ K 
k =1 n k  k r k 

, 

e obtain the congestion rate of class- k users 

k = 

F − F k 
G − G 

, 

k 
here F k is the constant F with n k replaced by n k − 1 . 

In the limit where the number of users tends to infinity

ith traffic intensities n 1  1 r 1 , . . . , n K  K r K tending to some fixed

onstants A 1 , . . . , A K such that A 1 + . . . + A K < C, the multi-source

odel reduces to the infinite-source model: there is an infinite

opulation of users, each user generating flows according to a Pois-

on process of null intensity. 

.5. Numerical results 

Figs. 1 and 2 compare the performance metrics obtained with

he three considered models when all users have the same access

ate r , C = mr with m = 1 , 10 , 100 , n = 2 m and n = 10 m, respec-

ively. Traffic distribution is homogeneous. 

We observe that the infinite-source model is overly pessimistic

hile the finite-source model is overly optimistic compared to the

ulti-source model, especially for the mean throughput. For the

ongestion rate, the infinite-source model is a good approximation

f the multi-source model only for n = 10 m while the finite-source

odel is a very good approximation in both cases. 

Fig. 3 shows the results obtained for two classes of users, class-

 users generating 10 times more traffic than class-1 users. There

s the same number of class-1 and class-2 users. All users have the

ame access rate r , C = mr with m = 1 , 10 , 100 , and there is a to-

al of n = 10 m users. We observe that neither the infinite-source

odel nor the finite-source model is able to predict the perfor-

ance of both user classes: the underlying assumption of flows

enerated in series by each user is not satisfactory. 

The same conclusion can be drawn from Fig. 4 , showing the re-

ults for two classes of users with different access rates, r 1 = 1 and

 2 = 4 . We take n 1 = 4 n 2 and the same load for all access lines

o that the total traffic intensity is the same for each class. Here

 = C/r 1 takes the values 5, 50, 500 and the total number of users

s n = 2 m . 

. Imposing fairness 

In this section, we study by simulation the impact of the shar-

ng policy on the performance results obtained with the multi-

ource model. Specifically, we consider max-min fairness applied

ither at flow level or at user level. 

Since the insensitivity property is no longer valid with max-min

airness [7] , we need to specify the flow size distribution. We as-

ume that this distribution is exponential so that the evolution of

he network state is described by a Markov process. The transitions

ates are λi for user- i flow arrivals and φ
i 
(x ) /σ for user- i flow de-

artures in state x , where φ( x ) denotes the vector of bandwidth

hares in state x under max-min fairness at flow level or at user

evel. This Markov process is ergodic under the usual stability con-

ition ρ < 1 and ϱi < 1 for all i = 1 , . . . , n [11] . 

.1. Flow-level fairness 

We first consider the case of max-min fairness at flow level,

hich is representative of the sharing achieved by TCP in the con-

idered network. In practice, the Internet service provider can en-

orce max-min fairness at flow level by identifying flows through

he usual 5-tuple 3 in the IP header of each packet and by applying

ome adequate packet scheduler and buffer management scheme. 

Since there is no explicit expression for the stationary distri-

ution of the network state, we use simulations to get the corre-

ponding performance metrics. 
IP source address, IP destination address, source port, address port, protocol. 
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Fig. 1. Performance metrics under the three models for n = 2 m . 
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Fig. 2. Performance metrics under the three models for n = 10 m . 
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5.2. User-level fairness 

When fairness is imposed at flow level, users having a large

number of flows in progress typically get a higher bandwidth share

than other users. The Internet service provider may rather impose

fairness at user level to avoid this bias. Since all packets generated

by the same user generally share the same IP source address on

the uplink and the same IP destination address on the downlink,

it is sufficient to identify users through the corresponding field in

the IP header of each packet and to apply some fair packet sched-

uler and buffer management scheme on this basis at the backhaul

link. 

Assuming for instance that the n users are active and indexed

in increasing order of their access rates, the bandwidth share of

user i in state x is given by her access rate r i if i ≤ k and 

C − ∑ k 
j=1 r j 

n − k 
therwise, where k is the highest index l such that 
∑ l 

i =1 r i + (n −
) r l ≤ C. Observe that the allocation is the same for all states x such

hat x i > 0 for all i = 1 , . . . , n . Again, the corresponding Markov

rocess does not have a closed-form stationary distribution and we

eed simulations to estimate the performance metrics. 

.3. Numerical results 

Each result obtained by simulation is derived from the average

f the considered performance metric over 10 independent runs of

he corresponding Markov process, each consisting of 5 · 10 5 jumps

fter a warm-up period of 5 · 10 5 jumps. This allows us to get for

ach result a 95% confidence interval included in the plotted value

0.02. 

Fig. 5 shows the results obtained when all users have the same

ccess rate r , C = mr, m = 1 , 10 , 100 and n = 10 m . We observe that

he simulation results obtained with max-min fairness, either at

ow level or at user level, are very close to the analytical results

erived under balanced fairness. 
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Fig. 6. Impact of fairness on throughput performance under the multi-source model for m = 1 , 10 , 100 (from bottom to top) and n 1 = n 2 = 5 m . 
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We now consider the heterogeneous scenario of Fig. 3 with two

lasses of users, class-2 users generating 10 times more traffic than

lass-1 users. The results are presented in Fig. 6 . Balanced fair-

ess still provides a very good approximation of throughput per-

ormance under flow-level max-min fairness, but under-estimates

he mean throughput of class-1 users under user-level max-min

airness. This is due to the fact that class-2 users, who typically
ave a larger number of flows in progress than class-1 users, are

avored under both balanced fairness and flow-level max-min fair-

ess. Imposing fairness at user level allows the Internet service

rovider to protect users generating less traffic. Balanced fairness

oes not capture this phenomenon but provides conservative es-

imates of performance and thus can be used for dimensioning

urposes. 



232 T. Bonald, C. Comte / Computer Networks 109 (2016) 225–233 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[  

 

 

 

 

 

 

[  

 

 

[  

 

[  

 

Finally, we give in Fig. 7 the results corresponding to the sce-

nario of Fig. 4 , with two access rates. The throughput performance

as estimated by balanced fairness is slightly optimistic for class-2

users and very pessimistic for class-1 users, especially under user-

level max-min fairness. Again, this can be explained by the fact

that max-min fairness at user level tends to protect users with low

access rates, a phenomenon that is not captured by balanced fair-

ness. 

6. Conclusion 

We have proposed a new traffic model for evaluating user-level

performance in data networks. The key characteristic of this model

is to account for bandwidth sharing on the user’s access line. The

results turn out to be very different from those obtained with

usual models in practically interesting cases, like n = 100 users

having different traffic profiles or access rates. They coincide only

for large values of n , say n ≥ 10 0 0. Simulations show that the re-

sults are approximately the same under flow-level max-min fair-

ness. When max-min fairness is imposed at user level , the through-

put performance of users with low traffic or low access rate tends

to be better than that estimated by balanced fairness. 

One of the key benefits of the proposed multi-source model

is to account precisely for the number of access lines n with-

out the complexity of the finite-source model. For instance, traf-

fic intensity (and thus link load) is an exogenous parameter of the

multi-source model but an endogenous parameter of the finite-

source model. Moreover, the normalization constant is explicit in

the multi-source model, which greatly simplifies the computation

of the performance metrics. 

A drawback of the multi-source model compared to the infinite-

source model is the lack of a recursive formula for evaluating the

normalization constant in the presence of a large number of dif-

ferent access rates. We let this for future work. Other interesting

issues include the derivation of more accurate approximations in

case fairness is imposed at user level and extensions of the model

to non-elastic traffic (for instance, adaptive streaming traffic). 
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