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a b s t r a c t 

In order to defend a cloud computing system from security attackers, an intrusion detection system (IDS) 

is widely used to inspect suspicious traffic on the network. However, the processing capacity of an IDS 

is much smaller than the amount of traffic to be inspected in a large-scaled network system. In this pa- 

per, we propose a traffic sampling strategy for software-defined networking (SDN) that fully utilizes the 

inspection capability of malicious traffic, while maintaining the total aggregate volume of the sampled 

traffic below the inspection processing capacity of the IDS. We formulate an optimization problem to 

find an appropriate sampling rate for each switch, and sample the traffic flows in the network according 

to the optimal sampling rates using the SDN functionalities. The simulation and experimental results in- 

dicate that the proposed approach significantly enhances the inspection performance of malicious traffic 

in large-sized networks. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

Cloud technologies have become some of the most promis-

ng next-generation technologies for the efficient and cost-effective

anagement and operation of diverse industrial applications. A

loud system is a distributed platform that manages and coordi-

ates a number of distributed devices and services, and provides a

ide range of services and functions. Cloud services are expected

o be deployed to enhance the operation and management effi-

iency for a variety of Internet application and service systems. To

trengthen the security in a cloud system, an IDS is widely de-

loyed. An IDS is one of the most important means for protect-

ng a network from threats. It is used to monitor network behav-

ors and inspect data packets for detecting malicious activities. In

 conventional network, the IDS is configured to operate in two

odes, passive and in-line modes [2] . In the passive mode, the IDS

s connected to the network as a subordinate of a network node,

nd it passively receives and inspects data packets captured from

he node. In the in-line mode, the IDS is set up as a stand-alone

ode in the network. In both modes, the IDS is located at a certain

ocation connected to a network link and conducts a traffic analysis

n local flows going through the link. 
� A part of this work has been demonstrated at the demo session in IEEE Inter- 

ational Conference on Cloud Networking (CloudNet), October 2014 [1] . 
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However, because of an explosive expansion in the network

cale and the increase in network traffic, it has become much

arder to determine the inspection points where the IDS is placed

nd where the data packets are captured within the network. This

s also because the IDS has a limitation of hardware resources in

erms of CPU power, memory access speed, and storage capacity

3] . In particular, for a large-scale network security system, a num-

er of IDSs are needed to be deployed to inspect all data packets

wing to their inspection capability, which incurs high costs. 

With the aim of achieving a scalable inspection of a large-

caled network with a limited capacity IDS, we use software

efined networking (SDN) technology. SDN is an emerging net-

ork architecture that decouples the network control plane from

he packet forwarding plane (data plane) [4] . It has a central-

zed controller, called an SDN controller, which is responsible

or all network control decisions of the network-wide distributed

orwarding elements [5] . The controller uses an OpenFlow (OF)

rotocol, which is a communication networking protocol, to access

F-enabled switches using OF APIs [5] . Since the scale of cloud

ystems is expanding, and communication network management

etween distributed server systems requires diverse functionali-

ies, SDN is a promising solution for the networking architecture

onnecting between the server host systems. Under an SDN-based

etwork system, it is possible to easily sample data traffic from

ultiple switches and forward them to one of the IDSs in the

loud system [4] . 
ntrusion detection in software-defined networks, Computer Net- 
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In this paper, we consider an IDS to prevent malicious data

propagation in an SDN-based network. If the network traffic to be

inspected is much larger than the IDS capacity, the IDS cannot in-

spect all packets in the network. Therefore, it is desirable to sam-

ple a certain amount of data traffic from the network switches and

forward it to the IDS using the SDN functionalities. We propose

a sampling rate adjustment method that determines the appropri-

ate sampling rates at the network switches for fully utilizing the

inspection capability of malicious traffic while the total aggregate

volume of the sampled traffic is kept below the maximum process-

ing capacity of the IDS. 

The remainder of this paper is organized as follows. In

Section 2 , we provide an overview of previous related work. In

Section 3 , we present the system model and derive a relation-

ship between the sampling rate and the capture-failure rate of

malicious traffic when the network traffic is sampled. Then, in

Section 4 , we propose a measurement-based sampling method

along with the details regarding the algorithm used for obtain-

ing the appropriate sampling rates. In Sections 5 and 6 , a perfor-

mance evaluation is presented, followed by concluding remarks in

Section 7 . 

2. Related work 

There has been a significant amount of work on intrusion de-

tection technology and systems. Most research has focused on how

to process a large amount of traffic samples efficiently. They pro-

posed using various traffic characteristics such as the flow size,

flow statistics, and flow entropy changes [3,6,7] . In [3] , Androul-

idakis et al. proposed a flow-size based sampling technique. The

authors considered that network attacks usually use small flows as

a traffic source. Based on the observation, those flows smaller in

size than a certain threshold are sampled with a constant prob-

ability. In [6] , Kawahara et al. introduced a flow-statistic based

intrusion detection strategy. The authors noted that the number

of flows increases dramatically if a network is under attack. They

spatially partitioned sampled traffic into several groups according

to a source-autonomous system. Their experimental results indi-

cate that an analysis of the flow statistics for individual groups

can enhance the ability of intrusion detection. In [8] , Mai et al.

showed how traffic sampling degrades the detection ability of non-

volume dependent anomalies. The authors used three intrusion de-

tection algorithms to detect non-volume based attacks from both

the original and sampled trace data. The results indicate that traffic

sampling can increase the number of false positives and degrade

the detection ability. In [9] , Kacha et al. proposed a new pattern

matching technique for improving the performance of Snort IDS.

To reduce a rate of false alarms, it combined misuse and anomaly

detection techniques. This method provides faster packet inspec-

tion with less consumption of the IDS resource compared to the

conventional one. 

Recently, research efforts have been made to exploit the emerg-

ing SDN technology for network security by a number of research

groups. In [2] , Shin et al. introduced a framework, called Cloud-

watcher, that provides monitoring service for cloud networks. Us-

ing SDN technology, Cloudwatcher changes the paths of the net-

work flows to allow them to pass through more secure links, or

to have their data packets inspected by an IDS. In [10] , Khurshid

et al. used a packet forwarding operation of an SDN in real time

for eliminating network errors such as routing loops, black holes,

and access control violations. Since these errors mostly result in

the unavailability of a service, they are weak points and make a

network vulnerable to network attacks. In [11] , Jafarian et al. pro-

posed a technique for changing the Internet protocol (IP) address

to protect an end node from attackers. This technique frequently

mutates the actual IP address of the end-host into a fake virtual
Please cite this article as: T. Ha et al., Suspicious traffic sampling for i

works (2016), http://dx.doi.org/10.1016/j.comnet.2016.05.019 
P address. In [7] , Giotis et al. proposed an entropy-based detec-

ion algorithm that measures the randomness of specific data sets

n an SDN environment. The authors classified network attacks by

bserving the entropy changes. For instance, if there is a significant

ecrease in the number of destination IPs and destination ports,

he network is considered to be under a DDoS attack. 

Most of the existing work has focused on the sampling and in-

pection of traffic packets observed from only a single point in ei-

her a traditional or SDN-based network. In contrast, we propose

 distributed sampling scheme that samples suspicious data pack-

ts from multiple switches on an SDN-based network. In consid-

ration of the IDS inspection capacity, the proposed scheme de-

ermines the appropriate sampling rate for each switch to fully

tilize the detection ability of an IDS. We provide an analytical

odel for evaluating the capture-failure rate of malicious traffic in

n SDN. The network simulation results indicate considerable gains

n the detection of malicious traffic when the IDS capacity is much

maller than the total traffic to be inspected. 

. System model 

.1. System description 

We consider the SDN-based network shown in Fig. 1 . The SDN-

ased network architecture is composed of an SDN controller and

F-enabled switches. OF is a communication networking protocol

hat enables the SDN controller to access the forwarding table of

he switches. The SDN controller connects with the OF-enabled

witches on the control plane, and by using OF, it can gather the

ow status at each switch and control its flow forwarding table. All

ata packets are exchanged through OF-enabled switches operated

y the SDN controller. 

An IDS is usually used to inspect all or a certain number of

ackets that the IDS can capture at its connected links. A signature

ased IDS compares captured packets against a database of signa-

ures from known threats. For example, Snort IDS [12] is one of the

opular open-source IDSs, and it can detect malicious probes and

ttacks such as server message block probes, stealth port scans,

nd malicious code injection by analyzing network traffic against

 rule set. It can also detect protocol anomalies such as TCP SYN

ood attacks using a variety of preprocessors. 

Fig. 1 shows the suspicious traffic inspection on an SDN-based

etwork with IDS. For an SDN-based IDS, it is possible to sample

he data packets at any OF-enabled switches by using a mirror-

ng method at each switch, which is fully configurable by the SDN

ontroller. The IDS then inspects all of the data packets that are

irrored from the switches, and generates a security alarm if it

etects a network attack or suspicious packet. The security alarm

s fed back to the SDN controller. Based on the inspection results of

he IDS and the current status of the switches, the SDN controller

an reconfigure the network to defend against an attack and make

he network more secure. 

While the SDN technology enables traffic flows at the switches

o be sampled and forwarded to the IDS, the IDS cannot inspect all

ampled packets if the sampled traffic volume is greater than its

rocessing capacity. Therefore, an algorithm for determining the

ampling rates of the switches needs to be developed to ensure

hat the total amount of sampled traffic is kept below the maxi-

um inspection capacity of the IDS while minimizing the rate of

issing malicious traffic packets. 

.2. Network model 

We assume that there are f flows and n OF-enabled switches in

he network. Let λi denote the malicious rate belonging to the i th

ow. If a flow does not include any malicious packets, its malicious
ntrusion detection in software-defined networks, Computer Net- 

http://dx.doi.org/10.1016/j.comnet.2016.05.019


T. Ha et al. / Computer Networks 0 0 0 (2016) 1–12 3 

ARTICLE IN PRESS 

JID: COMPNW [m5G; June 8, 2016;10:47 ] 

Fig. 1. Suspicious traffic inspection on SDN-based network with IDS. 
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ate is 0. The sending rate (or data rate) of the flows is denoted by

ending rate vector s = [ s 1 , . . . , s f ] 
T , and that of malicious flows is

= [ λ1 , . . . , λ f ] 
T . The unit for both the sending and malicious rate

s packets per second (pps). 

As mentioned before, the flow status at each switch can be

vailable at the SDN controller. Based on this flow information, it is

ossible to generate a flow path information matrix, A , as a rout-

ng table used in conventional IP networks. Here, A is an n -by- f

inary matrix, and its element a i, j is 1 when the j th flow passes

he i th switch; otherwise, it is 0. By utilizing A , the data rate of

he switches, b , whose element b i denotes the data rate of the i th

witch, is obtained as follows: 

 = A · s . (1) 

ach switch samples the packets at a certain rate for a malicious

raffic inspection. Let x denote the sampling rate vector, whose el-

ment x i is the sampling rate at the i th switch. 

 = { x 1 , . . . , x n } , 0 ≤ x i ≤ 1 for all i ’s . (2)

or example, if x i is 1, all packets passing the i th switch are sam-

led and forwarded to the IDS. 

.3. Sampling of suspicious traffic 

One of the performance metrics that is widely used for intru-

ion detection is the false-negative rate. A false negative implies

hat the IDS has not detected a malicious attack that has taken

lace because the IDS fails to classify the malicious packet. In this

aper, we consider another metric for failure detection of malicious

ttacks. If malicious packets belonging to a malicious attack are not

aptured, the malicious attack cannot be detected by the IDS. Thus,

e focus on a capture-failure rate instead of a false-negative rate.

he term of “capture-failure,” from the perspective of an IDS, in-

icates the unawareness of an attack. Since we sample a certain

mount of traffic for inspection rather than all the packets belong-

ng to a traffic flow, the performance of suspicious traffic inspec-

ion can be quantified based on the capture-failure rate. 

Let p denote the capture-failure rate vector, where p i is the

apture-failure rate of the i th flow. 

p = { p 1 , . . . , p f } , 0 ≤ p i ≤ 1 for all i ’s . (3)

A flow passes through several switches while it is relayed to-

ard its destination. If none of the malicious packets in a flow are

ampled at any of the intermediate switches, the IDS cannot de-

ect them. Therefore, the capture-failure rate of an i th flow that in-

ludes malicious packets is the product of the capture-failure rates
Please cite this article as: T. Ha et al., Suspicious traffic sampling for i

works (2016), http://dx.doi.org/10.1016/j.comnet.2016.05.019 
t every intermediate switch. 

p i = 

∏ 

j∈ α(i ) 

p i, j , (4) 

here α( i ) is a set of switches that the i th flow passes, and p i, j is

he capture-failure rate of the i th flow at the j th switch. It is im-

ortant to note that the capture-failure rate in (4) is the probabil-

ty that malicious packets fail to be captured at every intermediate

witch. Therefore, the capture-failure rate should be minimized to

ave higher chance of detecting attacks. 

First, assume that x j , b j , and, x j · b j are natural numbers. The

rocess of sampling the data packets is then the same as picking

 j · b j balls out of a total of b j balls. Therefore, the capture-failure

ate p i, j can be calculated as follows: 

p i, j = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

0 if b j − λi ≤ x j · b j , (
b j −λi 

x j ·b j 
)

(
b j 

x j ·b j 
) = 

(b j − λi )! · (b j − x j · b j )! 

b j ! · (b j − λi − x j · b j )! 
otherwise. 

(5) 

f the number of normal packets is less than that of the sampled

ackets, then ( b j − λi − x j · b j ) becomes negative. In this case, be-

ause the sampled packets have at least one malicious packet, the

apture-failure rate is set as 0. In addition, if the i th flow does not

ass the j th switch, then the sampling at the j th switch does not

ffect the capture-failure rate of the i th flow, and thus the capture-

ailure rate of the i th flow at the j th switch is 1. 

Next, to relax the above assumption for natural numbers, the

amma function is used, which has the following relationship with

he factorial: 

(n ) = (n − 1)! , (6)

here the gamma function is defined by �(t) = 

∫ ∞ 

0 x t−1 · e −x dx .

sing (6) , the capture-failure rate in (5) is converted to 

p i, j = 

⎧ ⎨ 

⎩ 

0 if b j − λi ≤ x j · b j , 

�(b j − λi + 1) · �(b j − x j · b j + 1) 

�(b j + 1) · �(b j − λi − x j · b j + 1) 
otherwise. 

(7) 

Consider a simple network consisting of two switches (denoted

y SW 1 and SW 2 ) and two flows (denoted by f 1 and f 2 ) as shown

n Fig. 2 . The sending rates of both flows are 10 0 0 pps, and the

ows have malicious rates of λ and λ , respectively. Matrix A
1 2 

ntrusion detection in software-defined networks, Computer Net- 
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Fig. 2. Simple network topology and path information matrix. 
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shows the routing path of each flow. In the network topology, f 1 
passes both switches, and f 2 passes only SW 2 . Let C denote the

capacity of the IDS. Then, we can consider two possible sampling

policies: 1) sampling at only SW 2 with a rate C and 2) sampling

at both switches with a same rate C /2. Namely, for the policy 1,

only SW 2 samples the traffic at the IDS capacity. For the policy

2, each switch samples the traffic evenly with one half of the IDS

capacity. 

Through MATLAB simulations, we measure the capture-failure

rate while the IDS capacity is varied from 50 to 150 pps. Fig. 3 (a)

shows the capture-failure rate when λ1 = 50 pps and λ2 = 10 pps.

In Fig. 3 (a), it is seen that the capture-failure rates decrease as the

IDS capacity increases and that f 2 experiences the higher capture-

failure rate within the entire range of the IDS capacity. Between

two policies, the sampling policy 1 must be the better sampling

strategy because f 2 has lower capture-failure rate under the policy

1. Fig. 3 (b) shows the capture-failure rate when λ1 = 10 pps and

λ2 = 50 pps. The sampling policy 2 achieves better performance

because f 1 has the higher capture-failure rate than f 2 within the

entire range and the capture-failure rate of f 1 is smaller under the

sampling policy 2. 

These simulation results imply that the sampling rates should

be carefully determined for a better inspection according to the

network status, such as the IDS capacity, the rate of malicious

flows, and flow paths. 

4. Proposed algorithm 

In this section, we describe our proposed sampling algorithm

for intrusion detection in SDN-enabled network. In a conventional

network, an IDS inspects the traffic flows at only a few specific

switches or links owing to the physical limitation of network de-

vice access. However, in an SDN-based network, it is possible to

sample the traffic at any location by mirroring duplicated traffic to

the IDS using an SDN controller. Although an IDS used in SDN can

inspect packets at any point within the network, it is impossible

to analyze all packets because of the limited IDS capacity. The traf-

fic volume in a network is generally much larger than the capac-

ity of an IDS. Therefore, instead of analyzing all of the packets, we

sample packets at the switches at a certain sampling rate, which

is determined through an optimization process that minimizes the

capture-failure rate of the malicious flow with the largest capture-

failure rate. 

4.1. Sampling rate decision 

Since the sampling approach does not sample all the packets in

the network, a certain possibility that malicious packets will not be

sampled exists. Therefore, the performance of the intrusion detec-

tion depends highly on how much malicious traffic is sampled and

forwarded to the IDS. In other words, the objective of the sampling

method is to minimize the capture-failure rates of malicious traffic.

Under the assumption that every malicious packet forwarded to an
Please cite this article as: T. Ha et al., Suspicious traffic sampling for i

works (2016), http://dx.doi.org/10.1016/j.comnet.2016.05.019 
DS is properly classified, an optimization problem minimizing the

apture-failure rate can be formulated as follows: 

( x ) = min 

x 
{ max 

i 
p i } 

= min 

x 

{
max 

i 

(∏ 

j 

p i, j 

)}

= min 

x 

{ 

max 
i 

( ∏ 

j 

�(b j − λi + 1) · �(b j − x j · b j + 1) 

�(b j + 1) · �(b j − λi − x j · b j + 1) 

) } 

. 

(8)

A different objective function, such as a summation of the

apture-failure rates over all of the flows, rather than the use of

he largest capture-failure rate of all flows, may also be considered.

owever, the solution to this objective function may reduce only

he summation of capture-failure rates by scarifying the detection

erformance for a few flows with a large capture-failure rate. In

ractice, however, this could result in a very crucial and danger-

us situation in terms of security. Alternatively, a weighted sum-

ation of the capture-failure rates using the coefficients related to

alicious traffic volumes can be used. Further research on different

ypes of objective functions and an evaluation of their performance

or specific security applications remains as our future work. 

In addition to the objective function in (8) , some constraints

eed to be taken into consideration. First, owing to the limited IDS

apacity, the total amount of sampled traffic cannot exceed the in-

pection capacity of the IDS. Let C denote the capacity of the IDS.

he constraint on the relationship between C and the sampling

ate vector x is then given by 

n 
 

i 

x i · b i ≤ C. (9)

he inspection capacity of an IDS can be defined simply as the

aximum amount of traffic that the IDS can properly process

ithout a significant degradation in the inspection performance.

econd, the sampling rate at each switch is a positive value be-

ween 0 and 1, 

 ≤ x i ≤ 1 for i = 1 , 2 , . . . , n. (10)

The optimization problem is to minimize the object function in

8) with the constraints of (9) and (10) . This can be readily solved

sing optimization algorithms such as interior-point optimization

r sequential quadratic programming. 

.2. Update strategy 

In the optimization of (8) , the objective function is given as a

unction of b , λ, and x , where b is the data rate vector of the

witches, λ is the malicious traffic rate of the flows, and x is

he sampling rate at the switches. Whereas the data rates of the

witches b can be easily gathered using an SDN controller, the ma-

icious rate λ continuously changes over time and is an unknown

arameter to be estimated. Once the traffic sampling is conducted

t a certain rate of λ, the IDS inspects the sampled traffic and pro-

ides security reports containing statistics on the security attacks

long with the source and destination IP addresses and types of

ttacks. These reports enable the malicious traffic rate to be esti-

ated, and the details are explained later. Based on the estimate of

, the optimization provides the next appropriate sampling rates at

he switches. During these iterations, the estimated malicious rates

onverge to the actual values through a re-adjustment of the sam-

ling rates. 

Algorithm 1 shows the pseudocode of the proposed traffic sam-

ling scheme. The initial malicious traffic rate of all the flows are

et to a constant η on line 2. Then, the initial sampling rate x can
ntrusion detection in software-defined networks, Computer Net- 
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Fig. 3. Capture-failure rates with respect to the IDS capacity. 

Algorithm 1 Proposed sampling rate decision strategy. 

Require: n , f , C, s , A , η, k 

1: b ← s · A 

2: Set λi ← η for ∀ i and λ ← { λ1 , λ2 , . . . , λ f } 
3: Find the solution x for the optimization with M( x ) 

4: loop 

5: Configure OF-flow tables to sample traffic according to x 

6: Obtain the malicious traffic amount r from IDS inspection re- 

sults 

7: Estimate instantaneous malicious rate ˆ λ
8: ˜ λ ← (1 − ω) ̃ λ + ω ̂

 λi for a small ω
9: Find a new sampling rate x by M( x ) with 

˜ λ in (8) subject to 

the constraints in (9) and (10) 

10: end loop 
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e obtained by solving (8) on line 3. Once the sampling is per-

ormed and the sampled traffic is forwarded to an IDS, then the

DS inspects the traffic and classifies the malicious traffic. Let r de-

ote the measured malicious traffic amount vector, and its element

 i represents the amount of detected malicious packets of the i th

ow, which are obtained by the IDS inspection report on line 6. 

After that, by using r , s , x , and b , the instantaneous malicious

raffic rate of each flow 

ˆ λi can be estimated. First, we calculate

ow many data packets are forwarded to the IDS for each flow.

lthough the number of detected malicious packets of the i th flow

s smaller than in the other flows, it does not necessarily mean the

alicious rate of the i th flow is lower than that of the other flows

ecause the total number of sampled packets is not the same. Let

 denote the aggregated sampled traffic amount vector, and its el-

ment y i is the total number of traffic packets of the i th flow sam-

led at every switch. Then, y i can be calculated as follows: 

 i = 

∑ 

j∈ α(i ) 

s i · x j , i = 1 , . . . , f . (11)

hen, the instantaneous malicious rate is obtained as follows: 

ˆ 
i = 

r i 
y i 

· s i . (12) 

ote that 

(
r i 
y i 

)
is the ratio of the number of malicious packets

dentified at the IDS to the number of the all the sampling packets

elonging to the i th flow. 

Since the estimated instantaneous malicious traffic rate ˆ λi may

uctuate over time, especially when y i is small, the average mali-

ious traffic rate is obtained by a simple moving average on line 8.
Please cite this article as: T. Ha et al., Suspicious traffic sampling for i
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s shown in Algorithm 1 , the average malicious traffic rate vec-

or ˜ λ is used in (8) instead of the instantaneous value of (12) .

y repeating the operations in the loop from lines 5 through 9 in

lgorithm 1 over time, the estimated value of the malicious vector

ill catch up with the actual value. 

.3. Traffic sampling mechanism 

For a sampling rate x obtained by Algorithm 1 , each switch

amples traffic at the given rate and forwards the sampled traffic

o IDS. The packet sampling mechanism has a significant impact

n malicious traffic detection performance of IDS. One may con-

ider packet-driven and time-driven mechanisms. Under a packet-

riven mechanism, the switch captures one packet every 1/ x pack-

ts if the sampling rate is x . Under a time-driven mechanism, it

aptures all the packets during a portion of x at each sampling in-

erval. Attacks on stateless protocols can be easily identified us-

ng either packet-driven or time-driven mechanism. However, the

ime-driven mechanism has advantage of detecting stateful attacks

ecause it captures all the packets for a certain time duration. For

xample, if the sampling rate x is 0.1 and the sampling interval 1

econd, then the switch captures all the packets for the first 100

s in every 1 second. It is more likely that the time-driven mech-

nism can provide a higher degree of visibility on complete traffic

ows when the amount of traffic samples is limited. In Section 6 ,

e will discuss in detail how we implemented the sampling mech-

nism on SDN-enabled switches. 

. Simulation results 

To evaluate the performance of the proposed sampling strategy,

e conducted extensive simulations using an ns-2 network simula-

or [13] and compared its performance against that of a naive sam-

ling method. Naive sampling equally samples data traffic at every

witch under the condition that the aggregated amount of sam-

led traffic is equal to the IDS capacity. The maximum IDS capacity

s set at 3 Gb/s, and thus the total rate of sampled data traffic is

ept below 3 Gb/s. We evaluated the performance of the proposed

ethod for three different topologies. The optimization of M ( x ) in

lgorithm 1 is solved using the fmincon function of MATLAB. 

.1. Scenario 1: simple network (20 switches) 

We conducted a set of simulations for a simple network, as

hown in Fig. 4 . There are 20 switches in the network topology, as
ntrusion detection in software-defined networks, Computer Net- 
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Fig. 4. Scenario 1: a simple network topology with 20 switches. 
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indicated by the black spots in the figure. The bandwidth of each

link is set to 1 Gb/s. In this case, we set up 100 data flows through

the network, and each source node is configured to generate data

packets at a constant bitrate (CBR) of 12 – 256 Mb/s. The packets

are transferred over UDP. Additionally, we set three malicious traf-

fic flows, including both normal and malicious packets. 

Fig. 5 shows the detection performance of the proposed algo-

rithm for all malicious traffic as the number of iterations increases

from 1 to 100. Each iteration corresponds to 2 s, but it is adjustable

depending on the network size and IDS performance. The traffic

flows including malicious packets change their malicious traffic ra-

tio λ from 1% to 3% at the 50th iteration (i.e., t = 100 s). The pro-

posed sampling scheme updates its solution to the sampling rate
Fig. 5. Detection performance for the topology shown in Fig. 4 when the malicious tra

Please cite this article as: T. Ha et al., Suspicious traffic sampling for i
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sing the estimation of malicious traffic rates at each iteration. The

DS capacity is set to 0.5 Gb/s. 

In Fig. 5 (a) and (b), the graphs clearly show that the maximum

apture-failure rate gradually decreases as the number of iterations

ncreases. At the first iteration, the maximum of the capture-failure

ates of the malicious traffic is greater than 0.5, the main reason

or which is the inaccuracy of the initial malicious rates. Since in-

ormation regarding a malicious traffic rate is unavailable, the in-

rusion detection performance during the first tens or so iterations

epends highly on the initial values of the malicious traffic rates.

s the inspection progresses, the maximum value gradually de-

reases based on the updating strategy of the proposed algorithm. 

Comparing Fig. 5 (a) and (b), the capture-failure rate decreases

ore rapidly in Fig. 5 (b) because the moving average factor ω used

n Algorithm 1 for the simulation in Fig. 5 (b) is greater than that

or Fig. 5 (a). When the malicious traffic ratio λ abruptly changes at

he 50th iteration, the proposed algorithm successfully adjusts the

ampling rates of switches and keeps the capture-failure rate near

ero. Interestingly, some points exist where the capture-failure rate

f a certain flow increases in comparison with that of the previous

teration (e.g., traffic flow 1 in Fig. 5 (b) at the 5 – 10th iteration).

owever, this is due to the sampling policy attempting to reduce

he maximum value among the capture-failure rates, which is con-

inuously decreased as the iteration increases. 

In Fig. 5 (c) and (d), we observed that the estimated mali-

ious traffic rates reach closer to the actual values through a re-

djustment of the sampling rates as the iteration increases. As dis-

ussed above, if ω is greater, the estimate of λ approaches the ac-

ual value more rapidly. However, if ω is too large in real network
ffic ratio λ changes from 1 to 3% at the 50th iteration (1 iteration = 2 seconds). 

ntrusion detection in software-defined networks, Computer Net- 
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nvironments, the estimation is more susceptive to noises in in-

tantaneous values, and it may fluctuate severely with instability.

herefore, ω should be carefully determined according the charac-

eristics of network environment. 

.2. Scenario 2: larger-scaled network (200 and 500 switches) 

We conducted our performance evaluation for larger sized net-

orks. Fig. 6 (a) and (b) show the topology with 200 and 500

witches, respectively. Using these topologies, it was possible to

onduct a more realistic and complex simulation closer to a real

etwork scenario. Each link has a capacity of 1 Gb/s. For each

opology, 10 0 0 and 1500 flows are generated between randomly

hosen source and destination nodes, respectively. Each source

ode is configured to generate data packets at a CBR of 12 – 256

b/s. These packets are to be delivered over UDP. Three flows are

elected as malicious traffic, which includes both normal and ma-

icious packets, of which 1 to 10% are malicious packets. Under

his scenario, the naive sampling approach was implemented for

 comparison. The naive scheme samples the traffic equally at a

ate of ( C / n ) for all n switches. 

Fig. 7 (a) shows the capture-failure rate with respect to the IDS

apacity for λ = 0.025. The IDS capacity varies from 0.1 to 3

b/s. For both algorithms, the change in the capture-failure rate

hows a downward trend as the IDS capacity increases. This re-

ult is reasonable in that a larger IDS capacity means that an IDS

an conduct more inspections. For all cases, the proposed sam-

ling strategy significantly outperforms the naive sampling ap-

roach. In particular, for a naive approach, more than 85% of the

alicious flows are undetected in an IDS for the network topol-

gy with 500 switches. This means that naive sampling is signif-

cantly less effective in large-scaled networks because the IDS ca-

acity is quite limited in comparison with the volume of network

raffic. 

Fig. 7 (b) also shows that our proposed scheme outperforms the

aive approach for a fixed IDS capacity of 2 Gb/s and a varying

atio of malicious packets of 1 to 10%. The graph shows that the

apture-failure rate depends on the ratio of malicious traffic. In

act, the IDS can find malicious flows more easily when the ma-

icious traffic ratio is increasing because the increase in the ratio
Fig. 6. Scenario 2: network topolog

Please cite this article as: T. Ha et al., Suspicious traffic sampling for i
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f malicious traffic leads to an increase in the amount of malicious

ackets, whereas the amount of total traffic in the network is fixed

n this simulation. Therefore, the probability of sampling malicious

ackets is also increasing, resulting in lower capture-failure rates,

s shown in Fig. 7 (b). 

In our simulations, the computation time for solving the op-

imization in Algorithm 1 varies depending on the topology size

nd the number of flows. For the simple topology in Fig. 4 , it took

bout 4 ms, and for the large-scaled topologies, it took about 3.6

 and 8.79 s, respectively, on HP Z620 workstation equipped with

ntel Xeon E5-1650v2 CPU. Since the computational complexity sig-

ificantly increases with respect to the network scale, it is highly

equired to develop an efficient method to solve the optimization.

s part of our future work, it would be possible to incrementally

olve the optimization under the assumption that the traffic flows

hange more slowly than the sampling frequency. 

. Experimental results 

For empirical performance evaluation, we constructed an SDN

estbed and implemented the proposed algorithm on the testbed.

he testbed consists of a HP Z420 workstation, which is equipped

ith Intel Xeon E5-1620 and runs Ubuntu 14.04.2 LTS, as an SDN

ontroller, 6 Odroid-XU3 embedded boards as SDN switches, and a

ell Optiplex Desktop PC for IDS. The details of the testbed are as

ollows: 

• SDN controller: There exists a variety of SDN controller pack-

ages such as FloodLight, ONOS, and OpenDayLight (ODL) [14] .

Among them, we chose ODL as the SDN controller for our

testbed and installed it on the workstation. ODL is a Java-

written open-source project software. It supports the Open-

Flow protocol and provides the northbound API (REST API) and

southbound API (OSGi) for programming interface. 

• SDN switches and traffic sources: We constructed an SDN with

SDN-enabled switches. Odroid-XU3 embedded boards are used

as an SDN switch by installing Open vSwitch (OVS) software

[15] . Since each board is equipped with a single Ethernet port,

a USB hub and USB-to-Ethernet adapters are added to have four

more Ethernet ports. One is connected to the SDN controller,
ies for larger-scaled scenario. 

ntrusion detection in software-defined networks, Computer Net- 
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Fig. 7. Capture-failure rates for the topologies shown in Fig. 6 . 

Fig. 8. SDN-based testbed configuration. 
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another one is used for mirroring the sampled traffic, and the

others are for constructing a data network topology. In addi-

tion, the embedded board is virtualized by Kernel-based Virtual

Machine (KVM) [16] hypervisor, and it hosts a couple of virtual

machines (VMs). The VMs are used to generate normal and ma-

licious traffic flows using a network bandwidth measurement

tool, iPerf [17] . 

• IDS: Snort [12] and Suricata [18] are ones of the most popular

open-source IDSs. In our test-bed, Snort was used to detect ma-

licious traffic generated by the iPerf on the VMs. The attackers

are assumed to perform a port-scan attack using a port number

10,0 0 0. The rule set for Snort is configured to trigger an alarm

if a packet is destined to an unallowed port of the destination

node. 

As mentioned in Section 4.3 , traffic sampling mechanism can be

implemented as either packet-driven or time-driven mechanism.

In our testbed, we exploited a port mirroring mechanism of OVS

software. We created a virtual queue and attached it to one port

of OVS switch. Then, the traffic to be sampled is mirrored to the

virtual queue, and is forwarded to the IDS through the port. By

adjusting a quality of service (QoS) policy of the queue (i.e., max-

rate), the sampling rate of the switch is controlled in our imple-

mentation. 

Fig. 8 shows the SDN testbed with the SDN controller, 6 SDN-

enabled switches, 10 VMs, and a single IDS. The number of flows
Please cite this article as: T. Ha et al., Suspicious traffic sampling for i
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enerated by VMs are five, and their flow rates are 20 Mb/s. One

f five flows is configured to include 5% malicious packets from t

 10 s. The IDS capacity is set to 10 Mb/s, and the SDN controller

locks malicious flows if it receives more than 400 alarms from

he IDS. For the proposed algorithm, the moving average param-

ter ω is set to 0.2, and the sampling policy is updated in every

 seconds. 

Fig. 9 shows the experiment results. At t = 10 s, the attack be-

ins at a rate of 1 Mb/s. At t = 17 s, the IDS detects malicious
ntrusion detection in software-defined networks, Computer Net- 
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ackets and generates the first alarm. The reason for this time

lapse is two-folds. First, it takes time for the switches to cap-

ure packets at a certain rate and forward the packets to the IDS.

ote that the switches in our test-bed are a software-based switch

unning OVS software. Second, the IDS consumes a certain amount

f time to analyze the captured packet and update its log file. Af-

er the first alarm, the proposed algorithm calculates a new sam-

ling rate for each switch, and updates the sampling rate at ev-

ry switch. These two processes take about 3–5 seconds. In Fig. 9 ,

t is seen that the number of alarms for the proposed algorithm

apidly increases at t = 22 s. At t = 47 s, the accumulated num-

er of alarms exceeds 400, and the SDN controller sends an up-

ated flow table to the switch. At t = 53 s, the flow is eventually

locked. For the proposed algorithm, it takes 43 s from the begin-

ing of attack to the flow blocking. On the contrary, it takes 127 s

or the naive sampling. Note that the time elapse for the proposed

lgorithm highly depends on the performance of the IDS and OVS

witches, and it could be further reduced in enterprise-scale envi-

onments. 

. Conclusion 

In this paper, we proposed a traffic sampling rate decision strat-

gy for efficiently exploiting limited IDS resources in the detec-

ion of malicious traffic. The proposed method increases the intru-

ion detection performance considerably by estimating the appro-

riate sampling rate for each switch and focusing more on suspi-

ious traffic. With the help of SDN technology, our method mea-

ures the throughput of each switch, the current distribution of

alicious traffic, and the flow path information. The proposed ap-

roach evaluates the rate of missing malicious traffic for selecting

he most appropriate sampling rates, while the sampled traffic vol-

me is kept below the capacity that can be handled by an IDS. The

imulation and experiment results indicate that the proposed sam-

ling scheme significantly outperforms a naive scheme that sam-

les the traffic from all switches at an equal rate. 
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