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a b s t r a c t 

In-network caching has been widely adopted in Content Centric Networking (CCN) to accelerate data

delivery, mitigate server load and reduce network traffic. However, the line-speed requirement makes

the in-network caching space very limited. With the rapid growth of network traffic, it is significant

challenging to decide content placement in such limited cache space. To conquer this conflict, coordinated

in-network caching schemes are needed so as to maximize the profit of ubiquitous caching capacities. In

particular, in-network caching in CCN is deployed as an arbitrary network topology and naturally supports

dynamic request routing. Therefore, content placement scheme and dynamic request routing are tightly

coupled and should be addressed together. In this paper, we propose a coordinated in-network caching

model to decide the optimal content placement and the shortest request routing path under constraints

of cache space and link bandwidth in a systematic fashion. Via extensive simulations, the effectiveness

and efficiency of our proposed model has been validated.

© 2016 Elsevier B.V. All rights reserved.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

n  

l  

S  

g  

w  

I  

o  

c  

w  

e  

w  

t

 

i  

c  

w  

t  

t  
1. Introduction

As an emerging predominant next-generation network archi-

tecture, Content Centric Networking (CCN) [1] leverages ubiqui-

tous in-network caching , where each router is equipped with

a content store (CS) module, to accelerate data delivery, mitigate

server load and improve user experience. Furthermore, CCN iden-

tifies each piece of content chunk with a globally unique name.

As these name-based content chunk can be addressed, stored and

transported independently, in-network caching allows every cache

enable node (e.g., router, proxy cache and end-user machine) of

the network to opportunistically cache the named-chunks and use

them to serve the subsequent requests, avoiding going all the way

to the original server. 

Despite many benefits are expected by in-network caching,

there are a number of challenges to be addressed. First, with cur-

rent technologies, line-speed requirement limits the capacity of in-

network caching and suggests the cache size of each router should
� This work is supported by the Fundamental Research Funds for the Central Uni- 

versities of China (No.02360 0-50 0110 0 02), the National Natural Science Foundation

of China (No. 61502038 ).
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ot exceed 10GB DRAM memory size [2] . It is significant chal-

enging to decide content placement in such limited cache space.

econd, the increasing demand of network traffic, such as user-

enerated content, time-shift TV and high definition video, over-

helms link bandwidth capacities. The scarcity of bandwidth of

nternet links is becoming a bottleneck of accessing huge amount

f data. We therefore argue that designing an effective in-network

aching scheme in consideration of cache space and link band-

idth constraints is critical for CCN. This problem has been studied

xtensively in traditional Web caching or content distribution net-

ork (CDN) systems, which, however, are not fit for CCN due to

he following two reasons. 

First, unlike content caching deployed as an overlay capacity

n CDN, in-network caching is deployed as an underlay network

apacity in CCN. Therefore, caching nodes in CCN may cover the

hole Internet scale and are arranged as an arbitrary network

opology (see Fig. 1 (b)), rather than the hierarchical tree struc-

ure in CDN (see Fig. 1 (a)). Second, in-network caching naturally

upports dynamic request routing , which can locate content repli-

as based on current caching statuses in the network and selects

 more benefit path for the request. Fig. 1 (b)) illustrates an exam-

le of dynamic request routing in an arbitrary network topology.

hen router A receives a request from an end user, dynamic re-

uest routing strategy will send it in path 1 or 2 (A-C-B or A-C-D),

http://dx.doi.org/10.1016/j.comnet.2016.10.004
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Fig. 1. Hierarchical and arbitrary caching network topologies comparison, and static 

and dynamic request routing paths comparison in CCN. 
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oth of which are much better than the one (A-C-E-K-Server) se-

ected by static routing strategy, sending the request to the original

erver. 

Existing works [2–7] have been conducted on designing in-

etwork caching strategies in CCN, such as the optimal content

lacement locations [3] , explicit cooperative caching scheme [4] ,

mplicit cooperative caching scheme [5] , name-based request rout-

ng strategy [6] , bandwidth and storage sharing mechanism [7] and

ache networks modeling [8] . However, very limited works focus

n designing in-network caching schemes under both constraints

f cache space and link bandwidth. Furthermore, prior researches

n CCN usually rely on an opportunistic cache-hit (happen-to-

eet) fashion to utilize the in-network storages. In the happen-to-

eet fashion, requests are forwarded using static request routing

trategy as that in CDN. Therefore, only the content cached on the

ath towards the original server can be utilized, which limits the

etwork-wide usage of the in-network caching storages. To maxi-

ize the profit of ubiquitous in-network caching capacities in CCN,

ynamic request routing should be adopted and be coupled with

ontent placement location. That is the content placement status

ffects how to select an appropriate dynamic request routing path,

hile the request routing path is the reverse of content delivery

ath in CCN, therefore potentially decides which routers in the net-

ork will store the content. 

To address the aforementioned issues, we focus on the in-

etwork caching scheme of CCN under constraints of cache space

nd link bandwidth, and propose a coordinated in-network caching

odel to capture the characteristics of arbitrary network topol-

gy and dynamic request routing requirement of CCN. In particu-

ar, two important and coupled problems are carefully addressed

n the model: (1) content placement problem. CCN routers de-

ide whether to cache the receiving named-data or not to make

aximum benefit of their limited cache space, which is defined as

ontent placement problem. (2) dynamic request routing prob-

em. Routers exploit network-wide in-network storage and forward

equests to the nearby content replicas. The optimal request rout-

ng path dynamically changes due to the high volatility of data

n caches and it takes efforts to find an appropriate (e.g. short-

st) path to forward requests, which is defined as dynamic request

outing problem. Our objective is to minimize the aggregate band-

idth cost of data transfer in the network through solving the

odel to find the optimal content placement decision and dynamic

equest routing path. The main contributions of this paper are as

ollows: 

• We propose a complete model to capture the characteristics of

arbitrary network topology and dynamic request routing require-

ment of CCN and then formulates the coupled content place-

ment and dynamic request routing problem under link band-

width and cache space constraints. 

• By adopting the Lagrangian dual technique, the coupled content

placement and request routing problem can be divided into two

subproblems, each of which is the problem of maximizing a

submodular function subject to a matroid constraint therefore
can be solved with a greedy algorithm, achieving at least 1/2 of

the optimal solution in terms of bandwidth cost savings. 

• Extensive experiments are carried out to evaluate the perfor-

mance of the proposed model and show that the proposed ap-

proach is superior compared with the existing caching schemes.

The rest of this paper is organized as follows. Section 2 reviews

 survey of the related work. Section 3 presents our coordinated

n-network caching model. Problem formulation and solutions are

iven in Section 4 . Section 5 shows the experiment settings and

he experimental results for verifying the effectiveness of our ap-

roach. Section 6 summarizes the observations and findings in ex-

eriments. Finally, Section 7 concludes the paper. 

. Related work 

Existing works on jointly coupled content placement and re-

uest routing problem can mainly classified into two categories: (i)

or traditional Web caching systems and CDN; (ii) for in-network

aching of CCN. 

As to caching for traditional Web caching system and CDN, sev-

ral researches [9–11] have been carried out to perform central-

zed content placement and request routing in networks with hier-

rchical topologies . Borst et al. [9] presented a collaborative con-

ent placement and requesting routing strategy for a two-layer

ierarchical caching topology in CDN. It solved the collaborative

aching problem in CDN using a linear optimization technique. Dai

t al. [10] proposed several mechanisms for the cooperation be-

ween different layers in a hierarchical IPTV topology for the pur-

ose of maximizing the overall traffic. Jiang et al. [11] considered

roups of “last mile” CDN servers, e.g., set-top boxes located within

sers’ homes, and proposed a set of mechanisms to jointly manage

ontent replication and request routing within this architecture.

ll these works show promising direction to exploit the coupled

roblem of content placement and request routing. However, re-

uest routing in these studies generally represents sever selections

trategies in CDN. Our works focuses on dynamic request routing

pon ubiquitous in-network caching routers. Furthermore, these

orks were designed for hierarchical network topology in the con-

ext of CDN or IPTV and can not apply to the arbitrary network

opology of CCN. 

With respect to in-network caching for CCN, some researches

ave also conducted on the joint problem of content placement

nd request routing in CCN. Saino et al. [12] proposed a hash-

unction-based content placement and request routing process. It

sed a hash function to map named-content identifiers to cache

odes and then designed five hash-routing schemes with prior

nowledge of content placement locations. This approach was sim-

lar to the centralized content placement in CDN but adopted fa-

ility request routing mechanism, and may be more suitable in

mall-scale caching topology. Some works introduced to use re-

uest forwarding information to improve the efficiency of content

lacement. For example, Kawano et al. [13] proposed a selective

ontent placement strategy based on the request history in CCN,

hich suggested routers not to cache the chunk less likely to be

sed next according to the historical information of requests. Wang

t al. [14] designed a collaborative caching scheme by partitioning

ontent space and hash-routing. 

Besides, existing works also exploited to use content place-

ent information to benefit request forwarding strategies in CCN.

i et al. [15] proposed a CLS scheme which encouraged routers to

aintain content delivery trails information and used them to di-

ect requests. Eum et al. [16] proposed a secondary best-effort re-

uest routing mechanism name potential based routing (PBR) to

oost availability of copies. Chiocchetti et al. [17] used a reinforce-

ent learning to discover available content replicas and designed
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Fig. 2. An example of network decomposition and graphical illustration of a sub- 

network. 
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a dynamic request forwarding scheme, called INFORM. Wang et al.

[18] designed a dynamic request forwarding strategy, which sug-

gested n -hop neighboring routers to exchange cache status infor-

mation and thus could realize content-ware request forwarding,

but might cause considerable information exchange overhead. Yi

et al. [19] investigated an adaptive forwarding strategy in CCN. In

[19] , available interfaces were periodically probed to retrieve con-

tent via the best path. All these works [15] - [19] leveraged content

placement information to find request routing path in CCN. How-

ever, the determination of request routing in these works is decou-

pled from content placement decisions, which assumes the con-

tent placement decisions have been made and focuses on finding a

nearby copy of content based on current cache status. Actually, the

request routing path in CCN will greatly affect the content place-

ment location, as it is the reverse of content delivery path. The re-

quest routing and content placement problems are coupled tightly

and should be solved together to maximize the in-network caching

profit of CCN. Furthermore, link bandwidth constraint and hetero-

geneous link bandwidth capacity are neglected by these works. A

more effective strategy to achieve coordinated content placement

and request routing in CCN, under consideration of link bandwidth

constraint and arbitrary caching network topology, still remains a

great challenge. 

Our work differs from above existing works in three-fold: (1)

we consider an architecture of arbitrary in-network caching topol-

ogy with limited link bandwidth capacity. (2) a comprehensive for-

mulation of coupled content placement and request routing prob-

lem in CCN is presented, aiming to maximizing the bandwidth

cost savings. (3) Lagrangian dual technique is adopted to solve the

proposed formulation and a dynamic request routing mechanism

combined with optimal content placement is designed, achieving

a good tradeoff between considerable bandwidth cost savings and

incurred content access delay. 

3. In-network caching model 

In this section, we present our coordinated in-network caching

model as shown in Fig. 2 . We first describe the decomposition of

arbitrary network topology of CCN and then present the model

framework. 

3.1. Decomposition of arbitrary network topology 

The in-network caching routers in CCN compose of an arbi-

trary network topology. It is unfeasible to address all temporary

copies of content in such a large scale arbitrary topology and is

time consuming to make optimal content placement for the whole

network routers in a distributed manner. Therefore, previously we
ntroduced the concept of dominating set to classify the routers of

CN into core routers and common routers, and further decom-

osed the arbitrary network topology into subnetworks [20] . The

ode classification and network decomposition can be referred to

ur previous work, which are not the focus of this paper. 

Fig. 2 shows an example of network decomposition. Black nodes

n Fig. 2 represent the core routers and white nodes denote the

ommon routers, which are distinguished by a connected dominat-

ng set (CDS) construction algorithm in [20] . For a given network

opology and the identified CDS algorithm, subnetwork decompo-

ition is artificially carried out off-line by considering both realistic

equirements and topology information. After decomposition, each

ubnetwork consists of a core router and M common routers that

irectly connect to the core router, M ≥ 0. Note that when M = 0 ,

t means that a subnetwork may only include a single core router.

t such a case, there is no coordination in a subnetwork. 

.2. Model description 

A subnetwork G s consists of a core router and M common

outers. Denote all the routers in G s with set M = { 0 , 1 , 2 , . . . , M} ,
here N 0 is the core router and N i denotes a common router,

 = 1 , 2 , . . . , M. The routers are endowed with caches of size

 0 , B 1 , . . . , B M 

. Each content item in CCN is segmented into chunks

nd users send chunk-level requests for a desired content. Reposi-

ory chunk set K is a collection of chunks with size s , K = |K| . 
All routers have three entities: Forwarding Information Base

FIB), Content Store (CS) and Pending Interest Table (PIT). FIB is

sed to forward requests toward potential source(s), which is gen-

rated based on the CCN name routing protocol. CS caches the

ontent passed by it according to the content placement strat-

gy. PIT keeps track of the requests forwarded upstream toward

ource(s) so that the returned content can be sent back the its

riginal requester(s). Upon receiving a request, a router will first

heck whether its local CS can satisfy the request. If yes, traffic

an be saved for fetching it from source(s). If not, it will further

heck whether its PIT has recorded an ongoing request asking for

he same content. If there is a matched record in PIT, request for-

arding is ended by adding a new request incoming interface to

he PIT record. If the request cannot be hit by CS or PIT, common

outer will send it to the core router in G s . If core router’s CS or

IT still cannot satisfy the request, it will implement a dynamic re-

uest forwarding : sending the request downstream to a common

outer which holds a copy of the requested chunk or sending the

equest to the source(s) according to FIB. Through dynamic request

orwarding , core router can coordinate all routers in G s and saves

raffic volume for fetching chunk from source(s). 

Common routers receive requests directly from end-users. De-

ote λik as the request rate of chunk k at common router N i . Core

outer receive requests either from its neighboring routers outside

 s , denoted by λ0 k , or from its directly connected common routers

n G s . Let a 0 − 1 decision variable x ik indicate whether chunk k is

tored in N i or not, i ∈ M . 

Denote by c 0 the unit bandwidth cost of transferring chunk

rom server to core router, by c i the unit cost associated with

ransferring chunk between core router and common router N i ,

 = 1 , . . . , M. Then c i + c j is the unit cost of transferring chunk be-

ween common routers N i and N j . We assume that c 0 + c i > c i + c j ,

ecause it costs less to fetch a chunk from a peer common router

n G s than from the original server. 

The links in G s have heterogeneous bandwidth capacities. Let U i 

e the available uplink bandwidth of common router N i for serv-

ng the requests from other common routers. The link capacity be-

ween a pair of directly connected common routers is represented

y U ii ′ . Table 1 summarizes the key notations in this paper. 
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Table 1 

Summary of key notations. 

Notation Meaning 

G s Subnetwork. 

M Set of routers in G s . 

K Set of chunks. 

s Size of chunk k . 

N i Router in G s , i ∈ M . 

λik Request rate of chunk k at N i . 

B i Storage capacity of N i . 

x ik Indicator for caching chunk k at N i . 

c 0 Unit cost of sending a chunk from server to N 0 . 

c i Unit cost of sending a chunk between core router and common router N i . 

c ii ′ Unit cost of sending a chunk between a directly connected common router N i and N i ′ . 

U i Available uplink bandwidth of common router N i . 

U ii ′ Link bandwidth between a pair of directly connected common router N i and N i ′ . 

q ik The proportion of the uplink bandwidth U i is dedicated to serve chunk k . 

Fig. 3. Interconnected common router coordination. 
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. Designing coordinated in-network caching schemes 

Our model explores router coordination in G s , which includes

oupled operations of optimal content placement and dynamic re-

uest routing , aiming at minimizing the total bandwidth cost sub-

ect to cache space and link bandwidth constraints. This can be

ransferred to an equivalent problem of maximizing the bandwidth

ost savings subject to cache space of routers and link bandwidth

onstraints. 

Common routers may be connected directly or via the core

outer. Therefore, the coordination among interconnected common

outers is first discussed and the coordination among common

outers connected via the core router is then investigated. 

.1. Interconnected common router coordination 

As denoted in Fig 3 , fully connected common routers are able

o disseminate chunks via direct links. If a request for chunk k is

atisfied at common router N i , the unit bandwidth cost saving is

 0 + c i . If the request in N i is fulfilled by a directly connected com-

on router N i ′ , the unit bandwidth cost saving is c 0 + c i − c ii ′ . The

otation y ii ′ k indicates whether requests for chunk k at router N i 

re served from N i ′ or not. Then the cost savings for interconnected

ommon router coordination can be calculated as follows: 

Maximize 
∑ 

i ∈M\{ 0 } 

∑ 

k ∈K 
λik s [ x ik (c 0 + c i ) 

+ 

∑ 

i ′ ∈M\{ i } 
y ii ′ k (c 0 + c i − c ii ′ )] 

(1) 

ubject to 

∑ 

k ∈K 
x ik s ≤ B i , ∀ i ∈ M\{ 0 } . (2) 

 ik + 

∑ 

i ′ ∈M\{ i } 
y ii ′ k ≤ 1 , ∀ i ∈ M\{ 0 } , k ∈ K. (3) 
i  
 ii ′ k ≤ x i ′ k , ∀ i, i ′ ∈ M\{ 0 } , k ∈ K. (4) 

Constraint (2) is the storage capacity constraint. Constraint

3) depicts the relation between chunk placement and request 

orwarding coordination among common routers. The proportion

f requests satisfied by local storage or by interconnected com-

on routers should not exceed 1. Constraint (4) limits that re-

uest of chunk k at N i can be forwarded to N i ′ only when N i ′ has

ached the requested chunk. In practice, we observe that the di-

ectly connected common routers are usually placed nearly while

heir interconnecting links are typically with high bandwidth ca-

acities. Assume that the link capacity U ii ′ is consistently larger

han 

∑ 

k ∈K λik s , i ∈ M and the unit cost c ii ′ can be omitted. The

eads to the following theorem, which can be used for coordina-

ion among interconnected common routers. 

heorem 1. Given Ks ≥ ∑ 

i ∈M 

B i and U ii ′ ≥
∑ 

k ∈K λik s , for any chunk

 such that x ik = 1 , we have x i ′ k = 0 , ∀ i, i ′ ∈ M\{ 0 } , i � = i ′ . 

roof. Suppose in the optimal solution of problems (1) –(4) , there

xists x ik = x i ′ k = 1 , i � = i ′ . With the assumption U ii ′ ≥
∑ 

k ∈K λik s

nd c ii ′ = 0 , we change the value of x i ′ k from 1 to 0 and the request

orwarding decision y i ′ ik from 0 to 1, which achieves the same cost

avings with the optimal solution. Given Ks ≥ ∑ 

i ∈M 

B i , there ex-

st a certain chunk k ′ with x ik ′ = x i ′ k ′ = 0 . We set x i ′ k ′ from 0 to 1

nd the routing decision is made as y ii ′ k ′ = 1 , which achieves an

ssignment that is better than the optimal solution. This is a con-

radiction. 

Theorem 1 suggests that with high link bandwidth capacity,

he interconnected common routers should not cache duplicated

hunks. Consequently, in subsequent analysis, the interconnected

ommon routers in G s are treated as one single common router

ith aggregated storage capacities, exogenous requests and band-

idth capacities. In the coordination among interconnected com-

on routers, for the local unsatisfied requests, routers can easily

oute them to their neighboring common routers via direct links,

therwise send them to the core router in G s . Then the coordina-

ion between indirectly connected common routers will be imple-

ented, which will be discussed next. �

.2. Indirectly connected common router coordination 

To maximize the bandwidth cost savings, we now proceed coor-

ination of optimal content placement and dynamic request routing

mong indirectly connected common routers, as shown in Fig. 4 . 

If a request of chunk k is satisfied by local router N i or by the

nterconnected common router of N i , the unit bandwidth cost sav-

ng is c + c . If the request is satisfied by core router N , the unit
0 i 0 
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Fig. 4. Indirectly connected common router coordination. 
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bandwidth cost saving is c 0 . If the request is satisfied through dy-

namic request routing , fulfilled by another common router N j in G s ,

the unit bandwidth cost saving is c 0 + c i − (c i + c j ) . We denote q jk
∈ [0, 1] as the proportion of uplink bandwidth of common router

N j that is allocated to requests of chunk k , j ∈ { 1 , . . . , M} . The dy-

namic request routing decision is made at core router based on the

value of q jk . Otherwise, the request will be directed to original

server without cost savings. The total cost savings caused by cou-

pled operations of optimal content placement and dynamic request

routing can be calculated as follows: 

Maximize 
∑ 

i ∈M\{ 0 } 

∑ 

k ∈K 
λik s k (c 0 + c i ) x ik 

+ 

∑ 

k ∈K 
( 

∑ 

i ∈M\{ 0 } 
λik (1 − x ik ) + λ0 k ) s k c 0 x 0 k 

+ 

∑ 

i ∈M\{ 0 } 

∑ 

k ∈K 
q ik U i (c 0 − c i ) . 

(5)

Subject to 

∑ 

k ∈K 
x ik s k ≤ B i , ∀ i ∈ M . (6)

∑ 

i ∈M\{ 0 } 
q ik U i ≤ s k �0 k (1 − x 0 k ) , ∀ k ∈ K. (7)

0 ≤ q ik ≤ x ik , ∀ i ∈ M\{ 0 } , k ∈ K. (8)

∑ 

k ∈K 
q ik ≤ 1 , ∀ i ∈ M\{ 0 } . (9)

Constraint (6) is the storage capacity constraint. In constraint

(7) , �0 k = ( 
∑ 

i ∈M\{ 0 } λik (1 − x ik ) + λ0 k ) is the aggregated incom-

ing request rate in core router. Therefore, s k �0 k (1 − x 0 k ) repre-

sents the total traffic of unsatisfied requests in core router. These

requests will be forwarded by dynamic request routing decision

or be sent to the original server. 
∑ 

i ∈M 

q ik U i denotes the traffic

savings due to dynamic request routing , which should not exceed

s k �0 k (1 − x 0 k ) . Constraint (8) limits that common routers only re-

serve uplink bandwidth for the local stored chunks. Constraint

(9) implies that the proportion of uplink bandwidth reservation for

all chunks should not exceed 1. 

The formulated problem in (5) –(9) is a NP-hard problem, which

can be proved by restricting (5) . Suppose that G s consists of only

one router. The formulated problem is then reduced to a typical

Knapsack Problem, which is proved to be NP-hard [21] . Among the

existing approaches developed for NP-hard problem, a decomposi-

tion based approach is a conventional method. In the following,

we first apply Lagrangian relaxation to decompose the formula-

tion into two smaller and easier-to-solve subproblems and further

prove each subproblem as a submodular function subject to a ma-

troid constraint. 
Constraints (7) and (8) can be incorporated into the objective

unction by associating a Lagrangian multiplier with each con-

traint. Constraint (7) associates with ηk and constraint (8) asso-

iates with ξ ik . Then the Lagrangian dual problem is represented

s: 

Maximize L (ηk , ξik , x ik , q ik ) 

Subject to 

∑ 

k ∈K 
x ik s k ≤ B i , ∀ i ∈ M . 

∑ 

k ∈K 
q ik ≤ 1 , ∀ i ∈ M\{ 0 } . 

ηk ≥ 0 , ξik ≥ 0 , ∀ i ∈ M\{ 0 } , k ∈ K. 

(10)

The objective function L (ηk , ξik , x ik , q ik ) is formulated as: 

L (ηk , ξik , x ik , q ik ) 

= 

∑ 

i ∈M\{ 0 } 

∑ 

k ∈K 
(λik s k (c 0 + c i ) + ξik ) x ik 

+ 

∑ 

k ∈K 
s �0 k (ηk + (c 0 − ηk ) x 0 k ) 

+ 

∑ 

i ∈M\{ 0 } 

∑ 

k ∈K 
(U i (c 0 − c i − ηk ) − ξik ) q ik 

(11)

We now try to decompose the join optimization problem into

wo subproblems: (1) the content placement subproblem ; and (2)

he dynamic request routing subproblem . Through analysis of objec-

ive function (11) , ξ ik can be omitted by putting constraint (8) into

he optimization problem. ηk is decomposed into coefficients ηik 

o achieve a finer granularity in controlling the cache storage and

plink bandwidth allocation decisions. Then the decomposed two

ubproblems are as follows: 

Subproblem (I):

Maximize 
∑ 

i ∈M 

∑ 

k ∈K 
λik s [ ηik + (c 0 − ηik ) x 0 k ] 

+ 

∑ 

i ∈M\{ 0 } 

∑ 

k ∈K 
λik s k [(c 0 + c i − ηik ) + (c 0 − ηik ) x 0 k ] x ik 

Subject to 

∑ 

k ∈K 
x ik s k ≤ B i , ∀ i ∈ M . 

(12)

Subproblem (II): 

Maximize 
∑ 

i ∈M\{ 0 } 

∑ 

k ∈K 
(c 0 − c i − ηik ) U i q ik 

Subject to 

∑ 

k ∈K 
q ik ≤ 1 , ∀ i ∈ M\{ 0 } . 

0 ≤ q ik ≤ x ik , ∀ i ∈ M\{ 0 } , k ∈ K. 

(13)

here subproblem (I) is the content placement subproblem and

ubproblem (II) is the dynamic request routing subproblem . By La-

rangian relaxation method, the optimal solution of the joint op-

imization problem can be found through multiple iterations to

olve subproblems (I) and (II) until the Lagrangian multiplier ηik 

onverge. Our simulation studies show that this approach requires

 long time to converge, especially when there exists a large num-

er of chunks. Thus we try to relax the time granularity of it-

rations and find a less time-consuming algorithm with a near-

ptimal performance. 

Let the continuous time T be divided into a plurality of time

lots ( i.e. , 0 , t, . . . , nt, . . . ). Each time slot is an iteration interval.

outers collect request incoming information and infer chunk pop-

larity distribution during each time slot. Based on the collected

nformation and other related parameters, such as link bandwidth,

ache size of routers and current ηik value, subproblems (I) and

II) will be solved periodically at the end of each time slot. Ac-

ording to solutions of (I) and (II), content placement decisions
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re made and the corresponding uplink bandwidth are reserved.

s core router keeps track of solutions of (I) and (II), it can realize

ynamic request routing to coordinate all routers in G s . Meanwhile,

he Lagrangian multiplier ηik , which controls the content place-

ent and dynamic request routing decisions, will be updated at

he end of each time slot for next iteration as: 

ηik (n + 1) = ηik (n ) + θ (n )(1 −
∑ 

k ∈ K 
q ik (n ) ) ×

[ ∑ 

i ∈M 

q ik (n ) U i − s k �0 k (n )(1 − x 0 k (n )) 

] 

here ηik ( n ), q ik ( n ) and s k �0 k (n )(1 − x 0 k (n )) are the values of La-

rangian multiplier, proportion of uplink bandwidth assignment

nd the desired traffic volume for chunk k during time slot [(n −
) t , nt ] , respectively. 1 − ∑ 

k ∈ K q ik (n ) represents the remaining up-

ink bandwidth of current allocation and θ ( n ) denotes the step size.

he insufficient reservation of uplink bandwidth for certain chunk

 (i.e., 
∑ 

i ∈M 

q ik (n ) U i ≤ s k �0 k (n )(1 − x 0 k (n )) ) will lead to a decreasing

alue of ηik , which then will inspire routers to store and reserve

plink bandwidth for chunk k in the next iteration. 

In the followings, we first show the solutions of subproblems (I)

nd (II), and then present the total coordinated in-network caching

lgorithms in G s . 

.2.1. Content placement subproblem 

subproblem (I) can be written as a maximization of a submod-

lar function subject to matroid constraints. 

efinition 1. A matroid T is a tuple T = (S, L ) , where S is a fi-

ite ground set and L ⊆ 2 S (the power set of S) is a collection of

ndependent sets, such that: 

1. L is nonempty, in particular, ∅ ∈ L . 

2. L is downward closed; i.e. , if B ∈ L and A ⊆ B , then A ∈ L . 

3. If A, B ∈ L , and | A | < | B |, then ∃ y ∈ B \ A such that A ∪ { y } ∈ L .

A matroid is a structure that captures and generalizes the no-

ion of linear independent in vector spaces. One example is the

artition matroid. In a partition matroid, the ground set S is parti-

ioned into (disjoint) sets S 1 , S 2 , . . . , S l and 

L = { X ∩ S : | X ∩ S i | ≤ b i , ∀ i = 0 , . . . , l} (14) 

or some given parameters b 0 , b 1 , ... , b l . 

heorem 2. The constraints in subproblem (I) can be written as par-

ition matroid on the ground set S defined in (14) . 

roof. In the optimization subproblem (I), we want to find the op-

imum way of chunk placement in routers’ caches. For subprob-

em (I), we first define a ground set S . Denoting the placement of

hunk k at router N i by the element f k 
i 
, the ground set will be: 

S = { f 1 0 , f 
2 
0 , . . . , f 

K 
0 , f 

1 
1 , f 

2 
1 , . . . , f 

K 
M 

} . (15) 

The ground set can be partitioned into M + 1 disjoint sets,

 0 , . . . , S M 

, where S i = { f 1 
i 
, f 2 

i 
, . . . , f K 

i 
} is the set of all chunks that

ight be placed in the cache space of router N i . Denote the place-

ent set of subproblem (I) as X , X ⊆ L with 

X = { f k i : x ik = 1 , i ∈ M , k ∈ K} 
Then a set of elements which are placed in the cache of router

 i are equal to X i � X ∩ S i . We define a 1 × N boolean vector X 

b
i 

ssociated to X i , which indicates the chunk placement of router N i .

f the element f k 
i 

is in the set X i , the k -th element of vector X 

b 
i 

is

, otherwise it is 0. 
Denote the total size of cached chunks at router N i as S i 
X 
, S i 

X 
=

 X ∩ S i | . We can also calculate S i 
X 

as: 

S i X � X 

b 
i ×

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

s 1 
s 2 
. 

. 

. 

s K 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

here s = s 1 = s 2 = . . . = s K . 

Therefore, the constraints on the cache capacity of routers can

e expressed as X ⊆ L , where 

L = { X ⊆ S : | X ∩ S i | = S i X ≤ B i , i ∈ 0 , 1 , . . . , M } (16) 

Comparing L in (16) and the definition of the partition matroid

n (14) , we can see that constraints of subproblem (I) form a par-

ition matroid with l = M and b i = B i for i = 0 , 1 , . . . , M. The parti-

ion matroid is denoted by T = (S, L ) . �

Having proved the constraints of subproblem (I) is a matroid,

e and substitute �0 k = 

∑ 

i λik s (1 − x ik ) + λ0 k into objective func-

ion and rewrite subproblem (I) as following: 

Subproblem (I’):

Max 
∑ 

i ∈M\{ 0 } 
R i 

∣∣∣∣ X 

b 
i 

1 1 ×K − X 

b 
i 

∣∣∣∣
T ∣∣∣∣c 0 + c i 

C ik 

∣∣∣∣ + 

∑ 

k ∈K 
λ0 k sC 0 k 

s.t. X ⊆ L 

X i = | X ∩ S i | , ∀ x ∈ M 

(17) 

here R i = (λi 1 s 1 , λi 2 s 2 , . . . , λik s, . . . , λi K s K ) , C ik = ηik + (c 0 −
ik ) x 0 k and C 0 k = η0 k + (c 0 − η0 k ) x 0 k . 

efinition 2 (Submodular functions) . Let S be a finite ground set.

 set function g : 2 S → R is submodular if for all set A ⊆ B ⊆ S
nd for all i ∈ S\ B : 

g(A ∪ { i } ) − g(A ) ≥ g(B ∪ { i } ) − g(B ) (18) 

heorem 3. The objective function of subproblem (I’) is a monotone

ubmodular function. 

The proof of Theorem 3 will be presented in the Appendix part.

 greedy algorithm is a quite common way of maximizing a sub-

odular function subject to a matroid constraint. The greedy algo-

ithm starts with an empty set; at each step, it adds one element

ith the highest marginal value to the set while maintaining inde-

endence of the solution. The precise greedy algorithm is shown

n Algorithm 1 . Classical results on submodular functions showed

hat the greedy algorithm achieves 1 
2 of the optimal value [22] . 

In Algorithm 1 , g (.) is the objective function in (17) and g X ( f ) =
(X + f ) − g(X ) is the marginal value of an element f with respect

o a placement set X . At every iteration, Algorithm 1 selects the

lement f 
β
α with the highest marginal value. Selecting f 

β
α means

hat the chunk β will be cached by router N α . 

The selected f 
β
α element is chosen from all elements in set D .

he initial value of set D is the ground set S . At every iteration, el-

ment f 
β
α is selected and if router N α has enough space for chunk

(i.e., | X α| + s β ≤ B α), the placement set X α and X will add f 
β
α

nd at the same time D α and D will remove f 
β
α . If the cache of

outer N α becomes full, we remove the entire set D α , the subset

f D which is associated to router N α . So in the subsequent itera-

ions the elements of router N α will not be considered. At the end,

he greedy algorithm returns the placement set X . The results of

lacement set X will be used for dynamic request routing by the

ore router in G s , which will be discussed next. 

The computational complexity of Algorithm 1 is decided by

ultiple iterations from step 3 to step 16. Algorithm 1 decides
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Algorithm 1 A greedy chunk placement algorithm. 

1: Initialize: 

D i = S i = { f 1 
i 
, f 2 

i 
, . . . , f K 

i 
} , i ∈ M . 

D = ∪ i ∈ M 

D i . 

X i ← ∅ , i ∈ M . 

X ← ∅ . 
2: while D � = ∅ do 

3: f 
β
α = arg max f∈D g X ( f ) 

4: if g X ( f 
β
α ) = 0 then 

5: break; 

6: end if 

7: if | X α| + s β ≤ B α then 

8: X α ← X α ∪ { f βα } , X ← X ∪ { f βα } 
9: D α ← D α\{ f βα } , D ← D\{ f βα } 

10: if | X α| = B α then 

11: D ← D\D α

12: end if 

13: else 

14: D α ← D α\{ f βα } 
15: D ← D\{ f βα } 
16: end if 

17: end while 

18: Output X i , i ∈ M 
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t  
the content placement to fulfill the CS of each router. As each it-

eration decides one content placement, (M + 1) L iterations are re-

quired, where M + 1 is the number of routers in G s , L is the average

number of chunks cached by each router. Suppose the time com-

plexity of each iteration is 	, mainly caused by element selection

in a greedy manner. So the complexity of Algorithm 1 is O ( ML 	),

proportional to the number of routers and the average number of

chunks cached by each router. 

4.2.2. Dynamic request routing subproblem 

Here we need solve subproblem (II) and generate the dynamic

request routing strategy. Let u ik = c 0 − c i − ηik , we can reformulate

subproblem (II) as: 

Maximize 
∑ 

i ∈M\{ 0 } 

∑ 

k ∈K 
u ik U i q ik 

Subject to 

∑ 

k ∈K 
q ik ≤ 1 , ∀ i ∈ M\{ 0 } . 

0 ≤ q ik ≤ x ik , ∀ i ∈ M\{ 0 } , k ∈ K. 

(19)

Let Q k denote the collected traffic requirement of chunk k in

core router. Core router is responsible to calculate Q k as: 

Q k = 

( ∑ 

i ∈M\{ 0 } 
λik (1 − x ik ) + λ0 k 

) 

(1 − x 0 k ) s k . (20)

In order to find the best path to route Q k , core router in G s 

will generate a routing map R to implement dynamic request rout-

ing, which exploits potential downstream content retrieval among

common routers before sending them to the original server. Let

R = [ R 1 1 , . . . , R 
K 
1 ; . . . R k 

i 
, . . . , R K 

i 
; R 1 M 

, . . . , R K M 

] , where R k 
i 

is the proba-

bility of forwarding request of chunk k to common router N i . R 
k 
i 

>

0 indicates that common router N i has reserved uplink bandwidth

for requests of chunk k . R k 
i 

is calculated as 

R 

k 
i = 

q ik U i 

Q k 

. (21)

In the following, we first determine q ik by solving subprob-

lem (II) and then illustrate generation process of routing map R .

Subproblem (II) is a typical Knapsack Problem with M knapsacks,
hich are the available uplink bandwidth of M common routers.

imilarly to subproblem (I), we can represent subproblem (II) as

he problem of maximizing a submodular function subject to a ma-

roid constraint. 

Let W be the ground set for uplink bandwidth reservation. Be-

ause common routers only reserve uplink bandwidth for their lo-

al stored chunks, we have W = X . W can be partitioned into M

isjoint sets: W = {W 1 , . . . , W i , . . . , W M 

} , where W i = X i and X i is

he result of placement set at common router N i . Denote the up-

ink reservation set of subproblem (II) as Y , Y ⊆ W: 

 = { f k i : x ik = 1 , q ik � = 0 , i ∈ M\{ 0 } , k ∈ K} . (22)

If f k 
i 

∈ Y, the common router N i will reserve uplink bandwidth

or chunk k . The uplink bandwidth reservation in N i is represented

y Y i � Y ∩ W i . We define a 1 × N boolean vector Y b 
i 

associated to

 i . If the element f k 
i 

is in the set Y i , the k -th element of vector

 

b 
i 

is 1, otherwise it is 0. Denote W 

i 
q as the total fraction of uplink

andwidth reservation at common router N i , which is calculated

s: 

W 

i 
q � Y 

b 
i ×

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

q i 1 
q i 2 
. 

. 

. 

q iK 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

The matroid tuple in subproblem (II) can be expressed as T ′ =
(W , L 

′ ) , where W is the ground set and L 

′ is a set of sets subject

o the constraints of subproblem (II). T ′ is written as: 

L 

′ = { Y ⊆ W : || W 

i 
q || ≤ 1 , i ∈ 0 , 1 , . . . , M } (23)

The objective function of subproblem (II) is also a monotone

ubmodular function and can be proved by similar procedure of

ubproblem (I). Suppose A 

′ and B ′ are two uplink bandwidth reser-

ation sets and satisfy A 

′ ⊆ B ′ ⊆ W . For any f k 
i 

∈ W , subproblem

II) is proved as a monotone submodular objective function by

iscussing three cases: 1) Chunk k has not been reserved band-

idth at A 

′ and B ′ , e.g., f k 
i 

/ ∈ A 

′ , B ′ . 2) Chunk k has been reserved

andwidth at B ′ but not at A 

′ , e.g., f k 
i 

∈ B ′ , f k 
i 

/ ∈ A 

′ . 3) Chunk k

as been reserved bandwidth at A 

′ and B ′ , e.g., f k 
i 

∈ A 

′ , B ′ . For

hese 3 cases, Z(A 

′ ∪ { f k 
i 
} ) − Z(A 

′ ) ≥ Z(B ′ ∪ { f k 
i 
} ) − Z(B ′ ) consis-

ently holds, where Z(. ) is the objective function of subproblem

II) shown at Eq. (19) . 

Algorithm 2 describes the solution of q ik and the generation of

ynamic request routing R . In Algorithm 2 , Z Y ( f ) = Z(Y + f ) −
(Y ) is the marginal value of reserving uplink bandwidth for f

ith respect to a bandwidth reservation set Y . Initially, R and Y

re both empty. The initial value of D is the ground set W . At ev-

ry iteration, Algorithm 2 selects the element f 
β
α with the highest

arginal value from D. Selecting f 
β
α means that common router

 α will reserve uplink bandwidth for chunk β . If the remaining

plink bandwidth of N α can satisfy the current demand of chunk

(i.e., U temp−α ≥ Q β ), the following operations are implemented

lines 5–9): add f 
β
α to the bandwidth reservation set Y α; reserve

 αβ fraction of bandwidth at N α for chunk β; add routing proba-

ility R 
β
α = 1 to R ; update the remain available bandwidth U temp−α;

emove f 
β
α from D α; and remove { f β

1 
, f 

β
2 

. . . , f 
β
M 

} from D, which

eans that since N α has reserved bandwidth to satisfy the de-

and of chunk β , the rest common routers would not reserve

andwidth for it again. Otherwise if the remaining uplink band-

idth of N α is less than the desired demand of chunk β (i.e.,

 temp−α < Q β ), lines 10–13 will be operated. N α will assign its re-

ain bandwidth to chunk β but the routing probability R 
β
α added

o R is less than 1. Since N α no longer has bandwidth to reserve,
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Algorithm 2 Dynamic request routing algorithm. 

1: Initialize: 

D i = W i = { f 1 
i 
, f 2 

i 
, . . . , f K 

i 
} , i ∈ M\{ 0 } . 

D = ∪ i ∈M\{ 0 } D i . 

U temp−i = U i . 

Y i ← ∅ , i ∈ M\{ 0 } . 
R ← ∅ . 

2: while D � = ∅ do 

3: f 
β
α = arg max f∈D Z Y ( f ) 

4: if U temp−α ≥ Q β then 

5: Y α ← Y α ∪ { f βα } ; 
6: q αβ = 

Q β
U α

; 

7: R 
β
α = 1 , R ← R ∪ { R βα} ; 

8: U temp−α = U temp−α − Q β ; 

9: D α ← D α\{ f βα } , D ← D\{ f β
1 

, f 
β
2 

. . . , f 
β
M 

} . 
10: else 

11: q αβ = 

U temp−α
U α

; 

12: R 
β
α = 

q αβU α

Q β
, R ← R ∪ { R βα} ; 

13: D ← D\D α . 

14: end if 

15: end while 

16: Y = ∪ i ∈M\{ 0 } Y i . 
17: for f 

β
α ∈ W , but f 

β
α / ∈ Y do 

18: R 
β
α = 0 , R ← R ∪ { R βα} ; 

19: end for 

20: Output R , Y i , i ∈ M\{ 0 } . 

Fig. 5. Communication process of building a routing map R . 
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he rest element set D α will be removed from the ground set. At

he end of Algorithm 2 , a routing map R is generated. 

Fig. 5 shows the communication process of building a routing

ap R . As shown in Fig. 5 , at the end of each time slot, common

outers send their latest content placement decisions (decided by

lgorithm 1 ) to the core router in G s . Being aware of this informa-

ion, core router solves Algorithm 2 , to calculate what is the uplink

andwidth proportion ( i.e., q ik ) that each common router should

eserve discriminatively for its local cached chunks and to calcu-

ate the probability of downstream requests forwarding to a com-

on router ( i.e. , R k 
i 
). Based on q ik and R k 

i 
, core router generates

he routing map R used for next time slot. A sample of routing

ap R structure is given in Fig. 5 , which is similar with FIB. The
ap contains three columns: the names of chunks that common

outers have cached and reserved uplink bandwidth for; the face

f request forwarding; and the probability of implementing such

ynamic request forwarding. 

Compared with the static routing strategy, which always sends

he unsatisfied requests to the original server, dynamic routing

trategy brings benefits by using routing map R to exploit poten-

ial downstream content retrieval. For those unsatisfied requests, if

here exists a R k 
i 

> 0 in R , they will be sent downstream to the

ommon router N i according to the probability value R k 
i 
. Through

oordinating all routers in G s , dynamic request routing strategy

atisfies requests in a closer downstream router instead of in the

emote server, therefore greatly reduces data access latency and

itigate network traffic. 

The cost of dynamic request routing should also be consid-

red, including communication overhead, storage cost and search-

ng cost: 

• Communication overhead. It is caused by exchanging con-

tent placement information between common routers and core

router at each time slot. It depends on the length of time slot

and cache size of common routers. For long interval of time

slot, as well as small cache size, small communication overhead

will be observed. 

• Storage cost. It is proportional to the number of items in R .

As R only creates items for the chunks have been cached and

reserved uplink bandwidth by common routers in G s , its stor-

age cost will be much smaller than that of FIB. For each item,

its storage cost overhead is 182 bits, ( i.e. , 166 bits [23] content

name + 8 bits forwarding face information + 8 bits probability

information). 

• Searching cost. It depends on the size of R . Core router will

search in R if it cannot satisfy requests by local CS. As the size

of R is much smaller than that of FIB, it requires less searching

cost than FIB. According to [23] , 1.3 million lookups per second

can be supported by exiting technology. The experiment part

will further verify the searching cost of dynamic request rout-

ing. 

The computational complexity of Algorithm 2 is decided by

ultiple iterations from step 3 to step 14. Each iteration selects

ne element f 
β
α with highest marginal value from D. In the worst

ase, if there is no duplicated content placement in all common

outers and the bandwidth capacity is abundant, ML iterations are

equired, where M is the number of common routers in G s and L is

he average number of chunks cached by each common router. In

ach iteration, the most time consuming is step 3, which requires

 ( ML ) complexity. So the time complexity of Algorithm 2 is less

han O ( M 

2 L 2 ). 

. Performance evaluation 

In this section, we evaluate the proposed coordinated content

lacement and dynamic request routing strategy (termed as CP-

ynamic) and compare it with the following reference schemes:. 

• PF-Static (Popularity first + Static request forwarding): each

router caches the most popularity videos based on its local sta-

tistical information and adopts static request forwarding as the

routing strategy. 

• MHP-Static (MHP + Static request forwarding): MHP is a short

term of Maximum Hit Problem proposed in [2] . According to

MHP, the CS of each router is divided into two parts for local

and global usages, respectively. The first part caches the most

popularity videos based on the local statistics. Then the second

part of each router caches the remaining videos collaboratively
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Table 2 

Summary of simulation parameters. 

Meaning Value 

Number of common routers 10 

Total number of requests 10 0,0 0 0 (Synthetic), 196,482 (Real) 

Total number of video catalog 10,0 0 0 (Synthetic), 2,0 0 0 (Real) 

Video popularity distribution Zipf, α ∈ [0 .2, 1.2] (Synthetic) 

Video size Uniform distribution, [50MB,200MB] 

(Synthetic) 

Total CSs size [5%, 45%] of the whole catalog 

Cache size ratio From 1: 5 to 5: 1 

Unit cost c 0 = 100 , c i ∈ [5, 20] 

Uplink bandwidth capacity U i ∈ [1GB/s,4GB/s] 
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with only one copy in a subnetwork to ensure maximum cover-

age of all videos. The optimal proportion of the first and second

parts is 6: 4 according to [2] . The static request forwarding is

adopted as the routing strategy. 

• LRU-Static (Least Recently Used caching + Static request for-

warding): In this scheme, each router caches every incoming

content and will discard the least recently used items if there

is not enough room for the new coming one. The static request

forwarding is adopted as the routing strategy. 

• LRU-Dynamic (Least Recently Used caching + Dynamic request

forwarding): In this scheme, each router caches every incom-

ing content and will replace content according to LRU. The dy-

namic request forwarding designed in this paper is adopted as

the routing strategy. 

A discrete event simulation platform is built to implement data

caching and request routing and to realize the functions of CS, PIT

and FIB modules. The base scenario consists of one core router and

10 common routers. To evaluate the proposed approach and to an-

alyze the impact of content popularity, synthetic traces and real

traces are both used: 

• Synthetic traces. The video catalog contains 10,0 0 0 video files

and are requested by 10 0,0 0 0 request events. The video size

is uniformly distributed between 50MB and 200MB. We use

the Zipf model to formulate the video request pattern with the

shape parameter 0.2 ≤ α ≤ 1.2, i.e., video k is requested with

probability p k = 

1 /k α

C , C = 

∑ | K| 
k =1 

1 /k α . 

• Real traces. We obtain the traces from DBD2 (Delft BitTorrent

Data Set 2, which are collected in 5 days by MultiProbe project

[24] . First, we use the MaxMind GeoIP database [25] to map

them into different areas and select the traces in the area of

the United States, which contain 196,482 request events and

cover 20 0 0 content files. Then we divide these request events

into 11 Autonomous Systems (ASs) by using the regional divi-

sion method of the United States Census Bureau. Each router in

the simulated topology is mapped into one AS and will receive

requests of its mapping AS. 

In both synthetic and real traces, each video is segmented into

chunks of unit size, therefore requests are initialled as chunk-level.

That is each video request event will trigger a sequence of chunk-

level requests. Each router is equipped with a CS module and the

total size of these CSs is ranged from 5% to 45% of the whole cata-

log. The cache size ratio of core router and common routers is 5: 1.

That is the cache size of core router is 5 times the size of common

router. Common routers have heterogeneous uplink capacities. The

link capacity of U i is set randomly in the range of [1GB/s, 4GB/s]

based on the real-word system. The unit cost c 0 is set to 100 and

c i is in inverse proportional to the corresponding uplink capacity,

in the range of [5, 20]. Table 2 summarizes the simulation param-

eters. 

Simulation time is divided into a sequence of time slots. Ini-

tially, the Lagrangian multiplier η is set to 0 and the routing map
k 
 is empty. At the end of each time slot, ηk is updated and R is

egenerated for dynamic request routing of next time slot. 

In our evaluations, five metrics are mainly considered: 

• Cost savings: the cost that can be saved by each schemes com-

pared with fetching all videos from the original server. 

• Ratio of first cache hit: the average ratio of first cache hit

among all routers. The ratio of first cache hit of each router is

defined as the ratio of the number of requests it satisfied to the

number of requests it received. 

• Ratio of supported requests: the ratio of the number of requests

satisfied by cache space of all routers to the number of requests

launched by end-users. 

• Signaling overhead: the ratio of signaling traffic to data traffic

in downlink and uplink, respectively. The units of signaling and

data traffic volume are B and MB, respectively. For comparison

and analysis, the ratio calculation uses their values without re-

gard to units. 

• Request forwarding time: the average time necessary to for-

ward each request from the request initial router to the hit

router. 

The following simulation results are presented by three parts.

irst, we evaluate the performance of 4 schemes in basic scenario

y using real traces. Second, we will extend our results in dis-

ussing the impact of Zipf parameter, cache size capacity and cache

ize ratio of core router and common routers. Third, we will ana-

yze the parameter settings of uplink bandwidth, number of direct

inks and Lagrangian multiplier in the proposed model. 

.1. Performance comparison in basic scenario 

The basic scenario evaluation uses the real traces. We simple

he experimental results at the end of each time slot. The simu-

ation initials 196,842 requests and each time slot includes 19,684

equest events. Therefore, there are totally 10 time slots. 

Fig. 6 (a) shows the average cost savings of each scheme. It can

e observed that CP-Dynamic can save 12.4%, 64.9%, 15.8% and 7.4%

ore costs than that of PF-Static, MHP-Static, LRU-Static and LRU-

ynamic, respectively. The LRU-Dynamic scheme achieves better

ost savings than PF-Static scheme and PF-Static performs better

han LRU-Static. This also indicates the superiority of dynamic re-

uest routing. MHP-Static performs the worst of all, which has two

easons. The first one relates to the cache size allocation between

ore and common routers and will be discussed in Section 5 -D.

he second one lies in the request pattern of real traces, where

he request arrival of each router is relatively duplicated with each

ther. In contrast, the majority content in MHP has only one copy

ached by all these routers. Therefore, requests in MHP have less

robability to be satisfied by the first met router and will be sent

o the remote server because of lacking dynamic request routing

echanism, which leads to undesirable cost savings. This can be

alidated by the relative low ratio of first cache hit and low ratio of

upported requests in MHP-Static. The cost savings of CP-Dynamic

uctuates more frequently at the first several rounds of time slot

nd turns into relative stable at the end of simulation. This is be-

ause the value of Lagrangian multiplier η is set randomly as 0 at

he beginning and it takes several time slots to be convergent. 

Fig. 6 (b) shows the average ratio of first cache hit among all

outers. A high ratio of first cache hit means that requests are more

ikely to be satisfied by the first met router. We can see that PF-

tatic scheme achieves the highest ratio of first cache hit. It is be-

ause PF-Static enables each router to cache the local most popu-

ar videos according to statistics, therefore can get a high ratio of

rst cache hit. LRU-Dynamic and LRU-Static have almost the same

atio of first cache hit, as they use the same content caching strat-

gy and will have similar first cache hit events. CP-Dynamic and
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Fig. 6. Performance comparisons of basic scenario in real traces. The total cache size proportion is 15% of all the content. Number of direct links = 1. The cache size ratio of 

core and common router is 5:1. β = 1 . 
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HP-Static have similar and relative low ratio of first cache hit.

s mentioned above, different routers receive similar request se-

uences in real traces, while both of CP-Dynamic and MHP-Static

uggest routers avoid to cache duplicated content. MHP-Static is

or maximizing the content cache coverage and CP-Dynamic is for

aximizing the cost savings. This leads to relative low ratio of first

ache hit. Note that the ratio of first cache hit may be decreased

t CP-Dynamic, but the ratio of total cache hit can be guaranteed

ecause of dynamic request routing mechanism. which can be val-

dated by metric evaluation of ratio of supported requests. 

Fig. 6 (c) shows the ratio of supported requests of each scheme.

igher ratio of supported requests means that more requests can

e satisfied by caches of routers rather than sent to the remote

riginal server. So the server load can be greatly reduced. Obvi-

usly, CP-Dynamic significantly improves the ratio of supported re-

uests compared with the rest 4 schemes. LRU-Dynamic has only

% improvement than LRU-Static as the profile of dynamic request

outing is not so obvious without the assistance of coordinated

ontent placement. In contrast, through coordination of content

lacement and dynamic request routing, CP-Dynamic achieves high

atio of supported requests and reduces more server load than the

est 4 schemes. Compared the curves of CP-Dynamic at Fig. 6 (b)

nd (c), we find that CP-Dynamic successfully redirects 10% of re-

uests and satisfies them at nearby routers. 

In sum, it can be concluded that (1) CP-Dynamic can save 15.8%,

4.9%, 12.4% and 7.4% more costs than that of PF-Static, MHP-Static,

RU-Static and LRU-Dynamic, respectively. (2) CP-Dynamic may de-

rease the ratio of first cache hit for maximizing the profit of cost

avings, but can firmly guarantee the ratio of total cache hit. Re-

ults show that 10% of total requests in CP-Dynamic are success-

ully redirected to nearby routers rather than sent to the remote

erver. (3) LRU-Dynamic performs better than LRU-Static, but the

mprovement is not so obvious as that of CP-Dynamic. This also

mplies that dynamic request routing should be implemented with

oordination of content placement decisions so as to achieve max-

mum benefit of in-network caching. 

.2. Impact of content popularity 

To evaluate the impact of content popularity distribution, Fig. 7

resents the performance comparisons as a function of content

opularity. The content popularity in synthetic traces is tuned by

he Zipf parameter α. Value of α indicates the popularity con-

entration degree of video requests. A bigger α means that fewer

istinct videos attract majority requests. The α value varies from

.2 to 1.2 with a step size of 0.2. Therefore, Fig. 7 uses label Zipf

 α value) in X-axis to mark results of synthetic traces, which are

haped by different values of α and uses label Trace to indicate re-
ults from real traces. It can be observed that content popularity

ignificantly affects the performance of each scheme. With α in-

reases, the performance of all schemes becomes better. 

Fig. 7 (a) shows that with various α values, the proposed CP-

ynamic scheme consistently saves more costs than the rest 4

chemes. As α increases, cost savings gap between CP-Dynamic

nd PF-Static becomes narrow. It is because that when α is set

arger (i.e., α = 1 . 2 ), the arrival requests of routers are more cen-

ralized and the cache capacity of routers in this experiment is set

nough large (15% of all the content) to accommodate the most

opular videos. Therefore, PU-Static can also achieve a good per-

ormance of cost savings by caching the most popular videos. 

Fig. 7 (b) presents that as α increases, the ratio of first cache

it in CP-Dynamic also increases and becomes the best one at

= 1 . 0 , α = 1 . 2 . Because the content popularity is highly skewed

ith large α value, the requests of videos become increasingly con-

entrated. Those requests with the failure of first cache hit have

ess probability to be satisfied through downstream retrieval. In

his case, dynamic routing is less considered and the objective of

P-Dynamic turns into deciding optimal content placement, result-

ng in high ratio of first cache hit in case of α = 1 . 0 , α = 1 . 2 . 

Fig. 7 (c) shows that with various α values, our CP-Dynamic con-

istently supports more requests than the rest 4 schemes. Spe-

ially, when α = 1 . 0 , CP-Dynamic can support 12.4%, 42.1%, 15.1%

nd 13.9% more requests than PF-Static, MHP-Static, LRU-Static and

RU-Dynamic, respectively. Compared the results in synthetic and

eal traces, it is observed that CP-Dynamic always performs supe-

iorly at cost savings and ratio of supported requests, while may

ause performance reduction on ratio of first cache hit in some

ases. 

In sum, it can be concluded that (1) Content popularity plays

 great impact on network performance. The results in synthetic

nd real traces are similar. As α increases, the performance of all

chemes consistently improves. Specially, the performance of LRU-

ynamic becomes more remarkable at highly skewed content pop-

larity (i.e., large α value), while MHP-Static is more applicable for

ess skewed content popularity. (2) As α increases, the gap of cost

avings between CP-Dynamic and the rest schemes becomes nar-

ow. Besides, CP-Dynamic achieves superior ratio of first cache hit

t α = 1 . 2 . It is because when the requests become more concen-

rated (i.e., α = 1 . 2 ), the requirement of dynamic request routing

ecreases and CP-Dynamic focuses on deciding content placement

n this situation. Thus, its ratio of first cache hit improves. 

.3. Impact of total cache size capacity 

To evaluate the impact of total cache size capacity, Fig. 8

resents the performance of different schemes. The x -axis is the
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Fig. 7. Performance comparisons as a function of content popularity. The total cache size proportion is 15% of all the content. Number of direct links = 1. The cache size 

ratio of core and common router is 5:1. β = 1 . 

Fig. 8. Performance comparisons as a function of total cache size proportion. Zipf parameter α = 0 . 8 . Number of direct links = 1. The cache size ratio of core and common 

router is 5:1. β = 1 . 
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total cache capacity of all routers, which is a fraction of all content

size, ranged from 0.05 to 0.45 of all content with a step size of

0.05. 

With total cache capacity increases, the evaluated 3 metrics

of each scheme become better. More cache capacity means more

videos can be cached by routers and thus can achieve better per-

formance. Another observation is that as the total cache capacity

increases, the improvement rate of network performance becomes

slower. It indicates that when the total cache capacity increases to

certain extent (i.e., 35%), continues increasing cache capacity will

less contribute to network performance. 

As shown in Fig. 8 (a), CP-Dynamic can always save more costs

than the rest schemes but the gap between CP-Dynamic and PF-

Static becomes narrow at a large cache capacity setting. It is be-

cause that when the total cache capacity is large enough (e.g.,

45% of all videos), PF-Static can achieve a considerate good per-

formance near to that of CP-Dynamic by caching the most popu-

lar videos. However, for the most realistic cache capacity settings

(from 5% to 30%), CP-Dynamic significantly outperforms PF-Static.

When total cache capacity is 15% of all videos, CP-Dynamic can

save 16.9%, 49.9%, 37.4% and 24.1% more costs than PF-Static, MHP-

Static, LRU-Static and LRU-Dynamic schemes, respectively. 

Fig. 8 (b) shows the ratio of first cache hit and Fig. 8 (c) presents

the ratio of supported requests of these schemes. It can be seen

that CP-Dynamic has smaller ratio of first cache hit with that of

PF-Static but can support more requests than PF-Static. It is be-

cause that CP-Dynamic aims to coordinate all the routers in a sub-

network to achieve favorable cost savings, therefore encourages to

less duplicated video storage. In CP-Dynamic, requests may not be

satisfied by the first met routers but will be hit by a nearby router.
 c  
n this coordination manner, more requests can be satisfied by the

n-network caching capacity of routers, rather than be sent to the

emote original server. 

In sum, it can be concluded that (1) the performance of each

cheme will be affected by total cache size capacity, but the im-

act decreases when the cache capacity increases to certain extent.

2) The benefit of CP-Dynamic is more remarkable at limited total

ache size capacity. 

.4. Impact of cache size ratio of core and common routers 

Cache size ratio of core and common routers is defined as the

ache capacity allocation ratio between the core router and single

ommon router given total cache size capacity. Next, we call it as

ore/common ratio for short. Fig. 9 presents the performance com-

arisons of different schemes when the core/common ratio ranges

rom 1: 5 to 5: 1. 

One observation is that cache capacity allocation between core

nd common routers has a direct impact on the network perfor-

ance. Performance of all the 5 schemes becomes better when

ore/common ratio changes from 1: 5 to 5: 1. Fig. 9 (a) shows the

ost savings on various core/common ratios and it can be seen that

he cost savings advantage of CP-Dynamic becomes more remark-

ble at 5: 1 core/common ratio setting. 

When core/common ratio changes, the performance fluctuation

f CP-Dynamic is obvious, especially at the ratio of first cache hit.

hen the core/common ratio is small (e.g., 1: 5), it means that

ommon routers are assigned with more cache size. Therefore, CP-

ynamic has a higher probability to redirect requests to another

ommon routers in a subnetwork. Consequently, the ratio of first
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Fig. 9. Performance comparisons as a function of cache size ratio of core and common routers. The total cache size proportion is 15% of all the content. Zipf Parameter 

α = 0 . 8 . Number of direct links = 1. β = 1 . 

Fig. 10. Performance comparisons as a function of content size in real traces. The cache size ratio of core and common router is 5:1. Number of direct links = 1. β = 1 . 
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ache hit is low. While when the core/common ratio becomes large

e.g., 5: 1), the cache size of core router is much larger than that

f common router. In this situation, core router can satisfy more

equests and those unsatisfied requests at core routers have less

robability to be redirected. Thus, the ratio of first cache hit greatly

mproves. 

Another observation is that MHP-Static has better performance

han LRU-Static and LRU-Dynamic at small core/common ratio, but

his observation reverses when the core/common ratio is larger

han 3: 1. In experimental scenarios, core router receives exter-

al requests from users and those unsatisfied requests at com-

on routers. Therefore, allocating more cache size to core router

ogether with the assistance of LRU policy can simply achieve a

elative good network performance compared with MHP-Static. 

In sum, it is concluded that (1) Compared with total cache

ize capacity, the cache size allocation between core and common

outers plays a more effective impact on the schemes. (2) The per-

ormance of all the 5 schemes becomes better when core/common

atio changes from 1: 5 to 5: 1. (3) CP-Dynamic shows distin-

uished advantages when core router is allocated more cache size.

.5. Impact of content size 

Fig. 10 presents the impact of content size on different schemes.

o evaluate the impact of content size, we keep the total cache

apacity constant and vary the average size of each content from

.66% to 0.11% of total cache capacity. 

Obviously, the smaller content size is, the more content items

an be cached by routers. For accommodating more content items,

outers have higher probability to satisfy requests by the first cache

it and can support more requests rather than sending them to the

riginal content server. Therefore, as the content size decreases,
he ratio of first cache hit (see Fig. 10 (b)) and the ratio of support

equests (see Fig. 10 (c)) of all schemes are all improved. 

Fig. 10 (a) shows that as content size decreases, the cost sav-

ngs of all schemes reduces. The cost savings is proportional to the

ontent size, and thus the decline of content size will lead to the

eduction of cost savings. Notice that the curves of cost savings are

ess skewed with small cache size. As explained above, as the con-

ent size becomes smaller, the ratio of support requests improves,

hich is beneficial for cost savings and reduces the loss of cost

avings brought by decreased content size. 

.6. Impact of related parameters settings 

In the following, we analyze the parameter settings of uplink

andwidth capacity, number of direct links and Lagrangian multi-

lier η. 

To evaluate the impact of uplink bandwidth capacity, the up-

ink bandwidth of each common router is set to βU i , where U i is

et randomly in the range of [1GB/s, 4GB/s] and β is a tuned fac-

or. Fig. 11 (a) shows the cost savings of different schemes when U i 

as already been determined for each router and β ranges from

.1 to 1.0 with a step size 0.1. It can be observed that as β in-

reases from 0.1 to 0.6, the cost savings of CP-Dynamic also in-

rease steadily. This indicates that incremental uplink bandwidth

apacity is used to support more dynamic request routing and thus

an lead to more cost savings. When β increases from 0.7 to 1.0,

he cost savings of CP-Dynamic stay unchanged. It is because that

hen β is set to 0.7, the uplink bandwidth capacity is large enough

o support all the dynamic request routing requirements in ex-

eriments. So continuous increasing β would not cause more cost

avings. With β increases, the cost savings of LRU-Dynamic have

 slight improvement. The reason is that without coordination of
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Fig. 11. Impact of parameter settings. Zipf parameter α = 0 . 8 . The total cache size proportion is 15% of all the content. The cache size ratio of core and common router is 

5:1. 
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content placement, the requirement of dynamic request routing is

limited and 10% of U i is almost enough for LRU-Dynamic. The caves

of PF-Static, MHP-Static and LRU-Static stay unchanged because no

uplink bandwidth capacity is required in these schemes. 

To evaluate the impact of number of direct links, we randomly

connect two common routers and increase the number of router

connections. Fig. 11 (b) shows the cost savings of different schemes

when the number of direct links increases from 1 to 5. To avoid

the impact of random router connections, the experiment runs

CP-Dynamic under two types of direct link connection topologies,

termed as CP-Dynamic-1 and CP-Dynamic-2. It can be observed

that as the number of direct links increases, the cost savings of

CP-Dynamic-1 and CP-Dynamic-2 significantly improve. According

to Theorem 1 , interconnected common routers can coordinate as

one single router with aggregated storage capacities. Therefore, in-

creasing number of direct links improves the coordination among

routers and thus causes more cost savings. The caves of PF-Static,

MHP-Static and LRU-Static stay unchanged because they do not

consider coordination between interconnected routers. 

Finally, we examine the relation between Lagrangian multiplier

and the content popularity. ηik represents the Lagrangian multi-

plier of video k at router N i . In the experiments, we sample each

ηik at the end of each time slot. Fig. 11 (c) shows the average

Lagrangian multiplier value of all ηik (termed as Average of All

Videos) and the Lagrangian multiplier values of the most unpop-

ular videos at core router. Video-1 is the most unpopular video

at core router, video-2 is the second and video-3 is the third un-

popular one. It can be seen that all the Lagrangian multiplier val-

ues are initialed as 0, fluctuate with time and turns into stable at

the end of 10- th time slot. This indicates that Lagrangian multi-

plier takes time to be convergence and will adjust according the

volatility of data. Another observation is that the less unpopular

the video is, the larger its Lagrangian multiplier value will be. The

value of video-1 is larger than video-2 and the value of video-3

is the smallest one. This conforms to the meaning of ηik , which

reflects the capacity of video sharing and will be increased for in-

sufficient storage and bandwidth provision for the corresponding

video. 

5.7. Request forwarding time 

Here, we examine the line rate operation effectiveness of dif-

ferent schemes on an Intel(R) Core(TM) i7-2600 CPU @ 3.4 GHz

machine with 4GB of RAM and use request forwarding time as the

measurement metric. Upon receiving a request, a router need to

check its modules (i.e., CS, PIT and FIB) to decide whether this re-

quest can be satisfied locally and where to forward this request.

Less request forwarding time means higher effectiveness of line
ate operation. For schemes of PF-Static, MHP-Static and LRU-Static,

he request forwarding time is the delay caused by searching in CS,

IT and FIB. While CP-Dynamic and LRU-Dynamic may require ex-

ra searching time in their built dynamic routing map R . 

As the request forwarding time of each request is not fixed and

t may fluctuate due to various cache status of CS and routing path,

he experiments test the time required to forward all the requests

nd then calculate the average request forwarding time per request

in unit of ns/request ). 

Fig. 12 (a) plots the request forwarding time of different

chemes as a function of total cache size. Obviously, PF-Static re-

uires the minimum request forwarding time. It is because PF-

tatic achieves higher ratio of first cache hit than MHP-Static and

RU-Static, and requires no an extra search time in dynamic rout-

ng map as LRU-Dynamic and CP-Dynamic. Generally, with total

ache capacity increased, the search time in CS will also increase

s larger size of cache space needs to be searched. However, the re-

uest forwarding time of PF-Static, MHP-Static and LRU-Static de-

reases. The reason lies in that the increased cache capacity may

ause more retrieval time in CS, but may also enable it to sat-

sfy requests within fewer number of request forwarding. Taken

ogether, these two factors lead to a slight decline of request for-

arding time in PF-Static, MHP-Static and LRU-Static. 

For LRU-Dynamic and CP-Dynamic, their request forwarding

ime first increases when total cache capacity ranges from 5% to

0%, while turns into decline afterwards. In the range from 5% to

0% of total cache capacity, the increased searching time in CS and

 is the main factor for increasing request forwarding time. How-

ver, when the total cache capacity increases to large enough, the

earching in CS still increases, but the retrieval in R might be re-

uced as requests might have been satisfied by CS, or the retrieval

n FIB might be reduced if requests have been hit by R . The extra

earch time in R is much less than the search time in FIB. There-

ore, the request forwarding time begins to decrease. 

Fig. 12 (b) plots the request forwarding time of different

chemes as a function of Zipf parameter α. It is observed that the

equest forwarding time of all schemes decreases as α value be-

omes larger. This behavior is caused by the fact that for large α
alue, the content popularity is more centralized and thus routers

ave higher probability to satisfy requests without forwarding

hem to the next hop. This leads to the decline of request forward-

ng time. 

Fig. 12 (c) plots the request forwarding time of different schemes

s a function of content size. Obviously, when content size be-

omes smaller, more content items can be cached by routers, lead-

ng to more retrieval time in CS and R . This is the reason why

he request forwarding time of LRU-Dynamic and CP-Dynamic in-

reases in the range from 0.66% to 0.33%. When the content size
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Fig. 12. Request forwarding time plots. Number of direct links = 1. The cache size ratio of core and common router is 5:1. β = 1 . 
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educes continuously (from 0.33% to 0.11%), routers accommodate

nough number of content to satisfy requests. In this situation, the

etrieval time of CS still increases, but the frequency of search-

ng in R will reduce, which causes the request forwarding time

o decrease. Furthermore, the curves of PF-Static, MHP-Static and

RU-Static fluctuate slightly with various content size. As explained

bove, the decreased content size enables routers to cache more

ontent. This causes more retrieval time in CS, but also reduces

he number of request forwarding. These two factors lead to the

urves fluctuation of PF-Static, MHP-Static and LRU-Static. 

In sum, the cause of request forwarding time’s fluctuation is

omplicated and is a consequence of many factors, such as total

ache capacity, content popularity and content size. In specific, it

ainly depends on whether the requests can be hit by the mod-

les of CS, PIT, R and FIB. With respect to CP-Dynamic, it requires

xtra search time in R , but may reduce a further search opera-

ion in FIB if requests have been hit by R . As discussed at the end

f Section 3 , the size of R is much smaller than that of FIB. CP-

ynamic pays for less search time in R but reduces the much more

earch time in FIB. Therefore, it is worthy to take extra search oper-

tion in R , which will not increase burden on the line rate request

orwarding. For example, with large α value, as well as small con-

ent size, CP-Dynamic consumes the minimum request forwarding

ime compared with the rest of 4 schemes. 

.8. Signaling overhead 

Finally, we evaluate the signaling overhead that CP-Dynamic

rings to the network. 

At the end of each time slot, signaling messages are exchanged

etween common routers and core router in a subnetwork for the

urpose of updating cache status in these routers and generat-

ng a routing map R in core router. Common routers send uplink

essages to inform core router about the necessary information of

heir received requests, while core router sends downlink messages

o tell common routers how to update their cache status after run-

ing Algorithms 1 and 2 . 

Fig. 13 shows the uplink and downlink signaling overhead of

P-Dynamic as a function of total request arrival rate. The total re-

uest arrival rate varies from 10 requests per second to 100 re-

uests per second. The impact of time slot length on signaling

verhead is also evaluated. We set the time slot length from 0.5

o 2 min, termed as 0.5 min, 1.0 min, 1.5 min and 2.0 min, respec-

ively. 

For fast request arrival rate, as well as long time slot interval,

ore data is transferred in the network and therefore results in

ess downlink signaling overhead (see Fig. 13 (b)), since the num-

er of downlink messages is independent of request arrival rate
nd time slot length, but mainly related to the number of com-

on routers. Furthermore, in case of fast request arrival rate and

ong time slot interval, besides of more data is transferred, more

nformation about requests will be collected by common routers

nd then causes more uplink messages. Because the increase of

plink messages is less than the increased amount of data, uplink

ignaling overhead still decreases in this case (see Fig. 13 (a)), but

ts curve is less skewed than that of downlink signaling overhead. 

In sum, CP-Dynamic brings signaling overhead to the network

or the necessary of information collection and realizing coordina-

ion between routers. It is also observed that both of uplink and

ownlink signaling overhead are not heavy as signaling messages

nly exchange between core router and common routers in a same

ubnetwork at the end of each time slot. No signaling messages are

equired during the time slot interval. In general, uplink signaling

verhead is slightly more than downlink signaling overhead. 

. Summary of findings 

The previous section has explored the effectiveness of coordi-

ated content placement and request routing, and the key factors

hat impact the coordination of in-network caching. Here, we drew

 number of generation conclusions from our study: 

• On average, CP-Dynamic can save 12.4%, 64.9%, 15.8% and 7.4%

more costs than that of PF-Static, MHP-Static, LRU-Static and

LRU-Dynamic, respectively. This shows the effectiveness of co-

ordinating content placement and request routing in CCN. 

• Content popularity has a significant impact on the content

placement and request routing strategy. As the requests become

more concentrated, the performance of each caching scheme

improves. 

• The factor of total cache size capacity will affect the perfor-

mance of each scheme, but its impact decreases when the to-

tal cache capacity increases to some extent. Compared with the

impact of total cache size capacity, the impact of cache size al-

location between core and common routers is more remarkable.

This indicates that it should dedicated more attentions to cache

size allocations between routers. 

• Dynamic request routing can improve network performance by

finding a copy of the requested content at nearby routers. But

its benefit is not so obvious when it is decoupled from content

placement decisions (See comparison between LRU-Dynamic 

and LRU-Static). Without the coordination of content place-

ment, neighboring routers may have similar content cache sta-

tus. A request that is unsatisfied at one router has less proba-

bility to be hit by a nearby router. Therefore, the potential of

dynamic request routing is restricted. 
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Fig. 13. Signaling overhead plots. The total cache size proportion is 15% of all the content. Number of direct links = 1. The cache size ratio of core and common router is 

5:1. β = 1 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14. Illustration of marginal value calculation of A ∪ { f k 0 } and B ∪ { f k 0 } . 
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• CP-Dynamic achieves more remarkable network performance

under limited total cache size capacity scenario and prefers

more cache size to be allocated to core routers. When the total

cache size capacity is large enough, the simple LRU-Static can

achieve a considerate good network performance. 

7. Conclusion 

In this paper, we investigate the characteristics of arbitrary net-

work topology and dynamic request routing requirement of CCN in-

network caching. In response to these characteristics, we propose

a complete model to formulate the coupled content placement and

request routing problem under link bandwidth and cache space

constraints, aiming at maximizing the bandwidth cost savings. Ex-

periments validate the effectiveness of the proposed model and

show that content popularity, cache size allocation among routers,

total cache size capacity and number of direct links are important

factors and significantly affects the network performance. 

There are several directions for future works. First, as we men-

tioned earlier, the in-network caching system is highly dynamic.

It is thus wise to investigate how the temporal dynamics impact

the coordination of content placement and dynamic request rout-

ing. Second, our work replies on the length of each time slot and

the setting of Lagrangian multiplier. Therefore, it is important yet

challenging to analyze the impact of time slot division on the con-

vergence of Lagrangian multiplier. 

Appendix A 

Proof of Theorem 3. Denote the ground set of subproblem (I) as

S = { f 1 0 , f 
2 
0 , . . . , f 

K 
0 , f 

1 
1 , f 

2 
1 , . . . , f 

K 
M 

} . Obviously, any subset of S rep-

resent a caching state. Suppose that A and B are caching states and

satisfy A, B ⊆ S, A ⊆ B . Therefore, for any f k 
i 

∈ S\ B, we need to

prove that: 

g(A ∪ { f k i } ) − g(A ) ≥ g(B ∪ { f k i } ) − g(B ) , i ∈ M 

(24)

In order to prove Eq. (24) , we consider two cases based on dif-
ferent caching locations of chunk k .  
1. Case 1: consider the placement of chunk k at core router. 

Through calculating the marginal value brought by adding

hunk k to core router N 0 , we prove g(A ∪ { f k 
0 
} ) − g(A ) ≥ g(B ∪

 f k 
0 
} ) − g(B ) and 3 situations are discussed: 

1. Chunk k is cached by none of the routers in A and B. In this

case, requests of chunk k in G s will all be directed to orig-

inal server. In consideration of adding f k 
0 

to A and B , it

means to cache chunk k at core router N 0 . Then the marginal

value (i.e., the cost saving) brought by f k 
0 

is the same for

A and B because they both save the cost from N 0 to origi-

nal server. Thus, we have g(A ∪ { f k 
0 
} ) − g(A ) = g(B ∪ { f k 

0 
} ) −

g(B ) = 

∑ 

i ∈M 

λik sc 0 . 

2. Chunk k is cached at B but not at A. By adding f k 
0 

to A ,

all requests of chunk k in G s that previously would be di-

rected to original server can be satisfied at N 0 . Therefore, the

marginal value brought by adding f k 
0 

to A is g(A ∪ { f k 
0 
} ) −

g(A ) = 

∑ 

i ∈M 

λik sc 0 . Fig. 14 (1) shows the marginal value cal-

culation in this case. As for adding f k to B , if f k already ex-

0 0 



Y. Xu et al. / Computer Networks 110 (2016) 266–283 281 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

g

A

g

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 15. Illustration of marginal value calculation of A ∪ { f k 
i 
} and B ∪ { f k 

i 
} . 
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ists at B , then g(B ∪ { f k 
0 
} ) − g(B ) = 0 . Otherwise, chunk k is

not cached by N 0 but by some common router N j at B and

Fig. 14 (2) shows the marginal value calculation in this case..

Let J represents the set of common routers that cache chunk

k , ∀ j ∈ J , f k 
j 

∈ B . Then the marginal value brought by adding

f k 
0 

to B is 
∑ 

i ∈M\ J λik s (c iJ − c i ) , which means that the unsat-

isfied requests at N i , i ∈ M\ J that previously had to be sent

to a nearest common router at J will be satisfied by core

router in shorter distance. c iJ denotes the unit cost of send-

ing chunks from N i to a nearest common router at J and

(c iJ − c i ) < c 0 exists as shown in Section 3 . Therefore, the

marginal value brought by adding f k 
0 

to A (i.e., 
∑ 

i ∈M 

λik sc 0 )

is larger than B (i.e., 
∑ 

i ∈M\ J λik s (c iJ − c i ) , J = { N j : f k 
j 

∈ B } ).
That is g(A ∪ { f k 

0 
} ) − g(A ) > g(B ∪ { f k 

0 
} ) − g(B ) , 

3. Chunk k has already been cached by A and B.(i) If f k 
0 

al-

ready exists at A and B , then the marginal value brought

by adding f k 
0 

to A and B are both equal to 0. (ii) If f k 
0 

ex-

ists neither at A nor B , and chunk k is cached by some

common router N j , j ∈ J . Since A ⊆B , obviously cache router

that cache chunk k at A also cache chunk k at B . If A and

B have the same number copies of chunk k , the number

of requests of chunk k received by core router at A and B

will be the same, which is 
∑ 

i ∈M\ J λik . Then the marginal

value of adding f k 
0 

to A and B is also the same, i.e., g(A ∪
{ f k 

0 
} ) − g(A ) = g(B ∪ { f k 

0 
} ) − g(B ) = 

∑ 

i ∈M\ J λik s (c iJ − c i ) . Oth-

erwise, B has more number copies of chunk k than A . Sup-

pose that A and B have the same request patterns, the num-

ber of requests of chunk k received by core router at A is

more than B , then the marginal value of adding f k 
0 

to A is

larger than that of B , i.e., g(A ∪ { f k 
0 
} ) − g(A ) > g(B ∪ { f k 

0 
} ) −

g(B ) . (iii) If f k 
0 

exists at B but not A , g(B ∪ { f k 
0 
} ) − g(B ) = 0

and g(A ∪ { f k 
0 
} ) − g(A ) = 

∑ 

i ∈M\ J λik s (c iJ − c i ) , similar to the

discussion above. To sum up (i), (ii) and (iii) , we have g(A ∪
{ f k 

0 
} ) − g(A ) ≥ g(B ∪ { f k 

0 
} ) − g(B ) . 

According to the above 3 situations analysis, g(A ∪ { f k 
0 
} ) −

(A ) ≥ g(B ∪ { f k 
0 
} ) − g(B ) consistently holds in case 1. 

2. Case 2: consider the placement of chunk k at common router. 

Here we need to prove g(A ∪ { f k 
i 
} ) − g(A ) ≥ g(B ∪ { f k 

i 
} ) −

(B ) , i ∈ M\{ 0 } . There are also 3 situations to be discussed. 

1. Chunk k is cached by the core router both at A and B. In this

case, adding f k 
i 

to A or B only affects the requests at com-

mon router N i . Therefore, g(A ∪ { f k 
i 
} ) − g(A ) = g(B ∪ { f k 

i 
} ) −

g(B ) = λik sc i . 

2. Chunk k is not cached by the core router neither at A nor at

B. Since A ⊆B , the common routers that cache chunk k at

A also cache chunk k at B. (i) If A and B have the same

number copies of chunk k , the request routing strategies of

chunk k at A and B will be the same. Therefore, the num-

ber of requests of chunk k directed to common router N i 

will be also the same at A and B after adding chunk k at

N i . So we have g(A ∪ { f k 
i 
} ) − g(A ) = g(B ∪ { f k 

i 
} ) − g(B ) . (ii) If

B has more number copies of chunk k than that of A , obvi-

ously, the number of requests directed to common router N i 

at B will be less than that of A . Fig. 15 shows an illustration

in this case. Thus, g(A ∪ { f k 
i 
} ) − g(A ) > g(B ∪ { f k 

i 
} ) − g(B ) . To

sum up (1) and (2) , g(A ∪ { f k 
i 
} ) − g(A ) ≥ g(B ∪ { f k 

i 
} ) − g(B )

still holds. 

3. Chunk k is cached by the core router at B but not at A. In this

case, adding f k 
i 

to B only affects the requests at common

router N , which will be satisfied locally rather than sent to
i 
the core router, i.e., g(B ∪ { f k 
i 
} ) − g(B ) = λik sc i . As for A , be-

cause its core router does not hold chunk k , adding f k 
i 

will

not only satisfy requests at common router N i but also sat-

isfy requests from other routers, in which routers it is the

best choice to forward requests of chunk k to N i . Therefore,

g(A ∪ { f k 
i 
} ) − g(A ) > g(B ∪ { f k 

i 
} ) − g(B ) . 

In case 2, g(A ∪ { f k 
i 
} ) − g(A ) ≥ g(B ∪ { f k 

i 
} ) − g(B ) , i ∈ M\{ 0 }

onsistently holds. 

In sum of case 1 and case 2, 

g(A ∪ { f k i } ) − g(A ) ≥ g(B ∪ { f k i } ) − g(B ) , i ∈ M 

lways holds. Therefore, the objective of subproblem (I) is submod-

lar. 
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