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a b s t r a c t 

Wireless Mesh Networks offer an effective technology to establish broadband wireless services. Due to 

this application, robustness against failures and throughput improvement are the two main objectives in 

designing such networks. In this paper, we use the “topology control” as a set of tools to reach these 

objectives. Topology control in wireless mesh networks is an NP-hard problem; therefore, we propose 

a heuristic method known as Fault-Tolerant Interference-Aware Topology Control (FITC) to solve it in a 

distributed fashion. In this method, we first guarantee that the network is K-Connected using the graph 

modification, routing and channel assignment. Then, power control, rate adaptation, channel selection and 

scheduling is applied to enhance the network throughput. Due to the static channel assignment and the 

fixed location of the nodes in the network, the first part of the algorithm is conducted using a centralized 

method, while a distributed cross layer method is applied for the second part. Simulation results validate 

the efficiency of the proposed method in achieving the main objectives. 

© 2016 Elsevier B.V. All rights reserved. 
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1. Introduction 

Wireless Mesh Networks (WMNs) are a class of multi-hop

networks, which offer a wireless backbone for broadband wire-

less services such as public access to internet, neighborhood net-

works, supervisory-security applications, organizational networks

and building automation [1] . This network consists of wireless

mesh routers, which provides the infrastructure required for traf-

fic transmission between mesh clients and to/from clients out of

the mesh network [2] .There is no limitation on power consump-

tion neither is there any mobility challenges in wireless mesh net-

works unlike wireless sensor networks and mobile Ad-hoc net-

works where power consumption and nodes mobility are the ma-

jor challenges. As such, we cannot use the algorithms and pro-

posed methods for sensor and mobile ad hoc networks in this type

of network. Robustness against failures and maximizing through-

put are the two major challenges in wireless mesh networks. In or-

der to increase the network throughput, multi-radio multi-channel

technology is introduced in wireless mesh networks [3] . In this
∗ Corresponding author. 
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echnology, each mesh router is equipped with some radio in-

erfaces and there are some non-overlapping frequency channels

hich can be assigned to the radios. These networks are known

s Multi-Radio Multi-Channel WMNs (MR-MC WMNs). The abil-

ty to use multiple radios on different channels allow the routers

o send/receive packets to/from several neighboring nodes, simul-

aneously. This feature brings about the efficient use of spectrum

nd increases the available bandwidth. The effective assignment

f channels to radio interfaces can affect the network throughput

onsiderably. In this situation, some nodes have more than one

hannel to communicate and therefore, selection of proper chan-

el has effects on load balancing and network performance. In this

aper, we refer to this problem as channel selection , which is dif-

erent from channel assignment . 

Due to the limited number of radio interfaces and non-

verlapping channels, some links interfere with others and there-

ore, there is no possibility to concurrent transmission on these

inks. More nodes are able to transmit simultaneously with more

ata rates when the transmission power and rate is controlled.

oreover, by using a contention-free MAC protocol based on

cheduling and by assigning different time slots to transmissions

ith co-channel interference, prevention of collision is possible.

herefore, it is essential to use an efficient strategy for resource as-

ignment in order to improve the network throughput. This strat-

http://dx.doi.org/10.1016/j.comnet.2016.08.026
http://www.ScienceDirect.com
http://www.elsevier.com/locate/comnet
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gy includes using the channel assignment, power control, rate

daptation, channel selection, scheduling and path selection. 

From the network robustness point of view, failure of one or

ore nodes can interrupt the connection between some routers,

f the requirements are not considered. According to definition, a

etwork is said to be robust against failures if it still remains con-

ected despite the occurrence of disruption in arbitrary K nodes.

his property is called K-Connectivity . In this case, the loss and de-

ay resulting from nodes failure can be minimized using the proper

ecovery algorithms. 

Unlike in wired networks where topology changes only in the

ase of node failure, in WMNs there are also other factors which

hange the topology such as channel assignment and variations in

ower/rate. Therefore, the tools for controlling power, rate adap-

ation, channel assignment and channel selection have significant

mpact on network robustness against failures as well as on its

hroughput. Although a large amount of study has been conducted

n maximizing throughput in wireless mesh networks, most of

hem assume single radio, single channel networks and a vast

ajority of them do not consider the robustness of the network

gainst failures. In addition, many researches do not use the power

ontrol, rate adaptation, channel assignment/selection, scheduling

nd routing tools concurrently. 

In this paper, we use all of the topology control tools to im-

rove the throughput and load balancing in multi-radio multi-

hannel wireless mesh networks, while preserving the network ro-

ustness against failures. In this manner, we propose a heuristic

ethod known as Fault Tolerant Interference-Aware Topology Con-

rol (FITC) for topology control. The proposed algorithm employs

he set of available tools, which are power control, rate adaptation,

cheduling, routing and channel assignment/selection. In our pro-

osed strategy, the solution is divided into two parts. In the first

art, an algorithm called Network Formation and Modification Al-

orithm (NFMA) is proposed in which its main objective is build-

ng a K -Connected network topology, while trying to reduce the

otential interference in the network. In the second part, by using

he resulted topology from the first part, the objective is maximiz-

ng the network throughput along preserving the K -Connectivity

eature of the network. The algorithm proposed for the second

art is named Throughput Maximization along with preserving K -

onnectivity (TMKC). 

The rest of the paper is organized as follows. Section 2 reviews

he previous works. The details of network model, definitions, as-

umptions and the problem description is described in section 3 .

n the fourth section, the proposed method for topology control

s presented. Section 5 is dedicated to the simulation results and

heir analysis. The paper is concluded in section 6 . 

. Related works 

In recent years, extensive research has been carried out to im-

rove the throughput in wireless mesh networks. In [4] , we in-

roduce an iterative algorithm for finding the best multicast tree

ased on the minimum number of hops between source and

estinations by using the rate adaption and channel selection.

he proposed strategy enhances the throughput and reduces the

o-channel interferences. In this paper, the protocol interference

odel is employed for simplicity and the transmission power is

ssumed to be fixed. Conversely, the network robustness against

ailures and channel assignment is not considered. 

In [5] , Capone et al. investigated the problem of cross-layer op-

imization of scheduling along with power control and rate adap-

ation. They assumed a single radio – single channel network with

he specified traffic on the links. In other words, they did not con-

ider the routing and channel assignment problem. As a result of

he computational complexity of the proposed problem, the au-
hors presented an alternative formulation in which the decision

ariables indicated the compatible sets of links with the capabil-

ty of activation in each time slot. Furthermore, the column gen-

ration approach was used to calculate the lower band. The ex-

ended problem of resource allocation in [6] propose a compre-

ensive cross-layer optimization model. Here, in addition to the

cheduling along with power control and rate adaptation, the rout-

ng and channel assignment are also investigated. 

In 2010, Luo et. al. [7] developed two computational tools for

oint optimization of rate control, power control, scheduling and

outing. Moreover, they studied the relation between frequency

euse and network performance as well as multi-hop benefits

gainst single-hop. The tools developed by Luo et al. are based

n column generation and provide a suboptimal solution in ac-

eptable time. In [8] , the authors proposed a Mixed-Integer Linear

rogramming(MILP) model and formulate the problem of gateway

odes selection along with the power control, routing and time

lot assignment in order to maximize the service level of nodes.

hey proposed a heuristic method which comprised two steps in

rder to solve the problem in a serial manner. In the first step,

nly the selection of gateways is considered. In the second step,

iven the fixed number of gateways, the solution of the primary

roblem is studied. The issues of rate adaptation, channel assign-

ent/selection and network robustness against failures is not con-

idered in this reference. 

In [9] , Hedayati et. al. first formulate the throughput maxi-

ization as an optimization problem. To this end, they exploit the

ower control and rate adaptation. Since the problem is NP-hard,

hey suggest a centralized heuristic method. Afterward, they intro-

uced a distributed method in [10] . In these papers, the network

s supposed to be a single-radio single-channel and therefore, the

ssues of channel assignment and its impact on throughput is not

onsidered. Conversely, the traffic on the links is assumed to be

nown; therefore, routing impact on throughput is not studied.

oreover, the network robustness against failures is not consid-

red. 

In [11] , the authors proposed algorithms to select a set of nodes

n order to establish an infrastructure in ad hoc networks, which

re efficient in load distribution and robustness against failures.

he authors in [12] investigated the critical node density required

o ensure that an arbitrary node in a large-scale wireless multi-hop

etwork is connected (via multi-hop path) to infinitely many other

odes with an arbitrary probability. Power consumption reduction

nd robustness against failures are the two significant challenges in

igh scale WSNs discussed in [13] . In this paper, the network archi-

ecture is assumed to be cluster-based, where the cluster head re-

eives the information and sends them to the base station. There-

ore, failure of the cluster heads poses serious problems. In this

anner, the authors proposed a distributed fault- tolerant energy-

ware routing method. In [14] , different methods of fault tolerant

opology management in WSNs are studied. In this paper, due to

ailure and energy discharge, some applications of WSNs in harsh

nvironments are pointed where there is a possibility of node

ovement. Therefore, the topology management is supposed to be

n essential factor. Moreover, the related works in this area are

riefly studied by dividing the methods into two groups of proac-

ive and reactive. The algorithms and methods presented for WSNs

nd MANETs are not applicable in WMNs, because the main chal-

enges of these networks are the power consumption and nodes

ovement, which are insignificant in backbone architectures such

s WMNs. 

In [15] , a Multi-Radio Multi-Channel WMN is considered. Given

hat the primary network is K -Connected; the authors presented

n algorithm for channel assignment which reduces the potential

nterference while preserving the K -Connectivity feature. However,

ther topology control tools and their impacts on connectivity are
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not considered. Moreover, the protocol interference model which is

an unrealistic model is employed. 

In [16] , a topology control method is proposed for multi-hop

networks. The authors recommended a distributed method for as-

signing the minimum required power to all nodes so that the net-

work topology remains K -Connected. In this algorithm, each node

collects the information about the location of its adjacent nodes

and calculates the power of adjacent nodes so that they can access

this node from K disjoint paths. At first, the network is considered

to be K -Connected with given maximum transmission power. Then

the nodes power is adjusted so that K -Connectivity is preserved.

Nevertheless, this assumption may not necessarily be established.

In this paper, the network is assumed to be single-radio, single-

channel and single rate. Moreover, similar to the previous work,

the protocol interference model is exploited. 

The research on robustness against failure is divided into soft-

ware and hardware subgroups in [17] . The software subgroup in-

cludes routing techniques, network coding etc., while the hardware

subgroup includes compact placement of nodes and backup sta-

tions. In this paper, the software level is investigated and a net-

work coding based on the robust routing mechanism against fail-

ures for instantaneous retrieving of packets is proposed. 

In [18] , given a K -Connected graph, the authors proposed a

channel assignment method that maximizes the throughput while

preserving the K -Connectivity feature. In this paper, the use of

other tools such as power control, rate adaptation and channel

selection is not considered and the protocol interference model

which cannot properly model the interference in practice is uti-

lized. 

In [19] , a topology control method for wireless client mesh net-

works is presented. In client mesh networks, despite the backbone

mesh networks, the nodes are often equipped with a single ra-

dio interface with limited features and so their transmission power

and rate is fixed. The authors try to reduce the overload by using

activation/deactivation of routing capability in some nodes, since

the overload resulting from routing management packets are so

high in social compensated networks with handheld devices. 

The different methods of resource allocation in wireless mesh

networks presented in recent years can be divided into two main

groups which are the optimization-based methods and heuris-

tic methods. The optimization-based methods are computationally

complex, centralized and not scalable; therefore, these methods are

not applicable in practice. On the contrary, most heuristic meth-

ods presented so far do not use the complete set of topology con-

trol tools including power control, rate adaptation, channel assign-

ment/selection, scheduling and routing. In addition, the objectives

of most previous works are not as comprehensive as what we con-

sider in our proposed algorithm. They do not consider the com-

plete set of objectives like throughput maximization, balancing and

robustness against failures and many of them are for single radio

or single channel networks. 

In the heuristic method proposed in this paper, we employ all

of the topology control tools to improve the throughput and load

balancing in multi-radio multi-channel wireless mesh networks,

while preserving the network robustness against failures. In sum-

mary, the contributions of our work are the following: 

• All the available tools for topology control are used, namely

power control, rate adaptation, scheduling, routing and channel

assignment/selection. 

• A new hybrid interference model that combines the simplicity

of protocol interference model and accuracy of physical inter-

ference model is introduced. 

• The solution to the topology control problem is divided into

two parts. The main objective of the first part is building a

K -Connected network topology, whereas that of the second
part is maximizing the throughput while preserving the K -

Connectivity feature of the network. In previous related works,

only one of these parts is considered as topology control. 

• A new combinational metric is defined for routing which helps

to select the best K paths between nodes in the first part of the

proposed algorithm. 

• For channel assignment, an Interference-aware method is in-

troduced whose performance is much better than the random

channel assignment previously used in several works. 

• The main part of the proposed solution is distributed and this

avoids the overhead and complexity of using centralized so-

lutions proposed in some previous recognized researches. The

proposed method also considers the K -Connectivity, which is

not investigated in any of the previous similar works. 

• In addition to maximizing the throughput and considering the

network robustness, load balancing is also included in the pro-

posed method. This aspect is often neglected in previous works.

. Preliminaries and problem definition 

In this section, we define the preliminaries including the net-

ork model, assumptions and definitions. In addition, we describe

he problem in details. The variables and symbols are also intro-

uced. Table 1 summarizes the most used notations in the rest of

he paper. 

.1. Network modeling and assumptions 

Consider a MR-MC WMN with n static routers. Each node

 is equipped with In i half-duplex radio transceivers (interface

ards) equipped with omnidirectional antennas. One of the non-

verlapping channels �= { ω 1 , ω 2 , ..., ω | �| } is assigned to each ra-

io. In practice In i ≺ | �|; therefore, we need a channel assignment

trategy to assign channels to the interfaces. Each interface card

an adjust its transmission power in the range of [0, P max ], and

an transmit/receive with any of the available rates R = { ρ1 , ρ2 , ...,

M 

| ρ1 ≺ρ2 ≺. ... ≺ρM 

}. 

Here, we assume the traffic flows as the end-to-end unicast

essions expressed with TD, that is a n ×n matrix, in which,

D uv indicates the volume of traffic flow from node u to node v .

he traffic between the end nodes must be guaranteed in WMNs

t the worst case. The network is modeled as a directed network

raph G = ( V , E ) where the set of vertices V = { v 1 , v 2 , v 3 , ..., v n } in-

icate the n mesh routers and E represents the set of possible di-

ected communication links. The interference model must be intro-

uced prior to the definition of the possible communication links

etween nodes. 

.2. Interference modeling 

According to the suggested classification in [20] , two interfer-

nce models known as protocol interference and physical interfer-

nce model are defined. The protocol interference model is iden-

ified with two parameters: transmission range of node j ( r 
j 
t ) and

ts interference range ( r 
j 
i 
). The transmission range of a transmit-

ing node is the radius where all the nodes within this radius can

eceive the message correctly. According to this model, if we rep-

esent the set of assigned channels to node i with ch i , the directed

ink e ω 
i j 

from node i to node j over the frequency channel ω is de-

ned as follows: 

 

ω 
i j ∈ E ⇔ d i j ≤ r i t , ∃ ω ∈ 

{
c h i ∩ c h j 

}
; ∀ i, j ∈ V (1)

n which d ij is the geometrical distance between i and j . Conversely,

here is an interference from link e ω 
i j 

to link e ω pq if d iq ≤ r i 
i 
. Fig. 1

ndicates that the node j is in the transmission range of node i ,
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Table 1 

List of the most used notations. 

Notation Definition Notation Definition 

n Number of mesh routers in the network I ω 
i j,mn 

Interference of link e ω mn on e ω 
i j 

in the common frequency channel ω 

In i Number of interface cards in node i P min Minimum power required for the network to be K-Connected with 

high probability 

� Set of non-overlapping frequency channels Path 
u v ,l Set of vertices in the l th path between nodes u and v 

R Set of available rates NoP u v Number of paths between the nodes u and v 

G Network graph I ω, max 
i j,mn 

Maximum value of I ω 
i j,mn 

for maximum transmission power 

V Set of vertices in the network graph H 
u v ,l Hop counts along the l th path between the nodes u and v 

E Set of directed communication links P max 
u v ,l Maximum transmission power from node u to node v on the l th 

path 

r j t Transmission range of node j P sum 
u v ,l Total power consumption along the l th path between the nodes u 

and v 

r j 
i 

Interference range of node j ˆ P 
u v ,l Transmission power metric for path l between nodes u and v 

P max Maximum transmission power B n x 
u v ,l Number of using node n x on path Path 

u v ,l in other paths 

ch i Set of assigned channels to node i B sum 
u v ,l Total usage of all nodes on the path l between the nodes u and v 

e ω 
i j 

Directed link from node i to j over the frequency channel ω 

ˆ B 
u v ,l Load balancing metric for path l between the nodes u and v 

p ω 
i j 

Transmission power from node i to node j over the channel ω RCF 
u v ,l Routing Cost Function(RCF) of the l th path between the nodes u 

and v 

G ij Propagation gain resulting from the effective power loss �FTL Set of necessary links for preserving K -Connectivity 

ε Path loss exponent I sumMax 
i j 

Total amount of potential interference on each connection of �FTL 

d ij Geometrical distance between nodes i and j . I ω 
j 

Potential Interference on the receiver of e ω 
i j 

SINR ω 
i j 

Signal to Interference and Noise Ratio (SINR) in receiver j on 

transmission from node i to node j over the channel ω 

f ij Amount of traffic on each connection between nodes i and j 

γ ( ρ) SINR threshold corresponding to the rate ρ �BR 
u v Set of connections on the best path selected between nodes u and 

v 

Fig. 1. Transmission and interference range in protocol interference model. 
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i  
nd node q is in the transmission range of node p . If a common

requency channel exists between each pair; then the transmission

rom i to j and from p to q is possible. On the other hand, the

ransmission from i to j interferes on the receiver q if both links

ork on the same channel ω. According to [13] , we can set the

nterference range roughly as twice the transmission range. 

The physical interference model is based on the Signal to Noise

atio (SNR). Assuming no other link is active on the network si-

ultaneously, the necessary condition for the existence of direct

ink e ω 
i j 

is 

 

ω 
i j 

∈ E ⇔ ∃ P ω 
i j 

∈ [ 0 , P max ] 
∣∣ P ω 

i j 
G i j / η j ≥ γ ( ρ1 ) 

;ω ∈ 

{
c h i ∩ c h j 

}
, ∀ i, j ∈ V , i � = j 

(2) 

n which ηj is the noise power in the j th receiver often set as the

onstant value N 0 . P 
ω 
i j 

indicates the transmission power from node

 to node j over the channel ω and G i j = ( 1 / d i j ) 
ε is the propaga-

ion gain resulting from the effective power loss [13] . In addition, ε 
s a parameter dependent on the shadow and fading phenomena

nd d ij is the geometrical distance between nodes i and j . In the

bove relation, γ ( ρ1 ) is the threshold corresponding to the min-

mum rate. This threshold is dependent on the transmission rate

nd service quality requirement such that ρx ≺ρy → γ ( ρx ) ≺γ ( ρy ).
n general, to have a successful reception at the link e ω 
i j 

with rate ρ ,

he relation SINR ω 
i j 

≥ γ (ρ) must be held in which SINR ω 
i j 

indicates

he Signal to Interference and Noise Ratio (SINR) in the j th receiver,

hich is 

INR 

ω 
i j = 

p ω 
i j 

G i j 

N 0 + 

∑ 

∀ e ω mn ∈ E\ e ω 
i j 

X 

ω 
i j,mn 

p ω mn G m j 

(3) 

he second term of the denominator represents the interference

esulting from the simultaneous transmission of other links with

he transmission from i to j over the frequency channel ω. In this

erm, X ω 
i j,mn 

is defined as 

 

ω 
i j,mn = 

{
1 ; i f e ω 

i j 
and e ω mn simul taneousl y transmit 

0 ; otherwise 
(4) 

The protocol interference model is simple, but it cannot model

he real conditions of the network. Conversely, (3) indicates that

or physical interference model, we must calculate the interference

esulting from all links with the similar frequency channel which is

ime consuming for large-scale networks. In this paper, we propose

 hybrid interference model based on the two described models.

n the proposed model, we exploit the physical interference model

ithin the interference range, whereas no interference is assumed

n the out. In this manner, we define the interference of link e ω mn 

n e ω 
i j 

in the common frequency channel ω as 

 

ω 
i j,mn = 

{
P ω mn G m j ; i f d m j ≤ r m 

i 
, X 

ω 
i j,mn 

= 1 

0 ; otherwise 
(5) 

ow, we modify the definition of SINR presented in (3) as 

SI NR 

ω 
i j = 

p ω 
i j 

G i j 

N 0 + 

∑ 

∀ e ω mn ∈ E\ e ω 
i j 

I ω 
i j,mn 

(6) 

.3. Problem description and motivation 

In this paper, we consider a multi-radio multi-channel WMN,

n which an available frequency channel must be assigned to each
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radio interface. This problem is called Channel Assignment . Here,

we consider the static channel assignment in which no channel

switching is allowed. We assume different non-overlapping chan-

nels are assigned to the radio interfaces of each node in order to

reach the maximum efficiency. Therefore, we have 

c h i = 

{
ω 

1 
i , ω 

2 
i , ..., ω 

I n i 
i 

∣∣∣∣ω 

x 
i 

∈ �; ∀ x, 

ω 

κ
i 

� = ω 

h 
i 
; ∀ κ � = h 

}
; ∀ i ∈ V (7)

in which ω 

x 
i 

is the frequency channel assigned to the x th inter-

face of i th node. With this assumption, each node can send/receive

packets on all of its network interfaces, simultaneously. In a MR-

MC WMN, there may be more than one common channel between

each two adjacent nodes after the assignment of the frequency

channels to the radio interfaces. In this case, the frequency chan-

nel selection is used as a tool to select a proper channel from all

the available channels between two nodes considering some crite-

ria. After channel assignment and channel selection, the network

graph G = ( V , E )can be specified using (2) . 

Although using several non-overlapping channels reduces the

interference between links considerably as compared to the single-

channel ones, but the interference still exists between links as a

result of limited number of non-overlapping channels. In wireless

backbone networks, a contention-free Media Access Control (MAC)

protocol must be used to prevent the collisions due to the interfer-

ence between links. In this paper, inspired from [5,6,9,10] , we use a

media access control protocol based on time scheduling, in which

each time frame is divided into T max time slots and the interfering

links operate on different time slots. In this way, scheduling is a

tool that assigns a proper time slot to each active link. 

As previously mentioned, the robustness against failures is one

of the major requirements for WMNs. In order to satisfy this re-

quirement, the network graph G = ( V , E ) must be K -Connected

[16,18] . In other words, the connection number of the network

graph must be K . Menger theory [21] states that the connection

number of a graph is equal to K , if and only if there exist K node-

disjoint paths between each two nodes. The necessary condition

for a graph to be K -Connected is that the minimum degree of the

graph must be K [22] . To define the minimum degree of a graph,

first we must define the degree of a node. The degree of node i in

graph G represented by deg i is the number of links connected to i .

In other words, the degree of a node is the number of its neigh-

bors. If we define X 
ij 

as 

X ij = 

{
1 ; i f e ω 

i j 
∈ E ∀ ω ∈ 

{
c h i ∩ c h j 

}
0 ; otherwise 

(8)

then, the degree of node i is defined as 

deg i = 

∑ 

j∈ V \ i 
X i j ; ∀ i ∈ V (9)

Using (9) , the minimum degree of the graph is defined by 

d eg min 
G = Mi n ∀ i ∈ V 

(
d eg i 

)
(10)

In [20] , Penrose proved a probabilistic relation between the

connection number and the minimum degree of a geometric-

random graph. According to the theory presented by Penrose, if the

minimum degree of a geometric-random graph is K , the network is

K -Connected with high probability. 

P ( G is K − Connected ) ∼= 

P 
(
deg min 

G ≥ K 

)
(11)

By definition, G is a geometric graph if the vertices are inde-

pendent and are uniformly distributed in the area. Conversely, G

is random if the probability of existence of a link between two

nodes is determined by the distance between them. Considering

the proposed hybrid interference model, the network graph of the
ireless mesh network, is a geometric-random graph. Therefore,

q. (11) is applicable in our scenario. 

According to the above definitions, the fault-tolerant

nterference-aware topology control can be defined as an optimiza-

ion problem in which the objectives of mitigating interference,

aximizing throughput and preserving the K-connectivity must be

chieved using power control, rate adaptation, routing, scheduling,

hannel assignment and selection. This optimization problem is

P-hard. Therefore, we introduce a heuristic practical solution.

imulation results will demonstrate the efficiency of the proposed

lgorithm in comparison to the other state of the art solutions. 

. The proposed fault-tolerant interference-aware topology 

ontrol (FITC) algorithm 

The proposed algorithm offers a practical solution for network

opology control and it comprises two parts. In the first part, the

etwork graph is formed and it is modified to achieve the K -

onnectivity feature, if necessary. Since this part is performed only

nce in the network development phase, the proposed algorithm

s implemented in a centralized manner to achieve the best perfor-

ance. In the second part, we focus on the throughput maximiza-

ion by minimizing the interference between nodes during the data

ransmission. We perform this procedure in a distributed manner

o decrease the control packets overhead. 

.1. First part – network formation and modification algorithm 

NFMA) 

This part consists of three steps. In the first two steps, we do

ot consider the multi-channel property of the network. In these

teps, we assume a common single channel is assigned to all radio

nterfaces. In the last step, we modify the network graph by con-

idering the multi-channel scenario and by assigning the channels

o the radio interfaces. 

At first, the primary network graph is formed using mini-

um power adjustment. Then, by increasing the minimum power

nd adding nodes, the network graph is modified to become K -

onnected. In the second step, the paths are prioritized using an

fficient algorithm and the K best paths between each two nodes

s selected. Finally, in the third step, the channel assignment is per-

ormed such that the potential interference is reduced while the

 -Connectivity feature is preserved. 

.1.1. First step – construction of K -Connected network topology 

In this step, we try to have a network graph with minimum

egree of K in accordance to Penrose theory. Here, we assume that

 single common channel is assigned to all radio interfaces. The

ollowing equation can be used for determining the required min-

mum power for node i : 

 

min 
i = min 

(
P ∈ [ 0 , P max ] 

∣∣ deg 
worst 
i ≥ K 

)
; i = 1 , ..., n (12)

n this equation, deg worst 
i 

is the degree of node i in the worst case.

his is because we need to preserve the minimum degree K in the

orst case. If this condition is not satisfied, we consider the value

f P min 
i 

equal to P max . In this way, we define X worst 
ij 

as 

 

worst 
i j = 

{
1 ; i f P ω 

i j 
G i j / N 0 ≥ γ ( ρM 

) 

0 ; otherwise 
(13)

n (13) , we used γ ( ρM 

), that is the threshold corresponding to

he maximum rate. This is because we need to preserve the K -

onnectivity in the worst case. The amount of deg worst 
i 

can be ob-

ained by the replacement of X worst 
ij 

instead of X 
ij 

in (9). According

o the values obtained from (12) , the minimum power required for

he network to be K-Connected is 

 

min = Ma x ∀ i ∈ V 
(
P min 

i 

)
(14)
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Fig. 2. Pseudo code for checking the K -Connectivity of the network graph. 
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Fig. 3. Pseudo code for topology modification in order to achieve the K -Connected 

graph. 
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By assigning a common channel to all interfaces and by assign-

ng the minimum required transmission power P min to all nodes,

he primary network graph is obtained. According to Penrose the-

ry, this graph is K -Connected with high probability. As stated

arlier, for a K -Connected graph, there must be at least K node-

isjoint paths between each two nodes. We examine this require-

ent by finding all of the node-disjoint paths between each node

air in the network graph. For this purpose, the pseudo code pre-

ented in Fig. 2 that is based on Breadth First Search (BFS) is sug-

ested. In this pseudo code, Path 

u v ,l is the set of vertices in the

 th path between nodes u and v . Likewise, NoP u v is the number of

aths between nodes u and v . 

There are three sets of node pairs in the output of the algorithm

amed E EK , E GK and E LK , which are set of node pairs with Equal,

reater and Less than K disjoint paths between them. The number

f components in E LK is 2 × ( 
n 

2 
) − | E EK | − | E GK | . According to the

enrose theory, a few number of node pairs are in this set. If the

 LK is not null, we have to modify the network graph to obtain a K-

onnected graph. One strategy to solve this problem is to increase

he minimum transmission power obtained in first step. Since the

ransmission power has a maximum value P max , this strategy may

ot be applicable. Furthermore, increasing the transmission power

f all nodes decreases the potential throughput of the network due

o the increasing interference. The second strategy is adding new

isjoint paths between the pairs of E LK by increasing the corre-

ponding transmission power or by placement of new nodes in ap-

ropriate locations. This problem is solved in a centralized manner

n which the decision maker node recognizes the position informa-

ion of all nodes. The detail of this strategy is described below. 

The algorithm of adding new disjoint paths between the node

airs of E LK starts with the node pair with the highest number

f disjoint paths. We denote this node pair by u and v and the

umber of disjoint path between them by K ’. It is evident that K-

 ’disjoint paths must be constructed between u and v . For con-

tructing the first path, all the nodes and their connected links

hat lies on the available K ’disjoint paths must be removed from

he network graph. Now, we select a node that is nearest to one of

he nodes u or v and has at least a disjoint path to other node v or
 . Without loss of generality, we assume that the selected node x

s close to u , its distance to u is d ’and has at least a disjoint path to

 . We must establish a physical connection between u and x . If this

an be done by increasing the transmission power of u , then there

s no need for the addition of any other node; otherwise, we must

dd N 

∗ =� d ’/ d ∗� new equal-distance nodes between u and x where

 

∗ represents the maximum transmission range that is achievable

hen the transmission power is maximum and the transmission

ate is maximum. This parameter can be obtained from the follow-

ng equation; 

P max G 

N 0 

≥ γ ( ρM 

) 
G = ( 1 d ) 

∈ 

−−−−−→ 

(
1 

d 

)∈ 
≥ γ ( ρM 

) N 0 

P max 

d ∗= max ( d ) −−−−−−→ d ∗ = 

∈ 

√ 

P max 

γ ( ρM 

) N 0 

(15) 

n the above equation, the interference from other transmissions

s ignored for simplicity; therefore, in practice, d ∗/2 can be used

nstead of d ∗as a rule of thumb in order to have the safety margin.

The above procedure is repeated K-K ’times in order to establish

he required disjoint paths between u and v . Now, this node pair is

emoved from E LK and the number of disjoint paths between other

ode pairs of E LK must be updated. Then, the above procedure is

epeated in order to modify the number of disjoint paths between

ther node pairs of E LK until this set is empty. Fig. 3 represents the

seudo code of the algorithm. 

.1.2. Second step – selection and ordering of K best paths 

In this step, we select K best available paths between node

airs, and prioritize them based on some criteria defined later. We
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use the best path for traffic routing in the second part of the pro-

posed algorithm. Due to the K -Connectivity feature of the network,

it has the capability to recover failure in the case of fault occur-

rence. Several different recovery algorithms that are beyond the

scope of this paper have been proposed in literature. In order to

select and prioritize the paths, we propose an efficient cost func-

tion to minimize the interference and to improve the load bal-

ancing. To this end, three metrics based on Min-Max and Min-

Sum techniques are proposed and the linear combination of their

normalized values is used as a cost function for path selection.

The three proposed metrics are: hop count number, transmission

power, load balancing. 

A. Hop count number 

Paths with fewer hop counts, cause less delay and less re-

sources consumption and therefore result in greater throughput.

The number of hop counts along the l th path between the nodes u

and v is represented as 

H u v ,l = 

∣∣P ath u v ,l 

∣∣ − 1 ; ∀ u, v ∈ V , l = 1 , ..., No P u v (16)

in which NoP uv is equal or greater than K . Moreover, | Path 

u v ,l | is

the number of nodes in the l th path between nodes u and v . For

each pair u and v , this metric can be normalized as 

ˆ H u v ,l = 

H 

u v ,l 

Ma x ∀ l ′ ∈ { 1 , 2 ,...,No P u v } 
(
H 

u v ,l ′ 
) ; ∀ u, v ∈ V , l = 1 , ..., No P u v 

(17)

B. Transmission power 

High transmission power causes a considerable amount of in-

terference on adjacent nodes. Maximum transmission power from

node u to node v on the l th path is defined as 

P max 
u v ,l = Max 

(
P ω 

i j 

)
; ∀ u, v ∈ V , ∀ i, j ∈ P ath 

u v ,l , l = 1 , ..., No P u v 
(18)

in which P ω 
i j 

that is the minimum required transmission power

from i to j along the l th path corresponding to the maximum rate,

can be calculated by 

P ω i j = γ ( ρM 

) N 0 d 
ε 
i j ; ∀ i, j ∈ P ath u v ,l (19)

This metric can be normalized as follows: 

ˆ P max 
u v ,l = 

P max 
u v ,l 

Ma x ∀ l ′ ∈ { 1 , 2 ,...,No P u v } 
(
P max 

u v ,l ′ 
) ; ∀ u, v ∈ V , l = 1 , ..., No P u v

(20)

Conversely, the reduction of total power consumption along the

path reduces the interference and prolongs the lifetime of the net-

work (in battery-powered devices). This metric is defined and nor-

malized using the following equations, respectively. 

P sum 

u v ,l = 

∑ 

∀ e ω 
i j 
∈ Path 

u v ,l 

P ω i j ; ∀ u, v ∈ V , l = 1 , ..., No P u v (21)

ˆ P sum 

u v ,l = 

P sum 

u v ,l 

Ma x ∀ l ′ ∈ { 1 , 2 ,...,No P u v } 
(
P sum 

u v ,l ′ 
) ; ∀ u, v ∈ V , l = 1 , ..., No P u v 

(22)

By combining the parameters defined in (20) and (22) , the trans-

mission power metric is defined as 

ˆ P u v ,l = 

ˆ P max 
u v ,l 

2 

+ 

ˆ P sum 

u v ,l 

2 

; ∀ u, v ∈ V , l = 1 , ..., No P u v (23)
|  
. Load balancing 

In order to consider the load balancing in the procedure of path

election, we choose the paths that their vertices are less used on

ther paths. For node n x on path Path 

u v ,l , if we represent the num-

er of its usage on other paths by B n x 
u v ,l , then we have 

 

n x 
u v ,l = 

∑ 

∀ i, j∈ V \ u, v 

No P i j ∑ 

h =1 

X 

n x 
i j,h 

; ∀ u, v ∈ V , n x ∈ P ath u v ,l (24)

n which the variable X n x 
i j,h 

is equal to 1 if the node n x is on the h th

ath between nodes i and j . By this definition, the maximum value

f B n x 
u v ,l for all nodes on the l th path between nodes u and v must

e minimized. Therefore, the normalized value is 

ˆ 
 

max 
u v ,l = 

Ma x ∀ n x ∈ path 
u v ,l 

(
B 

n x 
u v ,l 

)
M a x ∀ l ′ ∈ { 1 , 2 ,...,No P u v } 

(
M a x ∀ n x ∈ path 

u v ,l ′ 

(
B 

n x 
u v ,l ′ 

))
; ∀ u, v ∈ V , l = 1 , ..., No P u v (25)

Conversely, the total usage of all nodes on one path should be

inimized. The corresponding parameter and its normalized value

re defined by the following equations, respectively, 

 

sum 

u v ,l = 

∑ 

∀ n x ∈ pat h u v ,l 

B 

n x 
u v ,l ; ∀ u, v ∈ V , l = 1 , ..., No P u v (26)

ˆ 
 

sum 

u v ,l = 

B 

sum 

u v ,l 

Ma x ∀ l ′ ∈ { 1 , 2 ,...,No P u v } 
(
B 

sum 

u v ,l ′ 
) ; ∀ u, v ∈ V , l = 1 , ..., No P u v

(27)

y combining the parameters defined in (25) and (27) , the load

alancing metric is defined as 

ˆ 
 u v ,l = 

ˆ B 

max 
u v ,l 

2 

+ 

ˆ B 

sum 

u v ,l 

2 

; ∀ u, v ∈ V , l = 1 , ..., No P u v (28)

In this paper, we use the linear combination of all defined met-

ics as the Routing Cost Function (RCF) for path selection: 

CF 
u v ,l = α1 ̂

 H 

u v ,l + α2 ̂
 P 
u v ,l + α3 ̂

 B 

u v ,l , α1 + α2 + α3 = 1 

; ∀ u, v ∈ V , l = 1 , 2 , ..., No P u v 
(29)

In the above equation, the effect of each metric can be con-

rolled by changing the values of the coefficients αi ; i = 1, ..., 3. In

his step, using the Routing Cost Function defined in (29) , K paths

ith the lower cost are selected between each two nodes. Fig. 4

eveals the path selection pseudo code which is based on the cost

unction RCF 
u v ,l . In the pseudo code presented in Fig. 4 , �F T L 

u v is the

et of all links of the K selected paths between two nodes u and v .

y having �F T L 
u v for all node pairs of the network, �F T L is defined

s follow: 

F T L = 

{
�F T L 

u v | ∀ u, v ∈ V 

}
(30)

In the selection of K best disjoint paths between any pair of

odes, all available disjoint paths must be sorted using objective

unction (29) , and then the best K paths must be selected. The

aximum number of disjoint paths between each node pair u

nd v denoted by NOP uv is equal to the minimum degree of these

wo nodes. We show the maximum number of paths between

ll node pairs with K ’. In other words, K ’ = max ∀ ( u , v ) ( NOP uv ). If

e use the Merg-sort algorithm [23] for sorting paths between

ach node pair, the computational and memory complexities are

qual to O( K ’log K ’)andO( K ’), respectively [23] . Since the algorithm

s repeated for all node pairs of the graph, the total computa-

ional and memory complexities are O(( K ’log K ’)| V |(| V | −1)) and

( K ’ | V |(| V | −1)), respectively; where| V |is the number of nodes and

 V |(| V | −1)is the number of node pairs. The maximum amount of
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Fig. 4. Pseudo code for selection of the K best paths between all pairs of nodes in 

the network. 
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Fig. 5. Pseudo code for interference-aware channel assignment. 
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 ’ is obtained when the network is full mesh connected. In this

ase, | E | = | V |(| V | −1) and K ’ = | V | −1; therefore, the computational

nd memory complexities can be written as O(| V | 3 log | V |) and

(| V | 3 ), respectively. 

Now we analyze the computational complexity of the algorithm

or finding all disjoint paths between nodes presented in Fig. 2 .

his algorithm is based on the Breadth First Search (BFS) method

or finding the shortest path. The computational complexity of

nding the shortest path between the two nodes u and v using BFS

lgorithm is O(| V | + | E |) in which | V | and | E | represent the dimen-

ion of V and E , respectively [23] . Consequently, the computational

omplexity of the given problem is O( K ’(| V | + | E |)), where K ’is the

aximum number of paths between all node pairs as earlier de-

ned. As previously stated, the maximum of | E | is | V |(| V | −1)and

he maximum of K ’ is | V | −1; therefore, the computational com-

lexity of finding all disjoint paths between two nodes is equal

o O(| V | 3 ). The number of node pairs in the network is equal to

 V |(| V | −1), therefore the total complexity of finding all disjoint

aths between all node pairs is O(| V | 5 ). 

.1.3. Third step - channel assignment 

In the previous two steps, assuming a single common chan-

el is assigned to nodes, we modified the network topology us-

ng available tools in order to be K -Connected and then the K best

aths is selected for each node pair. All of the connections in �F T L 

ust be preserved during the process of channel assignment in or-

er to maintain the K -Connectivity feature of the network. In this

ection, to utilize the available non-overlapping channels, two dif-

erent channel assignment methods known as Random Common

hannel Assignment (RC-CA) and Interference Aware Channel As-

ignment (IA-CA) methods are proposed. 

.1.3.1. Random-common channel assignment (RC-CA) method 

We assign a common frequency channel to one of the radio in-

erfaces of each node in order to meet the K -Connectivity feature

n the RC-CA method. For the remaining radio interfaces, we assign

hannels randomly such that different radios on each node have

ifferent channels. Therefore, for each node i ∈ V and interface κof

his node, the assigned channels ω 

κ
i 

∈ c h i is obtained as follows: 

 

κ
i = 

{
ω 1 ; i f κ = 1 

Srand ( �\ ω 1 ) ; otherwise 
; ∀ i ∈ V (31)
n which k 1 is the common channel assigned to the first radio in-

erface of each node. Also, the Srand function assigns channels ran-

omly to other interfaces of the nodes (except interface 1) so that

 different channel is assigned to each interface. 

.1.3.2. The interference-aware channel assignment (IA-CA) method 

RC-CA channel assignment method is simple, but its perfor-

ance is unacceptable from the interference point of view. The

ain objective of IA-CA method is minimizing the potential in-

erference. Although the complexity of IA-CA is much more than

C-CA, but it is an insignificant factor, since the channel assign-

ent is static and is performed only once in the network devel-

pment stage. IA-CA method is an iterative algorithm, in which,

t each iteration, one link is selected and the channel will be as-

igned to it. In this way, we must prioritize the links and select the

ink with the most priority at each iteration. Here, the link with

ighest potential interference has the highest priority for channel

ssignment. Furthermore, at each iteration, we consider the inter-

erence range and the channels with minimum usage at the range

ssigned to this link. Therefore, we consider the balancing in using

he frequency channels. Fig. 5 represents the pseudo code for IA-CA

lgorithm. The algorithm is composed of two phases: prioritization

nd channel assignment. 

. Prioritization 

The prioritization is done such that the link with higher po-

ential interference has higher priority for channel assignment. The

ybrid interference model introduced in Sections 3 and 2 is used

or the measurement of the potential interference, such that the

otential interference is calculated inside interference range ac-

ording to the physical interference model ( Eqs. (4 ) and ( 5 )), while

n the outside, it is assumed zero. In order to consider the worst

ase, during the calculation, we assume maximum transmission

ower; therefore, the maximum potential interference on link ( i ,
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j ) resulting from ( m , n ) is: 

I max 
i j,mn = 

{
P max G m j ; i f d m j ≤ r m 

i 
0 ; otherwise 

(32)

Also, the total amount of potential interference on each link ( i , j )

of �FTL set is: 

I sumMax 
i j = 

∑ 

∀ ( m,n ) ∈ �FTL \ ( i, j ) 

I max 
i j,mn ; ∀ ( i, j ) ∈ �F T L (33)

Now, we define the set �LIA in which its members are links sorted

in descending order with regard to the I SumMax 
i j 

. In the second

phase, the channels are assigned to the nodes corresponding to the

links in order of preference. 

B. Channel assignment 

In channel assignment to interfaces of ∀ ( i , j ) ∈ �LIA in order of

preference, we consider the following reasonable assumptions: 

• Two radio interfaces at the end of each link must have similar

channel. 

• In each node, different channels must be assigned to different

radio interfaces. 

The proposed algorithm selects the channel in which the

amount of potential interference (resulting from the interfering

transmissions based on the hybrid interference model) is minimal.

To this end, we define I ω 
j 

, which represents the potential interfer-

ence on the receiver of link ( i , j )assuming that the channel ω is

assigned to this link, 

I ω j = 

∑ 

∀ ( m,n ) ∈ �LIA \ ( i, j ) 

I ω, max 
i j,mn 

; ∀ ω ∈ � (34)

Similar to (33) , we again consider the worst case. Here I ω, max 
i j,mn 

is

defined as 

I ω, max 
i j,mn 

= 

{
P max G m j ; i f d m j ≤ r m 

i 
0 ; otherwise 

(35)

In channel assignment to radio interfaces of a node, any of the

three following cases may occur. 

Case 1- if | ch i | ≺ In i , | ch j | ≺ In j , ch i ∩ ch j = φ which means

the end nodes of the selected link do not have any common chan-

nel and empty radio interfaces (without channel assignment) are

available in these two nodes. In this situation, the channel assign-

ment to the κth interface of node i and h th interface of node j is

performed according to 

ω 

κ
i = ω 

h 
j = arg Min 

ω ′ ∈ �−{ c h i ∪ c h j } 
(
I ω 

′ 
i + I ω 

′ 
j 

)
(36)

According to the above equation, the channel which minimizes the

total potential interference on both nodes i and j is selected for

assignment to the interfaces. This strategy implies that the chan-

nel with minimum potential interference is assigned to the nodes

i and j. 

Case 2- if | ch i | ≺In i , | ch j | = In j , ch i ∩ ch j =φ (or similarly| ch i | = In i ,

| ch j | ≺In j , ch i ∩ ch j =φ) which implies that the two end nodes do

not have any common channel and empty radio interfaces (with-

out channel assignment) is available only in one of them. In this

situation, we assign the best channel with the minimum interfer-

ence on node j (or i ) to an empty radio interface of node i (or j ):

ω 

κ
i = arg Min 

ω ′ ∈ c h j 

(
I ω 

′ 
j 

) 〈
or ω 

h 
j = arg Min 

ω ′ ∈ c h i 

(
I ω 

′ 
i 

)〉
(37)
�  
Case 3- if | ch i | = In i , | ch j | = In j , ch i ∩ ch j =φ. In this condition, for

ach node we must determine the channel with the maximum po-

ential interference among the channels assigned to its radio inter-

aces, which can be written as follow 

 

MaxInt 
i = arg Max 

ω ′ ∈ c h i 

(
I ω 

′ 
i 

)
(38)

 

MaxInt 
i = arg Max 

ω ′ ∈ c h j 

(
I ω 

′ 
j 

)
(38)

Without loss of generality, we assume I 
ω maxInt 

j 

j 
≺ I 

ω maxInt 
i 

i 
. The as-

ignment is performed by replacing the worst channel ( ω 

maxInt 
i 

)

ith the best channel assigned to node j . This can cause the dis-

onnection of some links, which connect to node i through ω 

maxInt 
i 

.

n this situation, if a common channel does not exist between

hese two nodes, the assigned channel to these links must be re-

laced with the new one. This phase is performed repeatedly. The

lgorithm is stopped if at least one common channel existed be-

ween the end nodes of each links of �LIA set. Finally, if any node n

 V with empty radio interface remained, the channel assignment

rocess to these interfaces is performed according to 

 

rem 

n = arg Min 

ω ′ ∈�\ c h n 

(
I ω 

′ 
n 

)
(39)

heorem 1. The IA-CA algorithm preserves the K -Connectivity fea-

ure of the graph. 

Proof. The input to the channel assignment algorithm is the

 -Connected graph resulting from the second step. According to

he IA-CA algorithm described earlier, the links of the input K -

onnected graph will remain connected after channel assignment.

his implies that the network remains K -Connected after channel

ssignment. �

After channel assignment, the first part of the proposed algo-

ithm is completed and the network graph G is obtained in which

 disjoint paths existed between each two nodes. This graph may

e multi-graph, in which more than one frequency channel may

xist between two nodes. An efficient method for throughput max-

mization is proposed in the second part of the algorithm. 

.2. Second part – throughput maximization along with preserving 

 -Connectivity (TMKC) 

After creating the network graph and selecting the best path

nd channel assignment, we focus on throughput maximization.

o this end, we propose a distributed method using the power

ontrol, rate adaptation, scheduling and channel selection. This

ethod is known as Throughput Maximization along with pre-

erving K -Connectivity (TMKC). Table 2 summarizes some notations

hat will be used in TMKC. 

As mentioned in Section 3.1 , we consider the traffic flows as

nd-to-end unicast sessions in this paper. The traffic demands are

epresented by matrix TD in which TD uv represents the traffic vol-

me between nodes u and v . The amount of traffic on the link be-

ween nodes i and j is 

f i j = 

∑ 

u ∈ V 

∑ 

v ∈ V \ u 
T D u v X 

u v 
i j (40)

n which X u v 
i j 

is defined as 

 

u v 
i j = 

{
1 ; i f ( i, j ) ∈ �BR 

u v 
0 ; otherwise 

(41)

here �BR 
u v ; ∀ u, v ∈ V is the set of links on the best route selected

etween nodes u and v . After determining the amount of traffic on

ll links, the set �Act is defined as 

Act = 

{
e ω i j ∈ E 

∣∣ f i j � = 0 , ∀ i, j ∈ V, ∀ ω ∈ �
}

(42)
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Table 2 

List of some notations used in TMKC. 

Notation Definition Notation Definition 

e ω z Members of �ω,Act 
t,z I ω,mar 

z Interference margin for successful transmission in the 

�ω,Act 
t,z members. 

�Act Set of links transferring the traffic load P ω, max 
z Maximum transmission power for transmitter of the added link in 

the z th iteration 

�ω,Act 
t,z Set of all transmissions having the potential of activation in the 

given time slot t at iteration z and frequency channel ω 

P ω, min 
z Minimum transmission power of new added link in the z th 

iteration 

�ω,Act 
t Set of all transmissions having the potential of activation in the 

given time slot t and frequency channel ω 

P ω z Transmission power for each added members to �ω,Act 
t,z 

�ω,Act Set of links transmitting on frequency channel ω NI ω,sum 
ns Total potential interference in the receivers of non-scheduled 

neighbor transmissions on channel ω 

G z Propagation gain for each added members to �ω,Act 
t,z I ω ns,q Interference of added member in the q th iteration on 

non-scheduled neighbor transmissions on channel ω 

G z,q Propagation gain between transmitter of the �ω,Act 
t,z member and the 

receiver of the �ω,Act 
t,q members 

SINR ω ns Amount of potential SINR in each transmission e ω ns 

I ω z,q Interference of the set �ω,Act 
t,q members on the members of �ω,Act 

t,z in 

the frequency channel ω . 

σ 2 
c Variance of frequency channel utilization 

ρω, max 
z Maximum rate for each added members to �ω,Act 

t,z on frequency 

channel ω 

U 
ω 

c Amount of utilization for channel ω 

γ ( ρω, max 
z ) SINR threshold for each added members to �ω,Act 

t,z on frequency 

channel ω 

Ū c Average utilization of all frequency channel 

P ω, max 
z ( e ω q ) Power limitation for added members in the z th iteration so that 

the transmissions of the previously scheduled members in �ω,Act 
t,q 

don’t disturb 

f ω 
i j,t 

Amount of traffic on link e ω 
i j 

at time slot t 

w  

l

 

q  

c  

e  

t  

s  

n  

f  

s  

t  

q  

s  

C  

m  

d  

m  

r  

m  

a

�

i  

a  

i  

s

4

 

e  

t

�

w  

c  

c  

o  

f  

s  

f  

�

A

 

l  

v  

n

 

m

s  

a  

t  

g  

a

 

r  

n  

�  

p  

q  

�  

t  

m  

c

P

B

 

hich represents the set of active links carrying the traffic

oad. 

The transmissions on the two links with non-overlapping fre-

uency channels have no interference. In order to carry out suc-

essful transmissions on similar frequency channels, the interfer-

nce must be controlled using power control and rate adapta-

ion. Different time slots must be used for transmissions if the

imultaneously successful transmission on two or more links is

ot possible for any power and rate. Based on the hybrid inter-

erence model, TMKC selects the possible simultaneously transmis-

ions using a heuristic method. Since the network topology after

he channel assignment may be multi-graph, more than one fre-

uency channel may be available for connecting two nodes. In this

ection, two different channel selection methods named Random

hannel Selection(R-CS) and Interference Aware Channel Assign-

ent (IA-CS) methods are proposed. TMKC with R-CS algorithm is

escribed in Section 4.2.1 . Section 4.2.2 enumerates the required

odifications in order to use TMKC with IA-CS. TMKC algorithm

uns repeatedly in each time slot. We represent the set of all trans-

issions having the potential of activation in the given time slot t

nd frequency channel ω with �ω,Act 
t which can be obtained by: 

ω,Act 
t = 

⋃ 

h 

�ω,Act 
t,h 

; ∀ ω ∈ � (43) 

n which 

⋃ 

represents the union of sets. In each execution round,

 number of transmissions are added to the �ω,Act 
t,h 

set, where h

s the iteration index. In this manner, some power and rate con-

traints must be satisfied in order to preserve the K -Connectivity. 

.2.1. TMKC with R-CS 

In R-CS, if more than one channel exist for connection between

ach nodes i and j , a frequency channel is randomly selected. In

his case, the set �ω,Act is defined as: 

ω,Act = 

{
e ω i j 

∣∣e ω i j ∈ �Act 
}

; ∀ ω ∈ � (44) 

hich shows the set of links performing transmission on frequency

hannel ω. TMKC runs simultaneously for all �ω,Act ; ∀ ω ∈ �. The

ompatible links must be scheduled at each iteration. Without loss

f generality, it is assumed that only one link is added to �ω,Act 
t,h 

on

requency channel ω in each iteration. This is done solely for the

implification of the notations. The following constraints must be

ulfilled in order to add a new member in the (h + 1) th iteration to
ω,Act . 

t,h +1 c  
. Maximum power of added link 

The maximum power of the added link must fulfill the SINR

imitation determined in (45) so that the transmissions on the pre-

iously scheduled links in h th iteration of current time slot t are

ot disturb. 

P ω z G z 

N 0 + 

∑ 

q =1 , 2 , ..., h \ z 
I ω z,q + P ω, max 

h +1 
( e ω z ) G 

h +1 ,z 

≥ γ ( ρω, max 
z ) → 

P ω, max 
h +1 

( e ω z ) ≤
P ω z G z − N 0 

(
γ ( ρmax 

z ) + 

∑ 

q =1 , 2 , ..., h \ z 
I ω z,q 

)

G 

h +1 ,z 
× γ

(
ρω, max 

z 

)
P ω, max 

h +1 
( e ω z ) ≤

I ω,mar 
z 

G 

h +1 ,z 

; ∀ z ∈ 1 , 2 , ..., h (45) 

In this equation, I ω,mar 
z represents the tolerable interference

argin in the receiver of �ω,Act 
t,z ; z = 1 , ..., h members and e ω z 

hows the added link in z th iteration. Moreover, P ω z , γ ( ρω, max 
z )

nd G z represent the power, SINR threshold (corresponding to the

ransmission with the maximum possible rate) and propagation

ain between the receiver and transmitter node on the member

dded to �ω,Act 
t,z ; z = 1 , ..., h , respectively. 

The propagation gain G 

h +1 ,z 
= 1 / ( d 

h +1 ,z 
) ε and the geomet-

ic distance d 
h +1 ,z 

are calculated between the transmitter of

ew member added in (h + 1) th iteration with the receivers of
ω,Act 
t,z ; z = 1 , ..., h members. In (45) , I ω z,q shows the interference im-

osed by �ω,Act 
t,q members on the members of �ω,Act 

t,z in the fre-

uency channel ω. The constraint (45) is applied to the links of
ω,Act 
t,z in which their receivers lie in the interference range of the

ransmitter of added link, i.e.: d 
h +1 ,z 

≺ r h +1 
i 

. Therefore, the maxi-

um transmission power for the transmitter of the added link is

alculated by 

 

ω, max 
h +1 

= Mi n z=1 , 2 , ..., h 

(
P ω, max 

h +1 
( e ω z ) 

)
(46) 

. Maximum rate of added link 

According to the maximum power resulted from (46) , we can

alculate the maximum transmission rate of the added members
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t  
to �ω,Act 
t,h +1 

by 

ρω, max 
h +1 

= arg Max 
∀ ρ∈ R 

(
P ω, max 

h +1 
G 

h +1 

N 0 

≥ γ ( ρ) 

)
(47)

C. Minimum power of added link 

In order to preserve the K -Connectivity feature in the topol-

ogy graph and for faster recovery in the event of node failure,

each mesh router calculates the minimum power P min from (14) .

On the contrary, in normal conditions, for correct receiving at the

added link to �ω,Act 
t,h +1 

, the following relation must be held: 

P ω, min 
h +1 

× G 

h +1 

N 0 + 

∑ 

q =1 , 2 , ..., h 

I ω, max 
h +1 ,q 

≥ γ
(
ρω, max 

h +1 

)
→ 

P ω, min 
h +1 

≥
γ
(
ρω, max 

h +1 

)
×

(
N 0 + 

∑ 

q =1 , 2 , ..., h 

I ω, max 
h +1 ,q 

)

G 

h +1 

(48)

Therefore, the minimum power for the transmitter of the added

link is 

P ω, min 
h +1 

= Max 
{

P ω, min 
h +1 

, P min 
}

(49)

From (46) and (49) , the transmission power of added member

to �ω,Act 
t,h +1 

must be P ω, min 
h +1 

≺ P ω 
h +1 

≺ P ω, max 
h +1 

. The left hand side of this

equation is essential for preserving the K -Connectivity feature and

the correct receiving at the added link. Conversely, the right hand

side of this equation prevents creating destructive interferences on

other active links of the set �ω,Act 
t,z ; z = 1 , ..., h . By selecting the

transmission power as the average of P ω, min 
h +1 

and P ω, max 
h +1 

, the power

is far enough from the limit values. In the first iteration of each

time slot, it is assumed that the transmissions are performed with

the maximum power P max . 

During the execution of the algorithm, a set of transmissions

is determined which can be simultaneously activated so that the

required SINR threshold is established in their receivers. Assuming

that the algorithm is in the h th iteration at a given time slot t ;

therefore, the links of �ω,Act 
t,h 

; ∀ ω ∈ � are specified. In order to add

the new link in the (h + 1) th iteration, first, the transmitter of each

member of �ω,Act 
t,h 

sends a packet with the power P ω 
h 

including the

following content to all of its neighboring links. 

I ω,mar 
h 

= 

P ω 
h 

G 

h 
− N 0 

(
γ
(
ρω, max 

h 

)
+ 

∑ 

q ∈ 1 , 2 , ..., h −1 

I ω 
h,q 

)

γ
(
ρω, max 

h 

) (50)

where this amount is the tolerable interference margin in the re-

ceiver of added link in the h th iteration. By receiving this packet

to the receivers of the already scheduled links, the total interfer-

ence of each link is updated. Then a control packet with power

P ω z will be broadcasted to all non-scheduled neighbors includ-

ing I ω,mar 
z ; ∀ z ∈ 1 , 2 , ...., h − 1 . After receiving the control packets,

each receiver node of the non-scheduled neighboring links updates

the amount of its total potential interference and sends it to the

corresponding transmitter node. The amount of interference will

be obtained as follows 

NI ω,sum 

ns = N 0 + 

∑ 

q ∈ 1 , 2 ,...,h 
I ω ns,q (51)

in which I ω ns,q shows the interference resulting from the scheduled

transmissions up to the h th iteration on the unscheduled neigh-

boring transmission in the current time slot. Conversely, the trans-

mitter corresponding to these receivers can calculate their max-

imum allowed transmission power by substituting I ω,mar 
z ; ∀ z ∈
 , 2 , ...., h − 1 from previously scheduled transmission in (46) .

herefore, the amount of potential SINR in non-scheduled link is

IN R 

ω 
ns = 

P ω, max 
ns G ns 

N I ω,sum 

ns 

(52)

ach transmitter node sends this value to its neighbors and saves

he set of received SINRs from its neighbors in addition to the SINR

f its corresponding transmission. Now, a link can add itself to the

cheduling transmissions of slot t (and (h + 1) th iteration) according

o the following equation 

ω,Act 
t,h +1 

= 

{
�ω,Act 

t,h 
∪ e ω 

h +1 

∣∣∣∣e ω h +1 
= arg max 

∀ e ω ns 

(
SINR 

ω 
ns 

)}

; ∀ ω ∈ �

(53)

q. (53) indicates that the transmission with the maximum po-

ential SINR between the unscheduled neighbors of the (h + 1) th

teration is added to the set of scheduled nodes. Moreover, the

aximum rate and minimum transmission power of the newly

dded member is calculated using (47) and (49) , respectively. After

dding a link and determining its transmission power, the proce-

ure of link addition in current time slot t is repeated until the

imit value from (46) becomes less than (49) on each frequency

hannel. This implies that there is no other links in the neighbor-

ood of the previously scheduled transmission that can satisfy the

imits at the same time. At this time, the next time slot t + 1will

e considered. The procedure of adding transmissions is repeated

ntil all the members of �Act are added to �ω,Act 
t ; ∀ ω ∈ �, ∀ t . 

.2.2. TMKC with IA-CS 

In Section 4.2.1 , a channel is randomly selected prior to the ex-

cution of TMKC for the multi-graph topology. In this section, the

election of the frequency channel during algorithm execution is

erformed such that the interference attains its minimum value.

he algorithm pseudo code is represented in Fig. 6 . Assuming the

lgorithm is in the h th iteration from the time slot t , the limita-

ions and the method of adding new links are listed below. 

. Power and rate constraints 

In order to determine the maximum power, the transmitters of

he unscheduled links calculate Eq. (46) for each channel between

he receiver and transmitter. After adding a new link to the cur-

ent time slot in the (h + 1) th iteration, the corresponding maxi-

um rate and minimum power on selected frequency channel is

alculated using (47) and (49) , respectively. 

. Selecting new transmission for addition 

When receivers of non-scheduled neighboring transmissions re-

eive the amount of interference resulting from the last added

ransmission to �ω,Act 
t,z ; ∀ z = 1 , 2 , ..., h , each transmitter node cal-

ulates the SINR value for all common frequency channels with

he corresponding receiver using (52) . Then each transmitter node

aves the set of SINRs that resulted from neighboring transmis-

ions and its corresponding transmission in the common frequency

hannels. Finally, the best transmission with corresponding fre-

uency channel (with highest SINR) is added to �ω,Act 
t,h +1 

using (53) . 

.3. FITC and load balancing problem 

According to [4] , the load balancing can be discussed from two

ifferent points of view: spatial load balancing and channel load

alancing. From the viewpoint of a specific channel, when a part of

he network experiences congestion, the new traffic flows should
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Fig. 6. Pseudo code for algorithm TMKC with IA-CS. 
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Table 3 

SINR threshold required for supported rates in IEEE802.lla std. 

Coding Rate Modulation SINR Threshold(dB) Rate(Mbps) 

3/4 64-QAM 24 .56 54 

2/3 64-QAM 24 .05 48 

3/4 16-QAM 18 .80 36 

1/2 16-QAM 17 .04 24 

3/4 QPSK 10 .79 18 

1/2 QPSK 9 .03 12 

3/4 BPSK 7 .78 9 

1/2 BPSK 6 .02 6 
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o  
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w  
ot be routed through that part. Furthermore, from the perspec-

ive of a specific location, the traffic load must be balanced over all

vailable channels in the network. In FITC, load-balancing is con-

idered in three levels, which are balancing in the channel assign-

ent stage using the channels with lower usage among the neigh-

oring nodes, balancing in the TMKC stage using power control,

ate adaptation and the frequency channels selection and balanc-

ng in the routing. All of the three proposed levels have positive

ffects on the spatial load balancing. Moreover, the first two levels

nhance the channel load balancing. 

To evaluate FITC algorithm from the viewpoint of channel load

alancing, we can define the variance of frequency channel utiliza-

ion as follows: 

2 
c = 

1 

| �| 
∑ 

ω∈ �

(
U 

ω 

c − Ū c 

)2 
(55) 

n which, U 

ω 

c and Ū c are the amount of utilization for channel ωand

he average utilization of all frequency channels among the active
ime slots, respectively. These two parameters are defined as fol-

ows 

 

ω 
c = 

∑ 

∀ t 

∑ 

∀ e ω 
i j 
∈ �Act 

t 

f ω i j,t ; ∀ ω ∈ � (56)

¯
 c = 

1 

| �| 
∑ 

∀ k ∈ �
U c 

k (57) 

n (56) , f ω 
i j,t 

shows the amount of traffic on link e ω 
i j 

at time slot t .

e can define the variance of node utilization in order to inves-

igate the performance of the proposed algorithm from the spatial

oad balancing aspect. This measure is in fact the variance of the

otal traffic on the nodes of the network. The traffic load of each

ode is the sum of all input and output traffics to/from the node.

he smaller amount of this measure represents better load balanc-

ng in the network. 

. Simulation and results analysis 

In this section, we carried out a complete assessment of the

erformance of the proposed algorithm FITC. Here, the proposed

ybrid model is employed for modeling interference. In simula-

ions, we consider up to 100 wireless mesh routers randomly

istributed in an area of 10 0 0 ×10 0 0 m 

2 , unless otherwise spec-

fied. According to IEEE 802.lla, the maximum number of non-

verlapping frequency channels is set to 12. Moreover, as a re-

ult of the hardware limitations, each node has a maximum of

hree radio interfaces. The channels will be assigned to these ra-

ios by using one of the two methods presented in 4.1.3. For each

adio transmitter, the power can be adjusted in the range [0, P max ],

here P max is equal to 20 dbm. Furthermore, the thermal noise

ower in the receiver is set to N 0 = −90 dBm . On the other hand,

adios can transmit with different rates 6, 9, 12, 18, 24, 36, 48,

4 Mbps. To this end, the required SINR threshold must be pro-

ided in the receiver according to the IEEE 802.lla. Table 3 ex-

resses the SINR threshold, modulation type and coding rate for

ach of the above rates [24] . 

According to [13] , the path loss exponent εis set to 2.5 and the

nterference range is set to 350 m unless otherwise specified. In

ddition, the coefficients of the (29) are set to 1 / 3 and the time

lot duration is set to 576.8 μs unless otherwise specified. 

We simulate and analyze different scenarios in order to perform

 comprehensive evaluation on different aspects of the proposed

lgorithm. For each scenario, each data point is the average ob-

ained from 150 simulation runs. In each run, the nodes are ran-

omly distributed in the network, and 10 pairs of the nodes are

elected randomly as source and destination. The traffic flow is as-

umed to be CBR and its volume is set randomly between 15 to

0 Mbyte. 

First scenario - In the first scenario, we evaluate the operation

f NFMA in network topology formation and modification. Here,

0 wireless mesh routers is assumed to be distributed in a net-

ork area of 500 ×500 m 

2 where each node is equipped to three
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Fig. 7. The network topology considering maximum power and minimum data rate. 

Fig. 8. 3-Connected network graph obtained by NFMA. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. Throughput variation vs. K using IA-CA and RC-CA. 
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radio interfaces. Moreover, all 12 frequency channels is assumed

to be available. Fig. 7 denotes the resulted graph assuming maxi-

mum power transmission and minimum data rate. Here, the hybrid

model proposed in Section 3.2 is used for link establishment. 

Now, it is assume that the connection number ( K ) is set to 3.

In accordance to the first step of NFMA, the minimum power of

each node must be equal to –16.19 dBm for the achievement of a

3-Connected network with high probability. After determining the

connections, all paths between different node pairs of the network

is prioritized using the measure defined in (29) . Then, three paths

with the highest priority are selected between any node pairs.

Fig. 8 represents the network graph after selecting the paths with

higher priority. 

In the next step, we investigate the effect of parameter K on

network throughput using RC-CA and IA-CA channel assignment

methods. In RC-CA, considering the 3-Connectivity limitation, we

assign one common channel to one of the radio interfaces of each

node. The remaining channels are assigned randomly to other ra-

dio interfaces. In IA-CA, the channel assignment is performed re-

cursively for each of the links that resulted from the third step of

the NFMA. The diversity of the assigned channels is reduced by in-

creasing K as a result of the limited number of radio interfaces in

each node and the limitation resulting from the 3-connection fea-

ture. 

Fig. 9 illustrates the variation of the network throughput vs. pa-

rameter K in both channel assignment methods. Here, the network

throughput is defined as the average traffic rate on the active links

in each time slot [8,9] . By increasing the amount of K, the mini-
um power from Eq. (12) is also increased, which can lead to the

ncrement of nodes transmission power and throughput reduction

n TMKC algorithm. The throughput reduction in the case of IA-CA

s more than that of RA-CA. As mentioned earlier, in IA-CA, the di-

ersity of the assigned channels is reduced with the increase in K ,

herefore the throughput is reduced by increasing the value of K . In

C-CA, the channel assignment is independent of K , therefore the

ssigned channels are fixed and the throughput does not change

ignificantly by varying K . 

Second scenario - In this scenario, we investigate the effect of

he number of frequency channels and radio interfaces on the per-

ormance of the proposed algorithm. Likewise, the performance of

he two channel assignment methods is evaluated. Here, we as-

ume K = 2, | �| = 5, n = 100. Fig. 10 a shows a comparison between

he performances of the two channel assignment methods assum-

ng the number of radio interfaces is varied from 2 to 8. It is evi-

ent that any increase in the number of radio interfaces with sep-

rated channels results in more concurrent transmissions for each

ode. Since the purpose in the IA-CA channel assignment is the re-

uction of potential interference, the network throughput is more

han random assignment in RC-CA. Moreover when the number of

hannels is limited to 5, the amount of throughput approximately

emained unchanged when the number of interfaces is more than

, because repetitive channels are assigned to additional interfaces

f a node. Therefore, these interfaces cannot perform concurrent

ransmission. 

In the second section of this scenario, the number of radio in-

erfaces is set to 3. The results are shown in Fig. 10 b. If less than

hree frequency channels was available and 2-Connectivity crite-

ion was held, all the channels is assigned to all the radio in-

erfaces of the nodes, using each of the two channel assignment

ethods. Therefore, the throughput is similar in both methods. Ac-

ording to Fig. 10 b, in RC-CA, the throughput is increased by in-

reasing the number of channels. Since the channel assignment is

erformed randomly, more increase in the number of channels, re-

ults in the less number of common channels between neighboring

odes, which results in the gradual saturation of throughput. 

However, in IA-CA, the throughput is saturated because the re-

ursive procedure of channel assignment in the IA-CA leads to the

eduction of diversity of the used frequency channels. Therefore,

ncreasing the number of channels above a threshold does not have

ny significant effect on the throughput. Of course, it is evident

hat the IA-CA results in more throughput than RC-CA. 

Third scenario - In this scenario, we first investigate the ef-

ect of power control, rate adaptation and channel selection on the

etwork throughput. In addition, the performance of the routing

ased on (29) is evaluated. At this point, the number of nodes is



E.N. Maleki, G. Mirjalily / Computer Networks 110 (2016) 206–222 219 

Fig. 10. (a) Throughput variation vs. the number of radio interfaces (b) Throughput 

variation vs. the number of channels. 
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Fig. 11. (a) The effect of power control, rate adaptation and channel selection on 

throughput variation (b) The effect of routing measure coefficients on throughput. 
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aried from 10 to 100. However, the number of traffic requests is

eft unchanged. Other assumptions are| �| = 8, In i = 3, K = 2. 

Power control and rate adaptation effectively improved the

hroughput as illustrated in Fig. 11 a. The length of the links is re-

uced by increasing the number of nodes. Therefore, the amount of

nterference using fixed power P max is increased and the through-

ut is reduced compared to the TMKC algorithm with power and

ate control. The other observations are: 

• In the TMKC algorithm, by increasing the number of nodes

(along with the power control, rate adaptation and channel se-

lection ), the throughput is slightly increased at first, because

increasing the number of nodes results in the reduction of links

length and the interference is reduced by using power control.

Subsequently, with further increase in the number of node, the

throughput slope is slightly reduced due to the increase in the

number of interfering nodes. 

• TMKC with IA-CS compared to the R-CS, improves the through-

put significantly. 

• Fig. 11 b demonstrates the results of changing the coefficients in

(29) . Points of interest in this figure are as follows: 

• When the routing measure is minimizing the number of hops

( α1 = 1, αi = 0 i = 2, 3), throughput is improved by the increase

in the number of nodes, because the average length of the links

is reduced in different paths. By the continuous increase in the

number of nodes, throughput is reduced with a slight slope, be-

cause the possibility of concurrent transmissions on different

links is reduced. 
• In the case of using the measure of (29) with α1 =0.5, α2 =0.5,

α3 =0, throughput is significantly increased when compared to

the measure of minimum number of hops( α1 = 1, αi = 0 i = 2,

3). By increasing the number of nodes, first, throughput is in-

creased because the average length of links in a path and the

required power for transmission on the links are reduced. With

further increase in the number of nodes, it is impossible to use

paths with lower node utilization. Therefore, the throughput is

reduced slightly. 

• Any increment in the coefficient α2 results in the selection of

paths with less required power. Therefore, the interference is

decreased while the throughput is increased. By increasing the

number of nodes, both maximum and average power of the

paths is decreased; hence, the effect of these parameters on

throughput improvement is decreased. Therefore, the through-

put slope is reduced. 

• Increasing the value of α3 when the node density is high has

a significant effect on balancing. Increasing the weight of this

factor on the routing measure leads to the selection of paths

with minimum use of intermediate nodes. 

Fourth scenario - In this scenario, the performance of FITC is

ompared to MSITD [18] , DRRL [10] and proposed method in [16] .

t is assumed that the number of nodes is varied from 10 to 100.

he other assumptions are: | �| = 12, In i = 3, K = 2. The results of

his simulation are shown in Fig. 12 . It is evident that the through-

ut of our proposed method is significantly higher than MSITD. It

s due to the fact that the MSITD method only exploits interference

ware channel assignment, whereas our proposed method uses dif-
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Fig. 12. . Comparison between FITC with other methods DPRL [10] , MSITD[17] and 

proposed method in [16] . 

Fig. 13. The effect of interference range on the performance of FITC algorithm. 
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Fig. 14. (a) The variance of frequency channels utilization vs. the number of chan- 

nels (b) The variance of nodes utilization vs. the parameter α3 . 
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ferent tools for topology control, which are power and rate con-

trol, interference aware channel assignment/selection based on the

hybrid interference model and multi-criteria routing to decrease

theinterference and to improve the balancing in the network. 

In the proposed method of [16] , the authors have only consid-

ered the robustness of the network against failures, while in our

proposed method, a complete set of resource allocation tools and

several objective are investigated. Therefore, the throughput in FITC

is significantly higher when compared to the method of [16] . 

In DPRL, K -Connectivity is not considered. Moreover, the inter-

ference aware channel assignment/selection is not used. In this

paper, only the throughput maximization is considered by using

the power control and rate adaptation tools. It is evident from

Fig. 12 that in a fixed amount of K , throughput of our proposed

method is higher than DPRL. Conversely, in FITC, the amount of

throughput improvement is slightly reduced by increasing K . How-

ever, FITC throughput is significantly higher than DPRL. 

Fifth scenario - In this scenario, the effect of interference

range in the proposed hybrid interference model is investigated. As

stated in Section 4 , the interference range is an effective parameter

in IA-CA. On the other hand, in TMKC, a proper interference model

should be employed for power control, rate adaptation and channel

selection. The simulation parameters for this scenario are: n = 100,

| �| = 12, In i = 3 , K = 2. Moreover, it is assumed that the nodes are

distributed in a 10 0 0 ∗10 0 0 m 

2 area and the interference range is

varied from 100 m to 10 0 0 m. 

The results of the simulation are represented in Fig. 13 . Ac-

cording to (5) , for higher values of interference range, the model
s similar to the physical interference model, while for lower val-

es, it is similar to the protocol model. Moreover, it is clear from

2) that increasing the distance between two nodes results in the

xponential reduction of the interference between them. Therefore,

urther increase in the interference range reduces the impact of

ther far nodes on a given node. In Fig. 13 , by increasing the inter-

erence range, first throughput is reduced. However, the reduction

s insignificant for interference range above 450 m. The model is

qual to the physical interference model for interference range of

0 0 0 m. According to Fig. 13 , for interference range of 350–450 m,

he results of using hybrid interface model are nearly similar to the

hysical interference model. 

Sixth scenario - In this scenario, the load balancing capabili-

ies of the proposed method is evaluated. The simulation param-

ters of this scenario are n = 100, In i = 3, K = 2. Here, the number

f frequency channels is varied from 3 to 12. Fig. 14 a indicates the

ariance of frequency channels utilization in the network which is

 good measure in evaluating the load balancing between differ-

nt channels. The use of FITC method (along with the IA-CA and

A-CS), significantly reduces the variance of using frequency chan-

els compared to the random channel assignment /selection. Con-

ersely, with slight increase in the number of frequency channels,

he distribution of traffic between different channels improves;

herefore, the variance of utilization of the channels decreases. 

In the second section of this scenario, the number of channels

s set to 7. We first use FITC method along with IA-CA and IA-CS,

nd investigate the effect of α3 on the spatial load balancing. Ac-

ording to Fig. 14 b, any increase in α decreases the variance of
3 
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Fig. 15. The comparison of FITC performance with optimum method [25] (a) throughput graph vs. the number of nodes. (b) the node utilization vs. the number of nodes 

(c) the channel utilization variance vs. the number of channels. 
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odes utilization. This is because increasing this parameter results

n the selection of the paths with less utilized nodes. The other

bservations are: 

• By the continuous increase in α3 , the slope of the variance

is decreased, because the effects of other factors (the number

of hops and power consumption) decrease in the routing cost

function. In this situation, paths with longer links may be se-

lected between nodes. Therefore, during the implementation of

TMKC, some links require higher power for successful transmis-

sion which causes the rate of transmission to be higher. This in

turn leads to the reduction of transmission rate for neighboring

nodes. 

• In lower values of α3 , the selection of the routes is based on the

reduction of power consumption and hop numbers, which can

increase the number of similar nodes in different paths. Con-

versely, slight increase in the number of nodes improves the

load balancing. Since the network dimensions are fixed, the al-

gorithm selects the paths with less utilized nodes in the pro-

cess of best path selection. Therefore, more freedom is achieved

in distributing the traffic over the network. 

• Moreover, in the case of using the power control, IA-CA and IA-

CS, the node utilization variance is decreased. As stated earlier,

a set of links with maximum rate in each time slot is activated

in TMKC. On the contrary, the maximum number of possible

links in each time slot is selected for transmission according to
the power control implementation. Therefore, the variance of

node utilization is improved. 

Seventh scenario – In this scenario, we compared the perfor-

ance of the FITC with the optimization-based method presented

n [25] . In the optimization problem modeled in [25] , the objec-

ive function is a normalized sum of three metrics including the

ariance of node and channel utilizations and throughput maxi-

ization. The constraints considered in this optimization problem

re the constraints of the first three layers of the network and

ross-layer constraints including the SINR constraint, half-duplex

onstraint of radio interfaces, maximum/minimum limits of the

ransmission power, the input and output flows constraints, rout-

ng constraints and K -Connectivity constraint. In this scenario, the

umber of nodes is varied from 10 to 25. These nodes are ran-

omly distributed in an area of 750 × 750 m 

2 . Moreover, the num-

er of radio interfaces and non-overlapping channels are set to 3

nd 12, respectively, unless otherwise specified. 

Fig. 15 (a) shows that throughput is slightly reduced by increas-

ng the robustness parameter K from 1 to 2 in both FITC and in the

ptimized method. Moreover, the throughput of FITC in average is

educed by approximately 13.5% and 17.9% compared to the opti-

ized method for K = 1 and K = 2, respectively. This amount of re-

uction in throughput is an acceptable cost for the benefit of huge

eduction in computational complexity of FITC when compared to

he optimization-based method. 
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In Fig. 15 (b) and(c), the variances of frequency channel utiliza-

tion and node utilization are depicted, respectively. Here, the pa-

rameter α3 of FITC method is set to 0.4. In both the proposed op-

timization model in [25] and FITC, we consider the balancing of

node and frequency channel utilization. The variances of node and

frequency channel utilizations for the heuristic method FITC are in-

creased compared to the optimized model that shows a little bet-

ter balancing in optimization-based method. Averagely, the vari-

ance of node utilization is increased by approximately 31. 6% and

36.9% for K = 1 and K = 2, respectively and the variance of channel

utilization is increased by approximately 23.9% and 29.3% for K = 1

and K = 2, respectively. Moreover, the amount of node and chan-

nel utilization are decreased with slight increase in the number of

nodes and frequency channels, respectively. 

6. Conclusion 

Exploiting advanced radio interfaces in Multi-Radio Multi-

Channel WMNs (MR-MC WMNs) offers the potential of through-

put improvement by topology control. In these types of networks,

the main objective is maximizing the throughput and providing

load balancing. Moreover, in these networks, the fault tolerance

requirements must be considered in network development stage

in order to enable the fast recovery of the routes in the case of

faults. In several recent researches, the problem of topology control

in MR-MC WMNs using tools such as power control, rate adapta-

tion and channel assignment is considered without the considera-

tion of fault tolerance requirements. In comparison to the previous

works, in this paper, we proposed a cross-layer topology control

method that aims at improving the throughput while preserving

the K -Connectivity feature. 

In the first part of the proposed method, the K -Connectivity

feature is obtained by using the minimum transmission power at

each transmitter and by adding new nodesif necessary. Then, K

best paths between each two nodes are selected using a cross

layer measure. This measure is based on minimizing the poten-

tial interference and maximizing the spatial balancing in the net-

work. Finally, an interference aware channel assignment method is

proposed where its aim is choosing appropriate channel for radio

interfaces to minimize the potential interference in the network.

Preservation of K -Connectivity of the network is the major limita-

tion of the channel assignment method. 

In the second part of the algorithm, a cross layer distributed

method is used to select the best set of links for transmission in

every time slot. This set of links is selected such that the maxi-

mum number of link for simultaneous transmission on each time

slot is provided while at the same time, the transmission rate

was maximized. In this part, the power control and rate adap-

tation tools along with channel selection and scheduling is used

for improving the throughput and providing frequency channel

balancing. 

In summary, we developed a cross layer distributed method,

which exploits all the required tools in order to improve the

throughput and provide balancing in the network. Conversely, the

K -Connectivity feature is also provided for network robustness

against failures. Many simulations in the form of different scenar-

ios are performed in order to evaluate the performance of the pro-
osed algorithm. Analyzing the results revealed that the proposed

lgorithm achieves the main objectives when compared with the

revious methods. 
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