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a b s t r a c t 

In this paper we consider the problem of joint congestion control and request forwarding in Information- 

Centric Networks, namely the named-data networking architecture (NDN). The network architecture 

we consider is based on information retrieval natively pull-based, driven by user requests, point-to- 

multipoint and intrinsically coupled with in-network caching. We formalize the problem as global op- 

timization with non-linear objectives and linear constraints with the twofold objective of maximizing 

user throughput and minimizing overall network cost. We solve it via decomposition and derive a family 

of optimal congestion control strategies at the receiver and of distributed algorithms for dynamic request 

forwarding at network nodes. An experimental evaluation of our proposal is carried out in different net- 

work scenarios using realistic workloads, to assess the performance of our design and to highlight the 

benefits of an ICN approach. The experimentation is carried out using the NDN software router imple- 

mentation on a large grid infrastructure deployed to enable experimental research. 

© 2016 Elsevier B.V. All rights reserved. 
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1. Introduction 

The TCP/IP core of the Internet architecture has remained sta-

ble over the last decades, while accommodating unexpected in-

novation at lower and upper layers. Recent advances in wire-

less and optical networking technologies have empowered hetero-

geneous mobile connectivity and boosted access network capac-

ity. The diffusion of web services, cloud and social networks has

in turn driven Internet usage towards information delivery and

imposed a new communication model based on Information ex-

change, caching and real time processing. 

Current information delivery solutions are deployed as over-

lays on top of the existing IP network infrastructure leverag-

ing CDNs, transparent caching etc. However, the inefficiency of

the overlay approach in terms of performance guarantees/ re-

source utilization has been pointed out in the research commu-

nity, together with question of the sustainability of such evolution

model [19,22,27,30] . Some evidence has been provided that “ar-

chitectural anchors” like IP addressing, host-centric point-to-point

communication, inherently curb the Information-driven network
evolution. 
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A mismatch exists between the location addressing of IP and

he location-agnostic content addressing by name realized by In-

ormation services (e.g. via HTTP). It calls for a paradigm shift of

he Internet communication model as proposed by Information-

entric Networking (ICN) architectures [19,22,26,30,41] . The com-

on objective is to embed content awareness into the network

ayer to enable efficient, mobile and connectionless information-

riented communication. The twist associated to ICN communica-

ion model lies on a small set of principles. ICN advocates a name-

ased communication, controlled by the receiver ( pull-based ), real-

zed via name-based routing and forwarding of user requests in a

oint-to-multipoint fashion and supported by the presence of a per-

asive network-embedded caching infrastructure. 

The novel ICN’s transport paradigm holds considerable promises

or enhanced flexibility in terms of mobility management, im-

roved end-user performance and network resources utilization.

his is due to the coupling between (i) a ‘connectionless’ commu-

ication with unknown sender(s), (ii) a unique endpoint at the re-

eiver and (iii) dynamic request routing, decided by network nodes

iming at localizing temporary copies of the content, in a hop-by-

op fashion. 

The definition of multipath transport control mechanisms

dapted to ICN is at an early stage in the literature [8,23] as well

s that of ICN dynamic forwarding mechanisms [13,39] . A compre-

ensive analysis of the joint problem of optimal congestion control

nd request forwarding still lacks. 

http://dx.doi.org/10.1016/j.comnet.2016.09.012
http://www.ScienceDirect.com
http://www.elsevier.com/locate/comnet
http://crossmark.crossref.org/dialog/?doi=10.1016/j.comnet.2016.09.012&domain=pdf
mailto:gcarofig@cisco.com
mailto:massimo.gallo@nokia.com
mailto:lumuscar@cisco.com
mailto:luca.muscariello@gmail.com
http://dx.doi.org/10.1016/j.comnet.2016.09.012
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In this paper, we tackle the problem of a joint multipath con-

estion control and request forwarding for ICN. The key contribu-

ions of the paper are the following: 

• We formulate a global optimization problem with the twofold

objective of maximizing user throughput and minimizing over-

all network cost. We decompose it into two subproblems for

congestion control and request forwarding and solve them sep-

arately. 

• We derive a family of optimal multipath congestion control

strategies to be performed at the receiver and prove the op-

timality of the proposal. 

• We derive a set of optimal dynamic request forwarding strate-

gies and design a distributed algorithm to be implemented by

ICN nodes in conjunction with the proposed receiver-driven

congestion control. 

• We design a mechanism managing fine grained forwarding to

high popular content while keeping aggregate based forward-

ing to less popular content. The mechanisms allows to achieve

optimal performance while keeping the system scalable. 

• Finally, we implement the proposed joint congestion control

and request forwarding in NDN [41] and set up a testbed for

large scale experimentation on the Grid’50 0 0 facility ( [1] ) The

performance are assessed through experiments under realis-

tic traffic demand, synthesized by a large set of traffic mea-

surements, and in different network scenarios to appreciate

the convergence to the optimal equilibrium, the role of in-

path caching and the benefits of ICN multipath. The proto-

cols designed in this paper have been developed and released

in open source for the NDN code base and made available at

http://systemx.enst.fr/lurch . 

In this paper we do not consider several research problems that

till requires solutions namely: 

• the set of routed faces for a given name prefix are precomputed

by a routing algorithm. In this paper routing is part of the as-

sumptions. 

• The set of data names that the client issues into the network

requires a protocol to manage that. For instance by mean of a

content manifest or by using a discovery protocol. This is part

of the assumptions made in this paper. 

The remainder of the paper is organized as follows. Problem

tatement, design goals and choices are summarized in Section 2 .

he formulation of the global optimization problem is presented in

ection 3 , while in Section 4.1 we solve it by decomposing it into

wo separate sub-problems related to multipath congestion con-

rol and to request forwarding. From the theoretical solution, the

ptimal rate and congestion controller and the forwarding strat-

gy are derived. Section 4.2 presents the details of the transport

rotocol and of the design of the distributed forwarding algorithm.

he performance assessment by means of experiments is shown

n Section 6 and Section 7 . Finally, Section 8 surveys related work,

hile conclusions are drawn in Section 9 . 

. Problem statement 

ICN transport model fundamentally differs from the current

CP/IP model. To comment on the main differences, let us sum-

arize the basic ICN communication principles. 

.1. System description 

Our work is primarily based on CCN/NDN proposal [22,41] ,

hough the defined mechanisms have broader applicability in the

ontext of ICN ( http://tools.ietf.org/group/irtf/trac/wiki/icnrg ) and
ore generally of content delivery networks employing a similar

ransport model (e.g. some HTTP-based CDNs). In ICN, Information

bjects are split into Data packets, uniquely identified by a name,

nd permanently stored in one (or more) repository(ies). Users ex-

ress packet requests ( Interests ) to trigger Data packets delivery on

he reverse path followed by the routed requests. 

Interests are routed by name towards one or multiple reposi-

ories, following one or multiple paths. Rate and congestion con-

rol is performed at the end user. Intermediate nodes keep track

f outstanding Interests in data structures called PIT (Pending In-

erest Table), to deliver the requested data back to the receiver on

he reverse path. Each PIT entry has an associated timer, so that all

equests for the same Data, during such time interval are not for-

arded upstream as long as the first query is outstanding. In addi-

ion, nodes temporarily store Data packets in a local cache, called

ontent Store . 

Upon reception of an Interest packet from an input interface,

ntermediate nodes perform the following operations: (i) a Content

tore lookup , to check if the requested Data is locally stored. In case

f cache hit, the Data is sent through the interface the Interest is

oming from. Otherwise, (ii) a PIT lookup , to verify the existence

f an entry for the same content name. In this case, the Interest

s discarded since a pending request is already outstanding. If not,

 new PIT entry is created and (iii) a FIB lookup via Longest Pre-

x Matching returns the interface where to forward the Interest

selected among the possible ones). FIB entries are associated to

ame prefixes (see [22] ). As a consequence, Data may come from

he repository, or from any intermediate cache along the path with

 temporary copy of the Data packet. 

.2. Potential and challenges of ICN transport model 

As a result of the addressing-by-name principle, ICN transport

odel overcomes the static binding between an object and a loca-

ion identifier: the receiver issues name-based packet requests over

ossibly multiple network interfaces with no a priori knowledge

f the content source (hitting cache or repository). The content-

wareness provided by names to network nodes enables a differ-

nt use of buffers, not only to absorb input/output rate unbalance

ut for temporary caching of in-transit Data packets. Even with-

ut additional storage capabilities in routers, the information ac-

ess by name of ICN allows two new uses of in-network wire

peed storage: (i) Reuse : subsequent requests for the same Data

an be served locally with no need to fetch data from the origi-

al server/repository; (ii) Repair : packet losses can be recovered in

he network, with no need for the sender to identify and retrans-

it the lost packet. 

Under such assumptions, the notion of connection between two

ndpoints, as in the TCP/IP model, is no longer required, worse,

onnections would prevent (i) the early reply of the request at

he first unknown hitting cache on the path or (ii) the dynamic

ath switching due to end-user mobility. If a first step toward

 multiparty content-oriented communication has been made by

wift ( http://libswift.org/ ), ICN directly introduces a connectionless,

et stateful transport model where just the receiver keeps a flow

tate associated to an ongoing content retrieval. As a consequence,

CN simplifies mobility/connectivity disruption management, not 

equiring any connection state migration in case of end-user mo-

ility or path failure. 

ICN transport model brings new challenges that TCP, even in

ts multipath versions, can not address and, instead, motivates the

efinition of novel transport control and forwarding mechanisms.

ndeed, TCP is connection-based and multipath solutions (e.g. [37] )

erform load-balancing over static paths, precomputed by a rout-

ng protocol. Instead, in ICN, not only the receiver, but also in-path

odes to the repository may perform dynamic packet-by-packet re-

http://systemx.enst.fr/lurch
http://tools.ietf.org/group/irtf/trac/wiki/icnrg
http://libswift.org/
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Table 1 

Notation. 

Parameter Definition 

V, A , U Vertices, Arcs, Users sets 

N Flows (content retrievals) set 

C ij Capacity of links (i, j) ∈ A 

h n ( i ) ∈ {0, 1} Binary cache function (flow n , node i ) 

S(n ) = { i : h n (i ) = 1 } , Set of sources for flow n 

x n 
i j 

( ̃ x n 
ji 
) Link Data (Interest) rate 

y n ( ̃ y n ) , y n 
i 

Rate of flow n at receiver or node i 

�n 
i j 

Fraction of flow n at link ( i, j ) 

φ( r, t ) Fraction of flow n on route r at time t 

ρ ij Link load over (i, j) ∈ A 

�+ ,n (i ) = { j ∈ V : (i, j) ∈ A} Set of egress nodes for i ∈ V, \ ∈ N
�−,n (i ) = { � ∈ V : (�, i ) ∈ A} Set of ingress nodes for i ∈ V, \ ∈ N
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quest scheduling in a purely dynamic fashion by taking on-the-fly

decisions about forwarding interfaces ( in-network request schedul-

ing ). The second challenge is the accrued delay variability due to in-

network caching in ICN: a temporary copy of the content may be

retrieved from caches along the path, so impacting the variability

of path length and associated delivery time. As a third challenge,

in ICN there is a lack of knowledge of available source(s) , which pre-

vents from establishing paths at the beginning of the content re-

trieval, based on routing information like for multipath TCP. 

2.3. Design goals and choices 

The flexibility brought by the absence of predefined connec-

tions, asks for a continuous probing of paths/interfaces at the re-

ceiver and at nodes along the paths to drive rate/congestion con-

trol at the receiver, as well as forwarding decisions all over the

network. 

Our main design goal is to effectively address ICN point-to-

multipoint communication with no established paths, so to realize

(i) efficient content delivery and network resource sharing (band-

width/storage) via (ii) fully distributed network protocols, and (iii)

minimum state to be kept at nodes with no additional signaliza-

tion w.r.t. what already available in the current legacy NDN data

plane. In the following section, we formulate the corresponding

optimization problem for joint multipath congestion control and

request forwarding problem under the following assumptions: (i)

finite link bandwidth: bandwidth sharing modeled by utility-based

fairness criteria between users; (ii) in-network caching: a flow can

be terminated at one or multiple repositories or at intermediate

network caches; (iii) name-based RIBs with name prefix entries al-

ready computed per name prefix and stored in the FIB. 

3. Problem formalization 

1) Network model and notation. The network is modeled as a di-

rected graph G = (V, A ) with bi-directional arcs: if Interests of flow

n traverse link ( i, j ), corresponding Data are pulled down over link

( j, i ) according to ICN symmetric routing principle, aka a bread-

crumb routing principle which routes Interests only and sent back

Data over the reverse path of Interests by keeping a soft state

of Pending Interests in a dedicated Table (PIT). For more details,

the reader is referred to [22] . Links have finite capacities C ij > 0,

∀ (i, j) ∈ A . A content retrieval (also denoted as flow ) n ∈ N is uni-

vocally associated to a user node u n ∈ U ⊂ V and to one or multiple

repositories. With y n ( ̃  y n ) we denote the Data (Interest) rate asso-

ciated to flow n at the original user node u n . Through the network

such flow and, hence, its rate, can be split over multiple paths. We

will denote with y n 
i 

( ̃  y n 
i 
) the portion of Data (Interest) rate of flow

n measured at node i , with i � = u n . Hence, for a flow n associated

to user node u n ∈ U , y n will denote the rate entering u n , y n 
i 

≤ y n 

will denote the rate of the same flow entering node i � = u n . 

The variable x n 
i j 

( ̃ x n 
ji 

) denotes the Data (Interest) rate of flow n

over link ( i, j ) ( j, i ), in packet/s. Given the ICN link flow balance

between Interest and Data packets on the reverse link, x n 
i j 

and ˜ x n 
ji 

coincide in the fluid representation of flow rates, which can be in-

terpreted as a long term average of the instantaneous rates. Thus,

we will omit the indication of Interest rate in the formulation of

the optimization problem and only considers for each flow n the

Data packet direction. 

For each node i ∈ V and for a given flow n , we can then define

�+ ,n (i ) and �−,n (i ) respectively the set of egress and ingress nodes

for flow n . 

Each network node i ∈ V has a finite size cache to store in-

transit Data. In the current deterministic fluid representation of

system dynamics, h n ( i ) ∈ {0, 1} defines the binary function equal

to 1 when node i may serve Data of flow n and 0 otherwise. As a
esult, we can denote by S(n ) = { i : h n (i ) = 1 } the set of available

ources for flow n . Notation is summarized in Tab. 1 . 

bservation 3.1. Remark that, from a macroscopic viewpoint, the

ystem evolves driven by a stochastic user’s demand affecting link

andwidth and node’s storage (as analyzed in [6,7] ), while here we

ocus on a microscopic flow-level description of network resource

haring, more suitable to protocol design and optimization. From a

acroscopic point of view the h n ( i ) become the cache hit proba-

ilities. 

2) Optimization problem. The global objective of the optimiza-

ion problem is a joint user performance maximization and net-

ork cost minimization. We consider a convex user’s utility func-

ion U 

n and a concave link cost function C ij , and we compute the

lobal objective as the difference between the total user’s utility

nd total network cost (1). The problem is formulated as a multi-

ommodity flow problem with linear constraints and convex ob-

ective: 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

max y y y 

∑ 

n U 

n (y n ) − ∑ 

i, j∈A C i j (ρi j ) (1) ∑ 

n ∈N x 
n 
i j 

= ρi j ∀ (i, j) ∈ A (2) ∑ 

� ∈ �−,n (i ) x 
n 
�i 

= y n 
i 
, ∀ i, n (3) ∑ 

j∈ �+ ,n (i ) x 
n 
i j 
(1 − h 

n (i )) = y n 
i 

∀ i � = u 

n , n (4) 

ρi j ≤ C i j ∀ (i, j) ∈ A (5) 

x n 
i j 

≥ 0 ∀ i, j, n (6) 

ith ρ ij we denote the link load as the total flow rate flowing

hrough link ( i, j ) (2), while y n 
i 

denoting flow n ’s rate arriving at

ode i is defined as the sum of the ingress rates x n 
�i 
, � ∈ �−,n (i ) (3).

 

n 
i 

is also equal to the sum of egress rates x n 
i j 
, j ∈ �+ ,n (i ) , unless

 

n (i ) = 1 (hence, Interest are locally satisfied and not forwarded

pstream). This holds for all nodes i except the user node for flow

, u n , for whom x n 
i j 

= 0 , ∀ j . Data rates are subject to link capacities

onstraints (5) and must be non negative (6). 

3) Problem decomposition. The problem can be decomposed ac-

ording to the two objectives: utility maximization of end-users

hroughput (at the receiver) and network cost minimization (at in-

ath nodes). Let us detail the decomposition in such two problems.

 primal decomposition of the global optimization problem is pos-

ible when fixing the fraction �n 
i j 

of the total Data (Interest) rate

f each flow on a given link, defined by x n 
i j 

= �n 
i j 

y n , while keep-

ng the total rate at the receiver, y n , as a variable. The sub-problem

ssuming fixed �n 
i j 

corresponds to the utility maximization of end-

sers throughput : 

 

 

 

max y y y 

∑ 

n U 

n (y n ) (7) ∑ 

n ∈N �
n 
i j 

y n ≤ C i j ∀ (i, j) ∈ A (8) 

y n ≥ 0 ∀ n ∈ N (9) 
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he utility maximization in (7) is Kelly’s formulation of distributed

ongestion control [25,33] . We will show in Section 4.1 , how to

erive an optimal congestion controller for ICN, based on Interests

ransmission control at the receiver. 

The master problem is the overall network cost minimization

here, instead, the rate at the receiver, y n , is given and the vari-

bles are the split ratios P si n 
i j 

or equivalently the rates x n 
i j 

deter-

ining the forwarding strategy. 

 

 

 

 

 

 

 

min x x x 

∑ 

i, j∈A C i j 

(∑ 

n ∈N x 
n 
i j 

)
(10)∑ 

� ∈ �−,n (i ) x 
n 
�i 

= y n 
i 
, ∀ i, n (11)∑ 

j∈ �+ ,n (i ) x 
n 
i j 
(1 − h 

n (i )) = y n 
i 

∀ i / ∈ U , n (12)

x n 
i j 

≥ 0 ∀ (i, j) ∈ A ∀ n ∈ N (13)

etwork cost minimization is a multi-commodity flow problem,

hose flows may have multiple sources (caches or Data reposi-

ories) and one unique receiver u n ∈ U . In the following we will

onsider the binary variables h as fixed. The coupling with time

ariant caching dynamics is left for future work. 

4) Solution. To solve both problems via distributed algorithms:

i) we compute the respective Lagrangians L U and L C ; (ii) we de-

ompose L U and L C with respect to user’s and in-path nodes re-

pectively; (iii) we identify local Lagrangians at users and in-path

odes to be respectively maximized/minimized. Let us consider L U 
nd L C separately. 

 U ( y y y , λλλ) = 

∑ 

n 

U 

n (y n ) −
∑ 

i j 

λi j ( 
∑ 

n ∈N 
�n 

i j y 
n − C i j ) 

= 

∑ 

n 

U 

n (y n ) −
∑ 

n 

∑ 

(i, j) 

λi j �
n 
i j y 

n + 

∑ 

i j 

λi j C i j 

= 

∑ 

n 

( U 

n (y n ) − λn y n ) + 

∑ 

(i, j) 

λi j C i j 

here λn ≡ ∑ 

(i, j) �
n 
i j 
λi j . Hence, every user maximizes the local La-

rangian L n 
U 

: 

 

n 
U = U 

n (y n ) − λn y n (14) 

hich requires to compute the Lagrange multipliers λij associated

o the capacity constraints, whereas multipliers associated to con-

traints (9) are always null as we assume fixed positive y n > 0 ∀ n .

he utility maximization is responsible for adjusting the rates y n ,

hich are, instead, assumed to be constant in the network cost

roblem minimization. Let us then compute L C and decompose it

s a function of in-path nodes which are coupled by the flow bal-

nce constraint (4). Hence, L C ( x x x , μμμ) = 

∑ 

i, j 

C i j 

(∑ 

n ∈N 
x n i j 

)
−

∑ 

n 

∑ 

i 

μn 
i ( 

∑ 

l∈ �−,n (i ) 

x n li −
∑ 

j∈ �+ ,n (i ) 

x n i j ) 

= 

∑ 

i, j 

C i j (ρi j ) −
∑ 

n 

∑ 

i,l 

μn 
i x 

n 
li + 

∑ 

n 

∑ 

i, j 

μn 
i x 

n 
i j 

= 

∑ 

i 

∑ 

l∈ �−,n (i ) 

[ C li (ρli ) −
∑ 

n 

(μn 
i − μn 

l ) x 
n 
li ] 

very node i minimizes network cost by reducing a local La-

rangian L C i given by 

 C i = 

∑ 

l∈ �−,n (i ) 

[ C li (ρli ) −
∑ 

n 

(μn 
i − μn 

l ) x 
n 
li ] (15) 

hich requires the computation of multipliers μn 
i 
. Multipliers as-

ociated to constraints (13) are always null as we assume x n 
li 

> 0 .

his is due to the assumption that some probing traffic must be

resent even along non optimal paths to adapt to network conges-

ion variations. 

In the following sections, we derive (i) an optimal Interest

ransmission control protocol to be performed at the receiver from
14) ( Section 4.1 ) and (ii) an Interest interface selection protocol to

e performed at network nodes from (15) ( Section 4.2 ). 

. Optimal solution 

.1. Receiver-driven congestion control 

In ICN, Data packets are pulled down by Interest packets along

nterests reverse path. Hence, one can regulate Interest transmis-

ion rate at the receiver, ˜ y n t , to realize optimal Data delivery rate

 

n 
t . To derive a family of optimal controllers, let us apply a gra-

ient algorithm to solve the utility maximization sub-problem in

14) (See [4,31] ). It results that: 

˙ 
i j (t) = κi j (t)( 

∑ 

n ∈N 
�n 

i j y 
n (t) − C i j ) (16) 

˙ 
 

n (t) = γ n (t)( U 

n ′ (y n (t)) − λn (t) ) (17) 

here κ ij ( t ) is a function of link ( i, j ). Notice that for compact no-

ation, we represent the first derivative over time of a function f ( t )

s ˙ f (t) = 

d 
dt 

f (t) . Let us take for instance κi j (t) = 

1 
C i j 

, then λij ( t )

an be interpreted as ( i, j )’s link delay, as its evolution (16) is

etermined by a fluid queue evolution equation with input rate
 

n ∈N �n 
i j 

y n (t) and service rate C ij . Thus, λn ( t ) accounts by for the

otal network delay experienced by flow n . 

bservation 4.1. Link, flow and route delays. The request/reply na-

ure of ICN communication model suggests a natural way to mea-

ure λn ( t ) at the receiver via the Interest/Data response time, while

ij ( t ) are not known and hard to measure at the receiver. 

However, as mentioned in Section 2.2 , the accrued delay vari-

bility of ICN multipath communication due to the lack of a pri-

ri knowledge of the sources and to the coupling with in-network

aching makes it inefficient to control Interest rate by simply mon-

toring the total flow delay λn ( t ) (also noticed in [8] ). 

Therefore, we decompose λn ( t ) into the sum of route delays,
n ( r, t ), where a route r ∈ R 

n identifies a unique sequence of nodes

rom any source s ∈ S(n ) to the receiver node, for flow n , λn (t) =
 

r∈R 

n λn (r, t) φ(r, t) , where φ( r, t ) is the fraction of flow routed

ver route r at time t (as decided in a distributed fashion by the

equest forwarding algorithm). Also, 

n (r, t) = 

∑ 

(i, j) ∈ r : r ∈R 

n 

λi j (t) 

The receiver has clearly no knowledge over time of the cache

erving a given Data packet. Still, it is desirable to determine avail-

ble fast and slow routes, because such information can locally be

sed to better adapt the Interest transmission strategies. Different

outes can be distinguished by explicit labeling, as proposed in [8] .

q. 17 becomes: 

˙ 
 

n (t) = γ n (t)( U 

n ′ ( ̃  y n (t)) −
∑ 

r∈R 

n (s ) 

λn (r, t) φ(r, t)) (18) 

ote that, if the rate decrease is proportional to a linear combi-

ation of route delays, the rate increase is unique per flow as it

epends on the overall flow rate maximization. The choice of the

tility function U ( y ) specifies the form of the controller. In light of

CP/IP literature (cfr. [33] ), we can for instance choose an AIMD

Additive Increase Multiplicative Decrease) controller, by selecting
n (t) = K 1 (t )(y n (t )) 2 and U (y ) = K 2 (t ) / (λn (t ) y n (t )) . Hence, for all

ows, we derive the following Interest transmission rate control: 

˙ 
 

n (t) = 

K 1 K 2 

λn (t) 
2 

− K 1 y 
n (t) 

∑ 

r∈R 

λn (r, t) φ(r, t ) y n (t ) (19) 

he transport protocol derived from (19) is described in Section 5 .

et us focus here on the second sub-problem related to optimal

equest forwarding. 
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4.2. Dynamic request forwarding 

As observed in Section 2.2 , in ICN, not only the receiver, but

also in-network nodes may perform dynamic packet-by-packet re-

quest scheduling by taking on-the-fly decisions on the selection

of forwarding interfaces ( in-network request scheduling ). Under our

problem formulation in Section 3 , the distributed nature of request

forwarding is enabled by the decomposition of L C w.r.t. in-path

nodes and at each node the local objective to minimize is given

by (15) . To derive a family of optimal distributed forwarding algo-

rithms let us first prove that 

Proposition 4.2. The local minimization of (15) at every network

node i ∈ V is equivalent to the minimization of μn 
i 
, for all n ∈ N . 

Proof. Let us start by imposing the Karush-Kuhn-Tucker conditions

to Eq. (15) , that is: 

∂ C ji 
∂x n 

ji 

= 

∂ C ji 
∂ρ ji 

∂ρ ji 

∂x n 
ji 

= 

∂ C ji 
∂ρ ji 

= μn 
i − μn 

j (20)

for all ingress interfaces j ∈ �−,n (i ) such that x n 
ji 

> 0 and 

∂ C ji 
∂x n 

ji 

≤ ∂ C li 
∂x n 

li 

, ∀ l ∈ �−,n (i ) (21)

Eq. (21) states that the interfaces selected for Interest forwarding

at node i are those minimizing the cost derivatives. This implies

that there can be one or multiple interfaces with equal and mini-

mum cost derivative. For every of such interfaces, let us iterate the

reasoning and apply (20) at all subsequent hops j, j + 1 , j + 2 , . . . , r

up to one of the sources s ∈ S(n ) . At the last hop minimization of

the cost derivative corresponds directly to the minimization of μn 
r ,

while at previous hops the variable to be minimized is the differ-

ence μn 
k 

− μn 
k +1 

for k = j + 1 , . . . , r and μn 
i 

− μn 
j 

at the first hop.

Clearly, starting from the source, once minimized μn 
r and denoted

by μn, ∗
r its value, the minimization of (μn 

r−1 
− μn, ∗

r ) is equivalent

to the minimization of μn 
r−1 

and so on until μn 
i 
. 

Thus, we can conclude that a family of optimal distributed algo-

rithms for request forwarding can be derived by simply minimizing

μn 
i 

at each node i and ∀ n ∈ N . �

To compute μn 
i 

we apply a gradient algorithm on the La-

grangian L C ( x x x , μμμ) and obtain (See [4] ): 

˙ μn 
i 

= ηn 
i 

( ∑ 

j∈ �+ ,n (i ) 

x n i j −
∑ 

l∈ �−,n (i ) 

x n li 

) 

(22)

Observe that, by invoking the flow balance between Interest and

Data over a given interface, x n 
i j 

= ˜ x n 
ji 

. Hence, μn 
i 
(t) turns out to be

a measure of the total flow rate unbalance at node i , which is avail-

able at an ICN node and equal to the number of pending Interests

in the PIT. Observe that the PIT increase rate in (22) corresponds,

in practice, to the Interest rates ˜ x n 
ji 
, while the decrease term to

Data rates (consuming PIT entries). This implies that the optimal

strategy consists in minimizing the total number of pending Interests

at node i . The intuition behind is that the number of pending Inter-

ests reflects (i) content proximity: path length and response time

associated to a given content; (ii) congestion status, i.e. the quality

of residual path towards repository/closest copy. 

To derive an optimal interface selection algorithm, The PIT size

evolution is driven by two components: the rate of interests sent

towards the upstream network, causing a size increase, and the

rate of the data forwarded downstream causing a size decrease.

See [10] for a recent work that evaluate the PIT size distribution

under various scenarios. 

Let us now distinguish the Interests per output interface and

apply an equivalent of Little’s law to couple number of Inter-

ests and associated response time. Let us omit the indices n
nd i , as we focus on flow n and node i . μ = 

∑ 

j∈ �−,n (i ) μ j =
 

j∈ �−,n (i ) x j VRTT j (x j ) , where VRTT j ( x j ) is the average response

ime at output interface j . Hence, at each output interface, this re-

uires to solve the following problem: 
 

 

 

min 

∑ 

j∈ �−,n (i ) x j VRTT j (x j ) (23) ∑ 

j∈ �−,n (i ) x j = y (24) 

x j ≥ 0 (25) 

ssuming that: 1) VRTT j ( x j ) are monotonically increasing with x j ,

) VRTT j (0) = VRTT min , and 3) VRTT j ( x j ) is differentiable, the op-

imal allocation can be easily proved by imposing KKT conditions,

hich give: x j = μ′−1 
j 

(θ ) , with θ unique solution of the equation
 

j μ
′−1 
j 

(θ ) = y . 

bservation 4.3. Observe that this algorithm has in practice two

ajor drawbacks: (i) it requires explicit knowledge of VRTT, (ii) it

ust exploits a subset of paths depending on the value of y. This

atter results from the fact that μ′ 
j 
(x j ) = VRTT min + x j VRTT ′ (x j ) .

s VRTT j (0) = VRTT min . Thus ∃ θ ∗ > 0 : μ′−1 
j 

(θ ) = 0 , ∀ θ ≤ θ ∗. This

eans that slower interfaces could never be probed for some y . 

As we observed in Section 2.2 , two important challenges ICN

eeds to cope with are the unknown sources and the accrued de-

ay variability due to in-network caching. 

To guarantee optimal interface selection over time through con-

inuous monitoring of the interfaces, one needs a slightly different

bjective at each output interface of node i , which minimizes the

umber of pending Interests associated to the most loaded output

nterface, i.e. 
 

 

 

min max j μ j (x j ) (26) ∑ 

j x j = y (27) 

x j ≥ 0 (28) 

he objective can be attained very easily, by observing that the op-

imal allocations are such that μ j = μ for all interfaces j ∈ �+ ,n (i ) .

onsider now an interval of time T , such that every interface j has

een probed and selected, i.e. x j (t) = y (t) , for a fraction of time

T j over T = 

∑ 

j T j and zero elsewhere. Thus, 

= lim 

T →∞ 

1 

T 

∫ T 

0 

μ j (t) dt = lim 

T →∞ 

∫ T 
0 x j (t) VRTT j (x j (t)) dt ∑ 

l T l 

= 

T̄ j ∑ 

l T̄ l 
y VRTT j (y ) = φ j μ̄ j (29)

here μ̄ j is the average measured number of pending Interests

t interface j , φ j = μ/ ̄μ j represents the probability to select in-

erface j , and 1 /μ = 

∑ 

j μ j is a normalization constant. This algo-

ithm does not require the explicit knowledge of the VRTT j and

robes slow interfaces as well, with rate x j = μ j / VRTT j . The al-

orithm only requires to locally measure the average number of

nterests per used interface, which is an available information in

DN by design. 

. Design and analysis of optimal congestion control and 

orwarding strategies 

.1. Congestion control protocol description 

Let us define more in detail a receiver-driven congestion con-

rol mechanism derived from (19) . Data are requested via Interests

one Interest per Data packet) in the order decided by the applica-

ion, according to a window-based AIMD mechanism. The Interest

ate ˜ y n (t) of flow n ∈ N is controlled via a congestion window of

nterests, W 

n ( t ), kept at the receiver which defines the maximum

umber of outstanding Interests the receiver is allowed to send.
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ongestion window dynamics can be obtained from Eq. (19) by as-

uming the relation W 

n (t) = ˜ y n (t) · R n (t) = y n (t) · R n (t) , with R n ( t )

λn ( t ) denoting the overall round trip delay experienced by flow

 as averaged over all its routes r ∈ R 

n . This holds in virtue of Lit-

le’s law and it is commonly found in TCP literature (e.g. [3] ). 

Window Increase. W 

n ( t ) is increased by η/ W 

n ( t ) upon each Data

acket reception. This corresponds to an increment of η ( = 1 by

efault) each time a complete window of Interests is acknowledged

y Data reception. 

Window Decrease. According to (19) , Interest rate/window de-

rease is proportional to route delays λn ( r, t ). The rationale behind

s that by triggering the variations of such delay, mainly due to

ottleneck(s) queuing delay, the receiver can effectively adapt In-

erest window/rate to anticipate network congestion status. In this

ay, the receiver realizes a Remote Active Queue Management , sim-

lar to [2] , based on the per-route round trip delays estimate. The

ottleneck(s) queuing delay of route r is inferred by the measured

ound trip delay over time R r ( t ), and determines a per-packet de-

rease probability function, p r ( t ). In case of window decrease, W 

n ( t )

s multiplied by a decrease factor β < 1. 

Route Delay Monitoring. When an Interest is sent out, the re-

eiver measures the instantaneous round trip delay as the time

lapsed between the send of the request and the reception of the

orresponding Data packet. To ease the notation let us omit in the

ollowing the index n . Estimates of the minimum and maximum

ound trip delay associated to a given route r ( R min , r and R max , r )

re maintained via an history of samples (a sliding measurement

indow of 30 samples is kept by default in our implementation),

xcluding retransmitted packets. Note that the samples can be dis-

inguished per route via the route label introduced in ICN Data

ackets as proposed in [8,9] . Also, consider that the number of

onitored routes per flow results to be limited to a few by a min-

mum threshold of utilization set to 20 packets (cfr. [8] ). This pre-

ents a large flow state to be kept at the receiver. A complete win-

ow of samples is required before triggering a Interest window de-

rease. 

The measured instantaneous round trip delay R r ( t ) and the es-

imates of R min , r and R max , r concur to determine over time the

robability p r ( t ) of a window decrease. p r ( t ) is assumed to be a

onotonically increasing function of R r ( t ) (e.g. linear as in [8] ),

hich we consider in our experiments: p r ( t ) goes from a minimum

alue p min (by default set to 10 −5 ) up to a maximum value p max ≤
 when above R max , r ( t ), 

p r (t) = p min + p max 
R r (t) − R min ,r (t) 

R max 
(30) 

ith p max = p max − p min and R max = R max ,r (t) − R min ,r (t) .

 min , r ( t ), R max , r ( t ) indicate estimates at time t. Whenever

 min ,r (t) = R max ,r (t) in a window of samples, we take a de-

rease probability equal to p min . The resulting evolution of W ( t )

s: 

˙ 
 (t) = 

η

R (t) 
− βW (t) 

∑ 

r∈R 

p r (t) φ(r, t) 
W (t) 

R r (t) 
, (31) 

y taking y (t) = W (t ) /R (t ) , K 1 = β, K 2 = η/β one finds (19) . 

Interest scheduling. The Interest controller at the receiver may

erform request scheduling to decide what to request and when,

ccording to application constraints and user preferences. Like in

itTorrent or Swift, but directly within transport layer, the client

xploits local information to prioritize Data requests in the com-

unication swarm. Smart Interest scheduling in the transmission

indow is a powerful differentiator w.r.t. TCP-like content-agnostic

ransmission. All its possibilities are beyond the scope of this pa-

er. However, in our work we exploit it to perform Interest re-

ransmission for applications with loss recovery time constraints.

his is made by introducing as a rule that Interests to be retrans-
itted are always put in front of the transmission window after

IT timer expiration. 

.2. Single path stability analysis 

In this section we neglect intermediate caches in the network

nd focus on the evolution of N = |N | flows (content retrievals)

ver a single path in presence of delays. The analysis allows to de-

ermine the stability region of the flow controller in a simpler set-

ing as a function of the different parameters, which might be op-

imized in the different network settings. Each flow is associated to

 congestion window W 

n ( t ), n ∈ N and a corresponding rate y n ( t ).

et us define the queuing delay on the bottlenecked link and the

ate evolution for a single path flow as: 

˙ 
 (t) = 

N ∑ 

n =1 

y n (t) − C, R (t) = R min + Q(t) /C, (32) 

˙ 
 

n (t) = 

η

R (t) 2 
− βy n (t) y n (t − R (t)) p(t − R (t)) , (33) 

otice that in Eq. (33) we introduce delayed variable which are

ot considered in previous Section 3 . In particular, the multiplica-

ive decrease βy n ( t ) occurs with rate y n (t − R (t)) p(t − R (t) . This

ecause a Data packet sent in the previous round trip time trig-

ers a drop with probability p(t − R (t)) , computed based on the

ound trip delay estimates of the previous round trip time. Similar

uid representation of window dynamics under RED-like AQM can

e found in [21] . 

Following [21] we approximate R ( t ) with a constant value, R̄ ,

qual to the average value. We denote by ḡ = lim t→∞ 

1 /t 
∫ t 

0 g(u ) du .

he resulting rate evolution law is, 

˙ 
 

n (t) = 

η

R̄ 

2 
− βy n (t) y n (t − R̄ ) p(t − R̄ ) (34) 

he equilibrium point of Eq. (30–34 ) is 

¯
 = C/N, p̄ = 

ηN 

2 

βR̄ 

2 C 2 
, 

Q̄ 

C 
= 

( ̄p − p min )R max 

p max 
(35) 

The stability analysis of AIMD congestion control with AQM

as been studied in the literature [21] . Similar arguments allow

o prove the stability of Eq. (30–34 ), in absence and presence of

eedback delays. The main difference is given by the form of the

ongestion notification and the computation of the stability region

n presence of delay. 

roposition 5.1. Given the system of ODEs in Eq. ( 30 –34 ) in absence

f delays, i.e. where the rate evolution is given by 

˙ 
 

n (t) = 

η

R̄ 

2 
− βy n (t) 2 p(t) ∀ n ∈ N , (36) 

q. (35) is a global asymptotically stable equilibrium ∀ β > 0,

p max > 0 . In presence of delays, where the rate evolution

s described by Eqs. (34) , (35) is a locally asymptotically sta-

le equilibrium. A region of attraction for the equilibrium is
 

(y n (t) , . . . , y n (t) , p(t)) : y n < ȳ n 
(

1 + 

κ R̄ 
√ 

ζ
p min 

)
, ∀ n 

} 

The proof is reported in Appendix A . 

.3. Request forwarding algorithm 

Request forwarding decisions are based on the selection of

ongest prefix matching interfaces in the FIB. Indeed, FIB entries

pecify name prefixes rather than full object names and clearly ap-

ears to be unfeasible to maintain per-object name information.

e apply optimal interface selection algorithm per output inter-

ace and per prefix rather than per objects. Notice that applying
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the same transmission strategy to different objects with the same

name-prefix preserves reasonably limited FIB size at the cost of in-

troducing a potential loss of performance w.r.t. the optimal strat-

egy. This may occur when flows sharing the same name-prefix

might have a significantly different set of sources (See Section 7 for

more details). 

Let us now describe the steps of the algorithm summarized

in Algorithm 1 . At each Data/Interest packet reception, the num-

Algorithm 1 Request forwarding algorithm. 

1: Preconditions: A router receives a Data or Interest packet from

an input face. 

2: At Data _ Packet _ Reception (name, face _ in ) 

3: if ( !PIT_miss ) then 

4: Forward _ Data(face _ out ) ;
5: FIB _ PI _ Decr(face _ in, prefix) ;
6: FIB _ Weight _ Update(face _ in, prefix) ;
7: else Drop _ Data ;
8: end if 

9: At Interest _ Packet _ Reception (name, face _ in ) 

10: if ( CACHE _ miss && PIT _ miss ) then 

11: (prefix,weight _ list)=FIB _ Lookup(name) ;
12: f*=RND _ Weight(weight _ list) ;
13: FWD _ I(f*) ;
14: PIT _ I _ Update(name,f*) ;
15: FIB _ PI _ Incr(f*, prefix) ;
16: FIB _ Weight _ Update(f*, prefix) ;
17: else NDN _ standard _ processing ;
18: end if 

19: At P IT _ T imeout(name, pre f ix, face ) 

20: FIB _ PI _ Decr(face, prefix) ;
21: FIB _ Weight _ Update(face, prefix) ;
22: procedure FIB _ Weight _ Update ( (face, prefix) ) 

23: avg _ PI(face, prefix) ← α · avg _ PI + (1 − α) I(face, prefix) ;
24: w(face, prefix) ← 1 / avg _ PI(face, prefix) ;
25: end procedure 

ber of Pending Interests (PI) associated to a given FIB entry (thus

to a name prefix) and to a particular output interface is updated

( FIB _ PI _ Incr/FIB _ PI _ Decr ). Based on the instantaneous value of PI,

a moving average (with parameter 0.9) is regularly updated and

used to recompute interfaces’ weights ( FIB _ Weight _ Update ). A ran-

dom weighted algorithm is used to select the output interface for

each incoming Interest ( RND _ Weight ). For a given prefix/output in-

terface, weights are normalized w.r.t. the sum of all weights associ-

ated to available interfaces for that particular prefix. At the begin-

ning, each interface has the same weight equal to one and the ran-

domized forwarding process is uniform over available output inter-

faces. 

5.4. Hybrid object-based and prefix-based forwarding (OBF/PBF) 

As already observed, the request forwarding solution based on

per-object state shows scalability issues in presence of very large

catalogs. In this section, we design a hybrid Object-Based Forward-

ing (OBF) and Prefix-Based Forwarding (PBF) solution, providing

a good trade-off respectively between optimality and forwarding

scalability. The compromise we propose is based on the differenti-

ation of the most popular objects whose forwarding state is kept

on a per-object basis, from the rest of the catalog items grouped

according to their name prefixes in order to reduce the forward-

ing state. As a result of the different granularity used for the more

popular versus the less popular items, the forwarding metric may

be significantly different from objects under the same name prefix

when there is an important diversity in terms of popularity. 
The solution we propose, consists in the following four steps: 

• (i) Regular monitoring of per content object name popularity

via a fixed size vector that probabilistically collect data names,

reflecting the data popularity; 

• (ii) Periodical insertion/deletion of a heavy hitter entry in the

FIB; 

• (ii) Forwarding based on name/prefix entry according to longest

prefix matching algorithms; 

• (iv) Regular update of the metrics. 

While steps (iii) and (iv) remain similar to Algorithm 1 , steps

i) (traffic monitoring) and (ii) (insertion/deletion of popular con-

ent names in the FIB) require some modifications to the basic per

refix forwarding strategy proposed in Section 5.3 . 

The pseudo-code of the proposed hybrid approach is repre-

ented in Algorithm 2 . It basically consists in probabilistically in-

lgorithm 2 Hybrid per prefix and per popular content object’s

ame request forwarding. 

1: At Data _ Packet _ Reception (name, face _ in ) 

2: if ( !PIT_miss ) then 

3: With probability p;
4: Insert _ popularity _ vector(name); 

5: Forward _ Data(face _ out ) ;
6: FIB _ PI _ Decr(face _ in, prefix) ;
7: FIB _ Weight _ Update(face _ in, prefix) ;
8: else Drop _ Data ;
9: end if 

10: Ev ery T seconds 

11: FIB _ Remove _ popular _ name(old _ popularity _ vector); 

12: FIB _ Insert _ popular _ name(popularity _ vector); 

13: old _ popularity _ vector = popularity _ vector; 

erting the name of the received DATA in a fixed size FIFO (or LRU)

ector of k elements . In this way, the above mentioned vector will

ontain the k most popular content object names that are peri-

dically (i.e. every T seconds) inserted (and removed) in the FIB.

otice that per content object name FIB entries will start with for-

arding metrics set to the default value (i.e. average number of

ending interest equal to 0). 

.5. Complexity analysis 

The solution presented in Section 3 includes a receiver driven

ongestion control protocol and a load balancer deployed on end-

osts (content receivers) and network nodes respectively. Both al-

orithms are completely distributed meaning that congestion con-

rol and forwarding decisions are taken independently at each

ode (end-host or network node). The congestion controller at

he receiver is AIMD (additive increase multiplicative decrease).

he proposed protocol has the same complexity of TCP in the

nternet. The advantage of having congestion control at the re-

eiver is significant on the server side where no socket state is

ept, see also [28] for some analysis of receiver driven conges-

ion control in the Internet. Regarding the load balancer, both

lgorithm 1 and 2 are new and their complexity need to be an-

lyzed. Algorithm 1 and 2 are distributed and applied on a per-

nterest/Data basis using local statistics. Hence, the computational

omplexity of Algorithm 1 and 2 is given by the complexity needed

o update the local statistics which is O(1). Notice that the ad-

itional operations needed to maintain local forwarding statistics

or both algorithms, do not require any additional (and expensive)

ookup operations on the FIB table where such informations are

tored. These operations can hence be made at wire speed. 
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Fig. 1. Empirical web content popularity and the model fitting the sample with 

corresponding confidence bands. 
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. Experimental evaluation 

.1. Implementation in the NDN prototype 

We implemented the above-described protocols in the NDN

rototype [41] by developing additional modules that can run up

o NDN 0.3 (the library ndn-cxx-0.2 and the forwarder NFD 0.2.0

eleased in November 2014). The additional modules include a

tandalone application, ndn-icp-download running at the user

ith congestion control functionality; a path labeling mechanism

n the NFD daemon; the implementation of the request forwarding

trategy in the NFD daemon and a novel cache manager, in NFD
or the content store. The implementations are briefly summarized

elow, while a detailed description is out of the scope of this paper

nd can be found at http://systemx.enst.fr/lurch . 

(i) Congestion control : the protocol presented in Section 5.1 ,

s implemented at the user, together with an Interest scheduler,

hich decides the Interests to insert in the transmission window.

ath labeling has been implemented via a sequence of unique node

dentifiers collected by the data packet in the downstream and

ashed in an additional packet TLV field path_label . 
(ii) Request forwarding : The NFD implementation requires a new

ata structure, to track the evolution of the number of pending In-

erests on a given face, for a name-prefix. (iii) Caching : The NFD
aemon implements FIFO caching with replacement based on a

eriodic clean up of the content store. We have implemented a

ramework to manage the content store including LRU, used in the

xperiments presented below. 

(iv) Virtual content repository : We have developed the

dn-virtual-repo application, based on the older CCNx

mplementation developed at Washington University [40] , which

ignificantly simplifies tests using very large repositories. 

.2. Experimental setting 

The experimental environment used to perform our evaluation

s a large scale grid of general purpose servers, Grid’50 0 0 (see

1] for more details on the available network equipment, server’s

ardware and software). The infrastructure allows to boot custom

inux kernel images (Debian wheezy 3.2.35-2 x86_64 GNULinux

n our tests), including the NDN software described in Section 6.1 .

ervers’ reservation and remote kernel boot services allow to man-

ge large scale experiments (few hundreds in this paper). Our tests

ely on five blocks: 

(i) Network topology : We use virtual interfaces based on tap IP

unnels as a link abstraction layer, and kernel token bucket shapers

o create our substrate overlay network topology with customized

ink rates, in the grid. 

(ii) NDN network : An NDN overlay network is built on top of

he IP overlay topology and name based routing is configured ac-

ording to pre-computed FIBs to make content reachable to clients.

(iii) Catalogs and users : objects are made available to users

hrough the virtual repositories described in 6.1 . The applica-

ion ndn-icp-download ( http://systemx.enst.fr/lurch ) retrieves

 fixed amount of named content from the network before clos-

ng. 

(iv) Experiment launching : The experiment is configured and

onitored using a centralized application that orchestrates the test

ssuing ssh exec passwordless commands on remote servers. Tests

re run by launching parallel clients’ workloads. 

(v) The dynamic workload used in the experimentation is de-

ived from data traffic traces collected at the radio mobile gateway

f the Orange operational mobile network in France (2G/3G/4G ra-

io access). From such measurement point we extract a peak hour

f HTTP traffic for an area serving about 50 0 0 0 different observed

sers, 200 active at the same time on average. From this sample
e obtain the amount of transferred content, its popularity and

he amount of shareable data (percentage of bytes requested more

han once). In one hour we measure 60GB of data, 35% shareable.

rom the analysis carried out over a week, we extract the results

or a given day, leaving a mored detailed analysis to a future ded-

cated study. We test empirical popularity against various mod-

ls and found the discrete Weibull to be the best fit with shape

round 0.27 (long tailed). In Fig. 1 , we report the empirical popu-

arity distribution for web traffic (HTTP only), with corresponding

5% confidence bands in blue (see [17] for similar analysis). We

lso report in red the model fit to the available sample and 95%

onfidence bands. While for the tail a simple discrete Weibull dis-

ribution passes a χ2 goodness of fit test [14] , with p-values ex-

eeding 5% significance level, the good model for the entire distri-

ution turns out to be trimodal with three components: a discrete

eibull for the head of the distribution, a Zipf for the waist and a

iscrete Weibull for the tail, i.e. 

f (k ) = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

φ1 d 
β1 

λ1 

(
k 

λ1 

)β1 −1 

e −(k/λ1 ) 
β1 k < k 1 

φ2 

k α2 
k ∈ [ k 1 , k 2 ] 

φ3 
β3 

λ3 

(
k 

λ3 

)β3 −1 

e −(k/λ3 ) 
β3 k > k 2 

ith parameters λ1 , β1 , α2 , λ3 , β3 , φ1 , φ2 , φ3 ∈ R 

+ ; k 1 , k 2 ∈ N that

an be estimated using standard techniques. Linear regression on

 log log plane must be avoided to estimate parameters for be-

ng a considerable source of mistakes. For the sample reported in

ig. 1 β1 = 0 . 5 , α2 = 0 . 85 , β3 = 0 . 27 . 

bservation 6.1. We remark here the importance of a correct

dentification of the three components of the distribution. For in-

tance, assuming the waist Zipf is prolonged to the tail would im-

ly a finite support for the distribution. This is due to the fact

hat the shape parameters of the Zipf in the waist α2 < 1 (as in

12,15,16] ), hence only summable over a finite support: requiring

he estimation the content catalog size. Such estimation is however

ery difficult because of the very large confidence bands around

he tail (see also [17] for model identification issues of web con-

ent size). In Fig. 1 , we also report in red � f (k ) S � / S, being S the

otal number of requests in the sample. This staircase shaped curve

hows that the model well fits a finite size sample. 

http://systemx.enst.fr/lurch
http://systemx.enst.fr/lurch
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Fig. 2. Scenario 1: Topology Case I (Case II). 

Fig. 3. Scenario 1: Average link rate. 

Fig. 4. Scenario 1: Split ratio convergence. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Scenario 2 topology. 

Fig. 6. Scenario 2: average split ratios. 

6

 

i  

w  

n  

f  

a  

m  

c  

o  

a  

l  

s  

t  

t  

1  

m  

q  

r  

o  

F  

a  

w  

fi  

s  

s  

s  

i  

#  

o  

t  

p  

o

 

e  

(  

r  
Such workload model is adopted in the tests presented in this

section employing a dynamic workload, down-scaling the amount

of available content and number of active users, due to NDN

throughput limitations. 

6.3. Scenario 1: Efficiency in multipath flow control 

We first focus on a simple multipath network scenario (see

Fig. 2 ), where users are connected to four repositories via four

non disjoint paths. Users in the unique access node #6 re-

trieve twenty different named objects with a common prefix (e.g.

ndn://amazon.com/{object1,...,object20}). Two sets of link capaci-

ties are separately considered, with small and large range of val-

ues (Case I and II), to assess the efficiency of the per-route remote

delay control in presence of highly different delays (up to 1:25 ra-

tio). In this scenario, we neglect the impact of caches studied later

on. Fig. 3 reports the average link utilization in the two cases in

comparison with the expected optimal usage. Notice that, in both

cases, links (0, 4), (1, 4), (5, 6) are bottlenecked and achieve full

utilization. Instead, links (2, 5), (3, 5) are not bottlenecked and

the request forwarding algorithm load balances requests arriving

at node 5 in a nearly 1:1 ratio. Fig. 4 shows the split ratios, � ,

over time at nodes #4, #5 and #6 towards nodes #1, #2 and #5

respectively (the remaining traffic is routed towards #0, #3, #4).

As expected, split ratios converge to the optimal values. However,

slower convergence time can be observed at the client node #6,

due to a globally higher response time, compared to in-path nodes,

which slows down pending Interest number updates. 
.4. Scenario 2: impact of in-network caching 

We consider a typical CDN scenario to evaluate the impact of

n-network caching on the proposed congestion control and for-

arding mechanisms. The topology in Fig. 5 is composed by fifteen

odes and eleven routes, available to each user to retrieve content

rom intermediate caches (if hitting) or repositories. Content cat-

log, cache sizes, and popularity are synthesized from the traffic

easurements described above: each repository stores the entire

ontent catalog composed by 10 0 0 objects divided in 1 0 0 0 pkts

f 4kB. Object requests arrive from leaf nodes (users) according to

 Poisson process of rate 0.5 objects/s and a Weibull tailed popu-

arity distribution. Nodes are equipped with an LRU cache whose

ize vary in the different experiments. In particular, leaf nodes (#7

o #10) are equipped with a cache of size ranging from 50MB

o 200MB, while other nodes’s cache size (#2 to #6) vary from

0 0MB to 40 0MB in the different presented tests. Each experi-

ent lasts more than twelve hours (more than 20 0 0 0 object re-

uests per experiment) and the output is averaged over multiple

uns. Realized split ratios for different cache sizes and expected

ptimal values with no caches are reported in the table in Fig. 6 .

ig. 7 reports the load reduction on links (2, 5), (3, 5) and, total

nd server (accounting only the links toward the servers) band-

idth savings with increasing cache sizes. Bandwidth saving is de-

ned as 
∑ 

i, j x i, j (S=0) −x i, j (S) ∑ 

i, j C i, j 
where S is the total cache size in the

ystem, expressed in pkts, x i, j (S = 0) , x i, j ( S ) are link rates in ab-

ence and presence of cache, respectively. Of course, bandwidth

avings increase with caches sizes and link load decreases accord-

ngly, but most of the advantages are achieved with 100MB (nodes

7 to #10) and 200MB (nodes #2 to #6) cache sizes (10% and 20%

f total catalog). Notice that, we considered naïve LRU caching in

his experiment. Hence, there is space for improvements in caching

erformances using smarter content eviction policies or cache co-

rdination techniques (i.e. probabilistic caching , See [29,32] ). 

In Fig. 6 , we also report the average split ratios at the differ-

nt network nodes when varying cache sizes. Face selection adapts

e.g. at nodes #5, #9, #10) to the availability of network caching by

educing balancing the load on links (2, 5) and (3, 5), (see Fig. 7 ).
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Fig. 7. Scenario 2: bandwidth/Storage tradeoff. 

Fig. 8. Scenario 3: topology. 
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Fig. 9. Scenario 3: time evolution. 
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Fig. 10. Scenario 3: delivery time. 

Fig. 11. Abilene network with available paths from clients to content repositories. 
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he bandwidth bottlenecks are moved down for the most popular

bjects (cached downstream), affecting optimal bandwidth sharing

nd split ratios as a result (similar considerations are made in [6] ).

.5. Scenario 3: reaction to link failure in a mobile back-haul 

Traffic back-hauling for LTE mobile networks is usually based on

ver-provisioned links and highly redundant topologies. The objec-

ive is to support traffic growth in a reliable way, over multiple

ccess technologies (e.g. HSPA, LTE). We select this network sce-

ario to test protocols’ responsiveness to link failure. In Fig. 8 , we

eport a representation of a small part of such network segment

ith down-sized link rates (from Gbps to Mbps). The repositories

re located at the place of regional/national PoPs. A failure event

ccurs at time t = 500 s as in Fig. 8 : two links, (16-12) and (7-4)

re dropped by removing the associated NDN FIB entry at nodes

16 and #7. The workload is the same as in scenario #2 with the

ame average load. Let us focus on node #16. Rate evolution over

ime (in Fig. 9 ) shows how congestion control and forwarding pro-

ocols rapidly adapt to the different network conditions. Before the

ailure, request from node #16 are equally splitted among nodes

12,#15,#17, i.e. split ratios are equal to 1/3. During the failure,
hey grow up to 1/2 for nodes #15,#17, to compensate for link fail-

re over (16, 12). Once (16, 12) becomes available, the request for-

arding protocol sends most of the Interests across such link to

robe the response time, until the number of pending Interests on

16, 12) reaches the same level attained by the other two faces and

he split ratios stabilize to the optimal values. 

In Fig. 10 , we report the average content delivery time esti-

ated at the receiver at the different access nodes in the three

est phases (requests for different nodes are plotted one on top

f the other). Users’ performance are determined by the maxi-

um throughput of the topology (an aggregate of 150 Mbps at the

epositories) that is fairly shared. However user’s at node #16 are

orced to use longer paths during the failure and pay for more net-

ork congestion. 

. Request forwarding scalability 

We consider the performance of the presented protocols, in a

ackbone network topology, The Abilene topology in Fig. 11 . There

re three repositories at nodes #12, #16, #19, each storing con-

ent under a given name prefix (respectively, ndn:/amazon.com,

dn:/google.com, ndn:/warner.com). Each catalog has the same

haracteristics as that in the previous scenario. Users’ requests fol-

ow a Poisson process with different rates: for nodes #11, #13, #14,

15, #17, #18, #20, #21 rates are respectively 45, 48, 36, 42, 30, 24,

0, 33 objects per 100 seconds. In order to have a stationary num-

er of data transfers in the network, rates are chosen to keep the

otal offered load below network service capacity. 

ingle vs multiple path comparison. While aggregate performance

lways improve using multiple paths, we report the user perfor-

ance for the different name prefixes. Fig. 12 shows, as slices one

n the of the other, the average delivery times per name prefix

nd per user’s access node in the two cases: single and multiple

aths. The multipath solution reduces significantly delivery times,

xcept at nodes #14,#15, which experience a little higher latency

ue to the increased number of flows, exploiting links (3, 4), (4, 5),

hich fairly share available bandwidth. Still, the overall gain using

ultipath is significant. 
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Fig. 13. Average content delivery time by using, (i) full object based forwarding 

(OBF) (ii), hybrid forwarding (OBF/PBF) and (iii) prefix based forwarding (PBF). 
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Object name vs prefix request forwarding. Bandwidth sharing is

clearly affected by in-network caching. Indeed, content can be re-

trieved from different locations according to their popularity and

in principle, nodes should route requests on a per-object name ba-

sis to capture such dependency.However, the approach suffers from

scalability issues in terms of FIB size and results unfeasible for typ-

ical catalog sizes. This consideration motivates our design choice

to route requests based on prefixes rather than names. In this sce-

nario, we quantify the impact of forwarding granularity and ob-

serve that the number of object names that require separate FIB

state is much smaller than expected. We give here an intuition.

When content popularity under a given prefix is uniformly dis-

tributed, caching becomes irrelevant: all flows are routed up to the

repositories with a single prefix FIB entry. When content popular-

ity is long-tailed, the small portion of popular cacheable objects

would benefit from per-object name forwarding. Thus, the amount

of useful additional FIB state is of the same order of the most pop-

ular objects stored in a local cache. 

Here, we consider a single name prefix (ccnx:/google), a sin-

gle repository (repo #16, storing 10 0 0 objects of size 10 0 0 pkts

of 4KB) and a single access node (#3) with different bidirectional

link capacities for links (3,4), (4,5) = 25 Mbps , (5,7) = 5 Mbps and

(7,8), (8,3) = 50 Mbps. We also insert two caches at nodes #7-#8 of

sizes 100MB (25 objects). Requests arrive to node #7 according to

a Poisson process of rate 1 object/s according to a zipf popularity

with parameter α = 1 . 3 . Under this setting, the most popular ob-

jects (small rank) are retrieved from the cache of node #8, twice

as fast as the alternative paths to the repositories (#3, #4, #5). We

run two sets of experiments: one with per name prefix based for-

warding (PBF) and the other with a FIB entry for each content ob-

ject name (OBF) in the catalog. 

Hybrid object name - Prefix request forwarding. In this experi-

ment we show the benefits of the hybrid approach defined in

Section 5.4 , combining OBF for the most popular objects with PBF

for all the others. Clearly an OBF approach applied to every object

would not be scalable while PBF is suboptimal by definition. As

expected, Fig. 13 confirms that the hybrid approach achieves the

performance of the optimal OBF mechanism in terms of content

delivery time, while reducing considerably the overall forwarding

state. 

8. Related work 

A large body of work addresses joint multipath routing and

congestion control in TCP/IP networks. In [20,24,36] authors study

the stability of multipath controllers and derive a family of optimal

controllers to be coupled with TCP. Various transport protocol im-

plementations based on TCP are proposed (e.g. mTCP [42] , MPTCP

[37] ), either loss-based or delay-based ( [5] ). Multipath TCP [37] , as

proposed by the IETF working group mptcp , improves previous de-

signs in terms of efficient network usage utilization and of RTT un-

fairness compensation. All proposals require to establish separate

per-path connections (subflows) with a given number of known
ources that do not vary over time. Subflow may be uncoupled,

.e. independently managed, like in [42] , or coupled as in MPTCP.

uch approaches are not suitable to ICN, where the sources are

 priori unknown and may vary over time, subject to in-network

ache dynamics and on-the-fly request forwarding performed at

etwork nodes. Also, unlike our work, previous multipath transport

ffort s assume a sender-based windowed congestion control. How-

ver, there exists a fair amount of work on receiver-driven conges-

ion control that the interested reader can find summarized in [28] .

In the context of ICN, an adaptive forwarding mechanism is

ketched out in [39] . Interface ranking is performed at NDN routers

ccording to a three colors scheme. Congestion control in [39] is

till under definition according to the authors and envisaged via

nterest NACKs (Negative Acknowledgments) sent back to the re-

eiver. Such explicit congestion notification approaches may re-

uire message prioritization (opening to security weaknesses) and

ring additional overhead. In a similar spirit, TECC [38] looks at

he joint problem of routing and caching in NDN within an opti-

ization framework, mostly focusing on bandwidth and cache pro-

isioning at longer timescales. 

. Conclusions 

Previous work on ICN mostly magnifies one specific aspect of

he paradigm at a time, like in-network caching or adaptive for-

arding, while devoting less attention to the novel communica-

ion model as a whole. Overall end-user experience and network-

ide resource utilization are often left out of the picture. Also, one

ay argue that the limited benefits of a single building block taken

part, like in-network caching, can be approached by off-the shelf

olutions, so missing the bigger potential of the ICN idea head-to-

oe. 

In this paper, we tackle the problem of a joint multipath con-

estion control and request forwarding in ICN and design scalable,

ully distributed and inter-working mechanisms for efficient point-

o-multipoint content delivery. More precisely, we formulate and

olve a global optimization problem with the twofold objective of

aximizing end-user throughput, while minimizing network cost.

ur framework explicitly accounts for the interplay between multi-

ath flow control, in-path caching and in-network request schedul-

ng. As a result, we derive: (i) a family of receiver-driven multipath

ontrollers, leveraging a unique congestion window and per-route

elay monitoring. (ii) A set of optimal dynamic request forward-

ng strategies based on the number of pending requests which is

he base for the design of a fully distributed algorithm run at ICN

odes. Note that, beyond ICN, the problem of multipath congestion

ontrol with a priori unknown and variable sources (due to in-path

aching) has never been considered before. 
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To assess the performance of the design, we have implemented

he proposed protocols in NDN [41] and set up a testbed for large

cale experimentation. The experimental evaluation in different

etwork scenarios confirms efficiency and global fairness, as ex-

ected by the optimal solution, and robustness w.r.t. the inherent

ariability in delay brought by in-path caching and network con-

estion under realistic workloads. Additional experiments can be

ound in [11] . 

However, we have observed important limitations of the NDN

orwarding engine preventing to scale beyond 150 Mbps of

hroughput. As a future work, we plan to investigate the design

f name-based forwarding engines on a high-speed ICN data plane

34] . Moreover, we foresee a theoretical analysis of PIT/FIB dynam-

cs and plan to develop realistic models to predict their dynamics. 

Several assumptions are made in this work about the existence

f a number of protocols that produce an input to what is pre-

ented in this paper. Namely a routing protocols is assumed to

opulate the FIB with name prefixes and output faces to route the

equest toward the destinations. It is also assumed that the client

s able to issue the set of request names composing the whole con-

ent object. This can be obtained in several ways, namely by using

 pre-fetched manifest or by using a name discovery protocol. 
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ppendix A. Proof of Prop. 5.1 

roof. Let us denote with ( ̄y , p̄ ) the equilibrium point of Eq. (30–

4 ), where y (t) = (y 1 (t ) , . . . , y n (t )) . Let us consider the following

yapunov function 

 (y (t) , p) = 

1 

2 

N ∑ 

n =1 

y n (t) 
2 + 

1 

2 

ζp(t) 
2 

(A.1) 

here y n (t) = y n (t) − ȳ n , p(t) = p(t) − p̄ n and ζ =
R max βC̄ (y n ) 2 

p max 
. Clearly, V ( ̄y , p̄ ) = 0 , V ( y , p ) ≥ 0 and 

˙ 
 = 

N ∑ 

n =1 

y n ˙ y n + ζp ˙ p = 

= 

N ∑ 

n =1 

y n 
(

η

R̄ 

2 
− βy n, 2 p 

)
+ 

βC 2 p 

N 

2 

N ∑ 

n =1 

y n 

= 

N ∑ 

n =1 

y n 
(

η

R̄ 

2 
− βy n, 2 p + 

βC 2 p 

N 

2 
− βC 2 ηN 

2 

R̄ 

2 βN 

2 C 2 

)

= −βp 

N ∑ 

n =1 

y n (y n, 2 − ¯y n, 2 ) 

= −βp 

N ∑ 

n =1 

( y n ) 2 (y n + ȳ n ) < 0 
here we omitted the indication of the time variable t. Therefore
˙ 
 (y , p) is negatively semi-definite for any ball including the equi-

ibrium point. This proves that ( ̄y , p̄ ) is a globally stable equilib-

ium as per [35] . Let us consider the case with delays and start

rom the same Lyapunov function. 

˙ 
 = 

N ∑ 

n =1 

y n ˙ y n + ζp ̇ p 

= −β
N ∑ 

n =1 

y n (y n, 2 p(t − R ) − ¯y n, 2 p(t)) 

= −β
N ∑ 

n =1 

y n 
(

y n, 2 p − ¯y n, 2 p − y n, 2 

∫ t 

t−R 

˙ p (u ) du 

)

≤ −β
N ∑ 

n =1 

y n 

y n, 2 p − ¯y n, 2 p − y n, 2 p max 

CR max 

∫ t 

t−R 

y n (u ) du 

)
e apply the Lyapunov-Razumikhin theorem [18] to compute a

tability region for the systems. Hence, by assuming V ( y ( u ), p ( u )) ≤
 ( y ( t ), p ( t )) as u ∈ [ t − R, t] we need to show that ˙ V (y (t ) , p(t )) < 0

n a non empty region including the equilibrium. 

˙ 
 (y (t) , p(t)) ≤

− β
N ∑ 

n =1 

y i 

(
p(y n, 2 − ¯y n, 2 ) −y n, 2 κR 

√ 

ζ + (y n ) 2 
)

ith κ = p max / (CR max ) . It is easy to see that ˙ V (y (t) , p(t)) < 0

s long as y i < ȳ n for all n . Note that by assuming y n > ȳ n for all n

e are computing a smaller stability region, as in general y n < ȳ n 

ay hold for some n only. To have ˙ V t < 0 , when y n > ȳ n ∀ n it is

ufficient to impose p(1 − ¯y n, 2 /y n, 2 )) > κR 
√ 

ζ + (y n ) 2 ) . The ex-

ct y n range where the inequality holds can be numerically com-

uted. However, since we are interested in a region of attraction

ncluding the equilibrium point, we can provide a smaller region

f attraction for y n ≈ ȳ n . In this case, 
√ 

ζ + (y n ) 2 ≈
√ 

ζ and y n +
¯ n ≈ 2 ̄y n . Thus, a region of attraction for the considered equilib-

ium point is 

{ 

(y (t) , p(t)) : y n < ȳ n 
(

1 + 

κ R̄ 
√ 

ζ
p min 

)
, ∀ n 

} 

. Remark that

 

√ 

ζ = ȳ n 
√ 

p max β
R max 

∝ 

√ 

(p max − p min ) β . �
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