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a b s t r a c t 

Communications in mobile opportunistic networks, instead of using the Internet infrastructure, take place 

upon the establishment of ephemeral contacts among mobile nodes using direct communication. In this 

paper, we analytically model the performance of mobile opportunistic networks for contact-based mes- 

saging applications in city squares or gathering points, a key challenging topic that is required for the 

effective design of novel services. We take into account several social aspects such as: the density of 

people, the dynamic of people arriving and leaving a place, the size of the messages and the duration 

of the contacts. We base our models on Population Processes , an approach commonly used to represent 

the dynamics of biological populations. We study their stable equilibrium points and obtain analytical 

expressions for their resolution. 

The evaluations performed show that these models can reproduce the dynamics of message diffusion 

applications. We demonstrate that when the density of people increases, the effectiveness of the diffu- 

sion is improved. Regarding the arrival and departure of people, their impact is more relevant when the 

density of people is low. Finally, we prove that for large message sizes the effectiveness of the epidemic 

diffusion is reduced, and novel diffusion protocols should be considered. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

The authors in [1] define Mobile Social Networking in Proxim-

ty (MSNP), as a wireless peer-to-peer network of opportunistically

onnected nodes that use proximity as the social relationship. This

ondition allows the establishment of local communication chan-

els that can be used for applications such as information sharing,

dvertisement, disaster and rescue operations, gaming, etc. Instead

f using the established Internet infrastructure, the communica-

ion in mobile opportunistic networks takes place upon the estab-

ishment of ephemeral contacts among mobile nodes using direct

ommunication (i.e. Bluetooth or WiFi Direct). Moreover, by relying
� This work was partially supported by Ministerio de Economia y Competitividad , 
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n properly designed security mechanisms, mobile opportunistic

etworks can increase the confidentiality and privacy of commu-

ications, since direct communications, unlike infrastructure based

ommunication, are more robust to the tracking of the user be-

aviour. 

Based on the concept of opportunistic networks, new contact-

ased messaging applications have recently been developed.

irechat, as an example, a messaging application meant for fes-

ivals, became popular in 2014 in Iraq due to the government

estrictions on Internet use 1 , and after that during the Hong

ong protests 2 . There are anyway other examples, like Briar (see

ttps://briarproject.org ) which is a secure messaging application,

r CoCam [2] for image sharing in events. Moreover, several sup-

orting frameworks and architectures are appearing, such as the

aggle project [3] , a framework for autonomic and opportunistic
1 Kuchler, Hannah; Kerr, Simon. ”Private Internet: FireChat app grows in popular- 

ty in Iraq”. Financial Times, 2014-06-22 
2 Bland, Archie. ”FireChat the messaging app that’s powering the Hong Kong 

rotests”. The Guardian, 2014-09-29. 
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computing, or AllJoyn, an open source, general networking frame-

work from the Allseen Alliance ( https://allseenalliance.org/ ). The

experience shows that these messaging applications seem to be

operative in open places with a moderate to high density of

people. 

In this paper, we analytically study the performance of these

opportunistic contact-based messaging strategies in city squares or

gathering points. According to a recent survey [4] analytical mod-

elling and performance evaluation of DTNs and Opportunistic Net-

works is one of the key challenging problems. A common approach

is to combine a network simulation tool with realistic mobility

traces. Nevertheless, simulation can be very time consuming and

restricted to the limited scenarios of the available mobility traces.

Analytical models can avoid these drawbacks providing a fast and

broader performance evaluation. Two classes of analytical models

have been proposed for modelling this network dynamics: Marko-

vian models [5–10] and deterministic models based on Ordinary

Differential Equations (ODEs) [6,11–13] . Analytical models require

anyway a precise and concise description of the mobility scenario,

that usually assume that the inter-contact times distribution be-

tween pairs of nodes are exponentially distributed with a given

contact rate [5] . 

We based our model on Population Processes , a method com-

monly used to model the dynamics of biological population

[14] . More specifically to opportunistic networks, Haas and Small

[6] presented a model based on epidemiological processes for

a network that used animals (whales) as data carriers to store

and transfer messages (an approach similar to DTN). Zhang et al.

[11] derived ODE equations for the study of the dynamics of vari-

ous forwarding and recovery DTN schemes, such as epidemic and

2-hop, among others. The authors of [12] introduced a mathemat-

ical approach for messages diffusion in opportunistic networks us-

ing the Epidemic protocol. This approach is based on well known

models for the spreading of human epidemical diseases, e.g. SIR

(Susceptible, Infectious and Recovered) models. One of the main

conclusions of their analysis (mathematical model and its respec-

tive simulation) is that SIR models are quite accurate for the aver-

age behaviour of Epidemical DTN. 

In [13] the authors propose a detailed analytical model to anal-

yse the epidemic information dissemination in mobile social net-

works. It is also based on SIR models including rules that concern

user’s behaviour, especially when their interests change according

to the information type, and it can have a considerable impact

on the dissemination process. After large simulations, they have

demonstrated the accuracy of their model. 

Nevertheless, these previous models, do not take into account

several social aspects that impact the performance of message dis-

semination such as: the density of people, the dynamic of people

arriving and leaving a place, the size of the messages and the dura-

tion of the contacts. We therefore introduce dynamic models that

take into account these social aspects, based on Delay Differential

Equations (DDEs). DDEs are similar to Ordinary Differential Equa-

tion (ODEs), but their evolution involves past values of the state

variable. DDEs have been used for modelling population dynamics

in many disciplines such as biology, ecology, epidemics [15] , and

network protocol analysis [16] . 

For these models we studied their stable equilibrium points

and obtained analytical expressions for their resolution. The eval-

uations performed showed that these models can reproduce the

dynamics of message diffusion. We show that when the den-

sity of people increases, the effectiveness of the diffusion is im-

proved. Regarding the arrival and departure of people, the impact

is more important when the density of people is low. Finally, we

prove that for large message sizes the effectiveness of the epi-

demic diffusion is reduced, and novel diffusion protocols should be

considered. 

 

The paper is organised as follows. Section 2 describes the

ontact-based messaging dissemination approach that we assume.

ection 3 presents the models and Section 4 the evaluation of

 few scenarios using our approach. Finally Section 5 offers the

onclusions. 

. The considered contact-based messaging approach 

The class of contact-based messaging applications we are con-

idering in this work is based on establishing a short-range com-

unication directly between mobile devices, and on storing the

essages in these devices to achieve their full dissemination. It

an be considered a wireless peer-to-peer (P2P) network of nodes

hat connect opportunistically. No messages are sent or stored in

ervers, rather, all information is stored on the mobile devices in a

iven area, i.e., it can be seen as a localised approach instead of a

loud approach. 

Message spreading is based on epidemic diffusion, a concept

imilar to the spreading of infectious diseases, where an infected

ode (the one that has a message) contacts another node to infect

t (transmit the message). Epidemic routing obtains the minimum

elivery delay at the expense of increased usage of local buffer

nd increased number of transmissions. There are different vari-

tions of this diffusion scheme (that is, the infection process), that

ttempt to reduce resource utilisation e.g., 2-hop forwarding [5] ,

robabilistic forwarding [17] and spray-and-wait or multiple copy

7,18] . 

The diffusion of messages among users is organised in groups.

sers can join (and leave) a group, and their members receive the

essages that are sent to the group. Thus, the goal is to spread all

he messages of the various groups so that they can be received by

he subscribed members. The mechanisms for group management

re, anyway, outside the scope of this paper. 

Message dissemination takes place as follows. Mobile devices

ave a messaging application that notifies and shows the user the

eceived messages for the subscribed groups. Each node has a lim-

ted buffer where the messages in transit can be stored. When two

odes establish a pair-wise connection, they exchange the mes-

ages they have in their buffer, and check whether some of the

ewly received messages are suitable for notification to the user.

ll nodes that have the messaging application collaborate in stor-

ng and forwarding messages. 

Typically, not all connections will end with a successful trans-

ission. The effectiveness of a transmission depends on several

actors, mainly on contact duration but also on interference, social

ehaviours such as selfishness, etc. We define an effective contact

 contact that is successful, i.e., whose duration allows the com-

lete transfer of the designated messages. Assuming a contact rate
ˆ , that comprises all opportunistic contacts, and defining p as the

robability of successful transmission, the effective contact rate is

imply λ = p ̂ λ. 

Regarding contact duration, two approaches can be assumed: 

• The devices stop when they need to exchange information. In

this case, the owners of the mobile devices control this ex-

change by waiting until the message transmission is completed.

This is a commonly used scheme in several existing short-range

messaging protocols such as Apple iOS Airdrop and Google An-

droid Copresence . We can also consider, that not all user are

willing to stop, so reducing the effective contact rate. 

• The devices do not stop, so the completion of message trans-

mission will depend on the contact duration. In this case,

when the contact duration is lower than the message trans-

mission time, the transmission fails. The success probability p

will clearly depend on the users mean speed and communica-

tion range. For example, if nodes are expected to be constantly

https://allseenalliance.org/
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i  
moving at a mean speed of 0.5 m / sec and communication range

is 7.5 m , a rough estimation (it depends on the direction of the

devices) of the average contact duration time would be approx-

imately 7 . 5 ∗ 2 / 0 . 5 = 30 sec , that is not enough time, for exam-

ple, to transfer a 4MB photo at 1 Mbps. 

Thus, from now on, we will use the term “contact rate” to refer

o the “effective contact rate”. This rate is not based on any under-

ying mobility model but it was obtained using real mobility traces

see [19] ). 

. Performance model 

In this section we propose an analytical performance model to

valuate the dissemination of messages considering the data trans-

ission time in a place where people can enter and leave. The per-

ormance model presented here is based on population processes

r models . A population model is a type of mathematical model

hich is applied in order to study population dynamics, and it is

xtensively used to model biological population such as the spread

f parasites, viruses, and diseases [14] . Specifically, our model is

ased on biological epidemic models [20] , where individuals can be

nfected when a contact occurs with other infected nodes. In our

ase, an infected node refers to a node that has a message, and an

nfection, when a node that has a message transmits it to another

ode. Nodes move freely in a given area with a given effective con-

act rate between pairs λ, and new nodes come to the place with

n arrival rate β and leave the place with an exit rate of δ. Thus,

he number of nodes (population) in the place ( N ) depends on the

nitial number of nodes in the place ( N 0 ) and the rates of arrival

nd exit. We assume a short-range communication range (for ex-

mple, Bluetooth), so network congestion and interferences do not

ave a strong impact. 

First, we present a basic epidemic model ( Section 3.1 ), well

nown in the literature that we later extend ( Section 3.2 ), with

he arrival and exit rates in order to evaluate in depth its dynam-

cs and stability. The last model ( Section 3.3 ) will take into account

he peer-to-peer communication delay. 

.1. Basic epidemic model 

In the basic epidemic model [11] , the number of nodes in a

lace remains constant, and when a node carrying the message

an infected node) contacts another node that does not have the

essage (called the susceptible node) it transmits this message im-

ediately. From that moment on, both nodes carry the message.

s we will prove, this model is valid only when the transmission

ime is low. 

Following the epidemic model notation, the population is di-

ided into two classes: the infected nodes ( I ) and the susceptible

odes ( S ), and population remains constant: N = N 0 = I + S. Thus,

here is only one possible transition from class S to I that occurs

hen a susceptible node is infected, i.e., nodes move from class S

o I with rate λSI : ( S → I, λSI ). The dynamics of this system can be

xpressed using a deterministic model based on ODEs (Ordinary

ifferential Equations): 

S ′ (t) = −λS(t) I(t) 

I ′ (t) = λS(t) I(t) 
(1) 

hese ODEs have an analytical solution assuming one initial node

nfected ( I(0) = 1 ) [11] . More specifically, the function that repre-

ents the infected nodes is the logistic function: 

(t) = 

N 

1 + (N − 1) e −λNt 
(2) 

sing the previous defined transition rates, we could also derive a

ontinuous Time Markov Chain (CTMC). Although Markovian mod-
ls can provide more complex metrics (such as complete distribu-

ions), the numerical solution of these models becomes unfeasible

hen the number of nodes is large (as occurs in the scenarios eval-

ated in this paper). On the contrary, as the population N grows

arge, ODEs can be derived as limits of these Markovian models, as

tated by Kurtz’s convergence theorem [21] . 

.2. Epidemic model for an open area 

In this Section, we extend the previous model to take into ac-

ount that nodes can enter and leave an open area (e.g., a pub-

ic square, a shopping mall, etc.). The arrival rate is β , and it is

quivalent to the birth rate of the epidemical models. We assume

hat a newly arrived node is a susceptible node (it does not have

he message). The exit rate is δ, and both susceptible and infected

odes can leave the area. This differs from the typical death rate

f epidemical models, where only the infected nodes can die (that

s, leave the place). Finally, the final exit rate in both classes is pro-

ortional to the relative number of susceptible and infected nodes.

hus, the number of nodes is not constant along time and can

e obtained as N(t) = N 0 + (β − δ) t where N(t) = I(t) + S(t) and

 ( t ) > 0. Summing up, the system has the following transitions: 

• ( → S, β): new nodes enter the place with β rate. 

• ( S → I, λSI ): new nodes get the message when contacts occurs.

• (S → , δS/ (I + S)) : nodes with no message leave the place. 

• (I → , δI/ (I + S)) : nodes with the message leave the place 

and the dynamics of this system can be expressed using a de-

erministic model based on ODEs: 

S ′ (t) = −λS(t) I(t) + β − δS(t) /N(t) 

I ′ (t) = λS(t) I(t) − δI(t) /N(t) 

N 

′ (t) = β − δ

(3) 

Fig. 1 shows the evolution of the infected nodes ( I ( t )) and the

umber of nodes ( N ( t )) as a function of time for different values

f the arrival and exit rates. All plots start with the same num-

er of nodes ( N 0 = 100 ), one infected node ( I(0) = 1 ) and contact

ate λ = 0 . 001 . Analysing the dynamics of this system, we see that,

hen there is no arrival and exit rate ( β = δ = 0 ) is the basic epi-

emic model, so the system is stable and all nodes get the mes-

age, as we can see in Fig. 1 a. When the system has the same ar-

ival and exit rate ( Fig. 1 c with β = δ = 1 ), we can see that the

ystem reaches an equilibrium point, but not all the nodes get the

essage ( I ( t ) < N ( t )). If β > δ, then the number of nodes increases

ndefinitely as shown in Fig. 1 b. Finally, when β < δ, all the nodes

eave the place, and N ( t ) falls to 0 as shown in Fig. 1 d. 

The most relevant case is when incoming and outgoing node

ates are equal, that is when β = δ. We therefore focus on study-

ng its dynamics and stability in depth. When the system reaches

n equilibrium point at time t s , this implies that S ( t ), I ( t ), N ( t ) are

onstant for t > t s , so their derivatives are 0. From equations in

3) , this implies, that N 

′ (t) = 0 = β − δ, so β = δ, and the number

f nodes N(t) = N 0 remains constant to N 0 . In this case, there is

 renewal of nodes, with rate β = δ. We can obtain an analytical

olution for I ( t ). If we consider the I ′ ( t ) equation from (3) , and re-

lace N ( t ) with N 0 and S ( t ) with N 0 − I(t) , we have: 

 

′ (t) = λ(N 0 − I (t)) I (t) − βI (t) /N 0 = −λI 2 (t) + (λN 0 − β/N 0 ) I(t)

(4) 

he solution of this differential equation when I(0) = 1 is: 

(t) = 

be bt 

λ(e bt − 1) + b 
b = 

λN 

2 
0 − β

N 0 

(5) 

Using the Expression (5) we can also obtain the number of

nfected nodes when the system reaches the equilibrium. These
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Fig. 1. Evolution of the infected nodes for different values of β and δ: a) β = δ = 0 ; b) β = 1 , δ = 0 ; c) β = δ = 1 ; d) β = 0 , δ = 1 . 
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equilibrium points can be found assuming the condition I ′ (t) = 0 .

Two candidates of equilibrium points are obtained, I e = 

λN 2 
0 
−β

λN 0 
and

I e ′ = 0 . We point out that the number of infected nodes must be

always positive ( I e ≥ 0), therefore the first point of equilibrium will

have sense only if λN 

2 
0 

− β > 0 . Since S(t) + I(t) = N 0 for all t ≥ 0,

from the one-dimensional analysis of the behaviour on the variable

I , we can directly extend these results to the two-dimensional case.

Considering the limits when t tends to ∞ in (5) , we have that I ( t )

converges to 
λN 2 

0 
−β

λN 0 
when λN 

2 − β > 0 and it converges to 0 when

λN 

2 − β ≤ 0 . As a result, the orbits ( S ( t ), I ( t )) converge to ( N 0 , 0) in

the case λN 

2 − β ≤ 0 and they converge to: 

(S e , I e ) = 

(
β

λN 0 

, 
λN 

2 
0 − β

λN 0 

)
(6)

when λN 

2 
0 − β > 0 . This condition indicates that, when the whole

number of contacts 3 ( λN 

2 
0 

) is greater than the arrival/exit rate

( β = δ), the system reaches an equilibrium with I e nodes having

the message. Otherwise, the system tends to have zero nodes with

the message ( I e = 0 ). 

This analytical model allows us to obtain three interesting per-

formance parameters. The first one is the average time a node

stays in the area. Using Little’s law, L = βW, where the long-term

average number of nodes in a stable system L is equal to arrival

rate multiplied by the average stay (or waiting time) in the system

W . Thus, in our case, the average stay time is: 

 = N 0 /β (7)

The second one is the delivery time T d , that is the time when a

given number of nodes M get the message. Using equation (5) , set-

ting I(t) = M and solving for t , we have: 

T d (M) = 

1 

b 
log 

(
bM − λM 

b − λM 

)
b = 

λN 

2 
0 − β

N 0 

(8)
3 to be precise, the whole number of contacts is λN(N − 1) , that is practically 

λN 2 0 when N is large enough. 

 

 

inally, the third one, is the accumulated number of nodes that

eave the area with a copy of the message up to time t : 

 m 

(t) = βtI e /N 0 (9)

.3. Model considering transmission time 

In this section, we extend the previous model by considering

he transmission time of the messages. The message communica-

ion time can be expressed as T c = T s + T t , and includes two com-

onents: a fixed set-up time T s for two nodes to establish a con-

ection; and a transmission time T t = m/Bw, that depends on the

essage size ( m ) and the available bandwidth ( Bw ). 

In this model, when an infected node contacts a susceptible

ode, both nodes establish a connection and a message is transmit-

ed. During the communication time T c , the nodes involved cannot

nfect other nodes, so a new class of nodes is introduced: the com-

unicating ( C ) nodes. This class is subdivided into two subclasses:

ubclass R , that includes the communicating nodes that are receiv-

ng the message, and subclass P , that includes the nodes that are

ransmitting (posting) the message. Thus, when a contact occurs, R

nd P are increased by one, one coming from the class of infected

odes, and the other one from the class of susceptible nodes, re-

pectively. When transmission ends, these two nodes are moved to

he infected nodes class. Note that, in this model, the infected class

s defined as the nodes that can infect other nodes (represented by

he letter J ). 

Additionally, as in the previous model, we have the arrival and

xit rates associated with the S and J classes. Nevertheless, the

odes that are transmitting ( R and P classes) are supposed to

tay in the place. Thus, the dynamics of this system is expressed

hrough the following transitions (see Fig. 2 ): 

• ( → S, β , 0): new nodes arrive in the place with β rate. 

• ( S → R, λSI , 0): a node with no message contacts with a node

with the message to start the reception of the message. 

• (S → , βS/ (S + J) , 0) : nodes without the message leave the

place. 

• ( J → P, λSJ , 0): a node with the message contacts with a node

with no message to start transmission. 
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Fig. 2. Transitions between classes in an open area with birth and death rates. 
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Fig. 3. Evolution of the infected nodes and communicating nodes, with a transmission time t c = 5 s . a) β = δ = 0 ; b) β = δ = 1 . 
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s  
• (S → , δJ/ (S + J) , 0) : nodes with the message leave the place. 

• ( R → J, λSJ, T c ): the reception of the message ends after T c sec-

onds, so now the node its infected. 

• ( P → J, λSJ, T c ): the transmission of the message ends after T c 
seconds, so the node returns to the infected class. 

Note that the third value of the transitions represents the delay

ncurred, that can be 0 (no delay) or T c (the transmission delay).

sing these transitions, we can model the dynamics of this system

sing the following Delay Differential Equations (DDEs): 

S ′ (t) = −λS(t) J(t) + β − δS(t) / (S(t) + J(t)) 

R 

′ (t) = λS(t) J(t) − λS(t − T c ) J(t − T c ) 

P ′ (t) = λS(t) J(t) − λS(t − T c ) J(t − T c ) 

J ′ (t) = 2 λS(t − T c ) J(t − T c ) − λS(t) J(t) − δJ(t) / (S(t) + J(t)) 

N 

′ (t) = β − δ

(10) 

ith S(t) = 0 , J(t) = 0 ∀ t < 0 . As stated previously, J ( t ) represents

he nodes which are able to infect other nodes at time t . Since the

ommunicating nodes that are sending the message (class P ) are

lso infected at time t , then the actual number of infected nodes

t time t is: 

(t) = J(t) + P (t) (11)

Regarding the dynamics of this system, it is similar to the pre-

ious model. When β = δ the system reaches an equilibrium state

nd the total number of nodes N ( t ) remains constant. Fig. 3 shows

his evolution. We can see, that when no nodes arrive and leave

he area, all nodes get infected, and the nodes that are com-

unicating (i.e., R (t) + P (t) ) show an exponential growth up to

 = 80 s, and then a fast decrease to zero (when no new nodes

an be infected). When nodes can arrive and leave the area, the

umber of infected and communicating nodes are stable for times

reater than 180s. As in the previous model, some nodes do not get

nfected. 

When β = δ, we can obtain the values of S e , J e , P e , R e which are

he fixed (equilibrium) points of the system. The class P (and R )

tarts communication with a rate λS e J e and lasts T c seconds, so the
umber of nodes sending and receiving are: 

 e = R e = λS e J e T c (12)

s the number of nodes remains constant, we have that N 0 =
 e + R e + S e + J e = 2 λS e J e T c + S e + J e . Solving the equation for J e we

ave: 

 e = 

N 0 − S e 

2 λS e T c + 1 

(13) 

Finally, we can obtain the value for S e from the equation of J ′ ( t )
n (10) . For t large enough, we have that S ( t ) and J ( t ) are constant,

o S(t − T c ) = S(t) = S e , J(t − T c ) = J(t) = J s and J ′ (t) = 0 . Then, we

ave: 

 = λS e J e − δ J e / (S e + J e ) = λS e (S e + J e ) − δ, (14)

nd solving out for J e we have: 

 e = 

δ − λS 2 e 

λS e 
(15) 

If we set the right side of this expression equal to the Expres-

ion (13) , and solving for S e , we obtain the following third degree

quation: 

2 λ2 T c S 
3 
e + (2 λδT c − λN 0 ) S e + δ = 0 (16)

hat has three roots. If 2 δT c − N 0 ≤ 0 , then F defined as follows: 

 (S e ) = −2 λ2 T c S 
3 
e + (2 λδT c − λN 0 ) S e + δ

hat is a strictly decreasing function. Moreover since

im S e → + ∞ 

F (S e ) = −∞ and lim S e →−∞ 

F (S e ) = + ∞ by Rolle’s theo-

em, it only has one real root, that is precisely the solution of S e .

n this case, due to the complex expression of the fixed point, it

s not feasible to apply the same techniques as in the previous

odel for evaluating the stability of the fixed points. Nevertheless,

he empirical evaluation of the system shows the equilibrium of

 S e , J e , P e , R e ). 

The DDEs of Expression (10) does not have a simple analytical

olution. Thus, we can solve the DDEs numerically using Euler’s
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Fig. 4. Evaluation of message diffusion with different transmission times a) β = δ = 0 ; b) β = δ = 1 . 

Fig. 5. Validation of the model. The input of the simulator and the DDE model are generated randomly. The simulator iteratively is updating the set of nodes and generating 

contacts between pairs of nodes, in order to simulate the contacts. 
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method, with a step size of h and time t i = hi : 

S i +1 = S i + h (−λS i J i + β − δS i / (S i + J i )) 

R i +1 = R i + h (λS i J i − λS i −T c J i −T c ) 

P i +1 = P i + h (λS i J i − λS i −T c J i −T c ) 

J i +1 = J i + h (2 λS i −T c J i −T c − λS i J i − δ J i / (S i + J i )) 

N i +1 = N i + h (β − δ) 

(17)

with R i = 0 , P i = 0 , J i = 0 ∀ i ≤ 0 , J 1 = 1 , N 0 the initial number of

nodes, and tc = 	 T c /h 
 . We can also obtain the delivery time T d it-

erating over the previous expression while round( J i + P i ) < M (that

is, while the total number of infected nodes is less than the desired

M nodes), so T d will be the time hi when the previous condition

is true. We can also obtain the stay time W and the accumulated

nodes with message E m 

using expressions (7) and (9) from the sta-

ble fixed point. 

Studying the effect of the message communication time T c , we

can see that I ( t ) is bounded by two components: 

1. Contact waiting delay , that is caused by waiting for new con-

tacts. When the communication time is near to zero ( T c = 0 ),

all the delay is caused by waiting for contacts so it is equiva-

lent to the basic epidemic model, and I ( t ) can be approximated

with expression (5) . 

2. Message communication delay , that is caused by the message

transmission time. In the absence of contact delay (or when

T c is very high), the number of infected nodes doubles after

each message transmission with a period T c , and can be ap-

proximated by the following function: 

I C (t) = min (2 

� t/T c � , N) (18)

These components are clearly highlighted in Fig. 4 ; the pa-

rameters are the same as in the previous figures, i.e., N 0 = 100 ,

λ = 0 . 001 . Figure (4) a shows the results when no nodes arrive and
eave the area. For T c = 0 the diffusion of a message follows the

xpression (2) . For T c = 10 seconds, it still follows an exponential

urve typical of epidemic diffusions. Finally, the curve at the right

orresponds to a high transmission time. We can see clearly the ef-

ect of the communication time, and how the number of infected

odes doubles approximately every T c seconds ( T c = 100 s ). This ef-

ect is very important because, when the communication time is

igh, message spreading is delayed by this time and not by the

ontact rate. In fact, we can see that the number of infected nodes

oubles after each period, as represented in expression (18) . 

Fig. 4 b shows the results when nodes arrive and leave the place.

e can see that not all nodes get infected. When T c = 100 , initially,

he plot follows the I c ( t ) curve, but later it exhibits some oscilla-

ion, due to this transmission time, that finally vanishes. 

Finally, regarding the equivalent continuous Markovian model,

he problem is that the inclusion of deterministic delays, makes

hem non-Markovian. Thus, a more general model is often used,

uch as the Generalised Semi-Markov Processes (GSMP) [22] or

xplicit models such as Delayed Continuous-Time Markov Chains

23] . The solution of these models are even more complicated that

the ones of the non-delayed models. But again, the DDEs model

onverges to the delayed CTMC, when populations grows, as stated

n [22] . 

.4. Model validation 

In this section we detail the procedure we used to validate the

odels described above, a procedure similar to the one described

n [11] . The process is depicted in Fig. 5 . We compared the results

btained with the analytical models with those obtained by us-

ng a custom simulator that implements the contact-based mes-

age diffusion. This simulator is driven by contacts and uses the

ame parameters of the network model ( λ, N 0 , T c , β , δ). Contacts

re generated with an inter-time distribution following an expo-

ential distribution with mean 1/ λ. New nodes without message



E. Hernández-Orallo et al. / Computer Networks 111 (2016) 45–54 51 

function Error = ValidateModel ( )
h = 0 . 0 1 ; % time step for Euler ’ s s o l u t i o n o f DDE model
TESTs = 1000 ;
SIMs = 500 ;
for i = 1 to TESTs

[Nx, Tc , lambda , beta , de l ta , Tsim ] = GenerateRandomParams ( ) ;
IM[ i ] = DDEModelEuler (N1 , Tc , lambda , beta , de l ta , Tsim , h ) ;
for j = 1 to SIMs

ISD [ j ] = SimDi f fus ion (N1 , T c , lambda , beta , de l ta , Tsim ) ;
end
IS [ i ] = mean( ISD ) ;
Error [ i ] = (IM[ i ]− IS [ i ] ) / IS [ i ) ] ;

end

Fig. 6. Validation Process. This function returns a vector with the relative error of each validation test. 
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4 In order to make the experiments independent of the nodes and place area, we 

chose to use people density in the graphs. 
re created with a β rate and nodes are randomly deleted (exit)

ith rate δS/ (S + J) for class S and with rate δJ/ (S + J) for class J .

he simulation computes the number of nodes that have the mes-

age up to a given simulation time T sim 

. 

The validation process was based on a set of 10 0 0 random tests

see algorithm in Fig. 6 ). Each test adopts different parameter val-

es that are randomly generated from the following defined range

f possible values: 

 ∼ I(50 , 10 0 0) T c ∼ U(0 , 50) T sim 

∼ U(10 , 10 0 0) 
∼ U(0 . 001 , 0 . 1) δ ∼ U(0 . 001 , 0 . 1) β ∼ U(0 , 10) 

(19) 

here U(a, b) stands for the uniform distribution (over interval ( a,

 )) and I(a, b) for man uniform integer distribution. 

For each test i , the test program generates randomly the

arameters to test and first obtains I ( t ) from our model ( I M 

i 
,

hat is IM[i] in code), using the Euler’s method (function

DEModelEuler ) with h = 0 . 01 . Using the same parameters, the

imulation is repeated 500 times (function SimDiffusion ), gen-

rating for each simulation contacts with a rate λ up to time T sim 

n order to obtain a mean of the number of infected nodes ( I S 
i 
, that

s IS[i] in code). Note, that each simulation represents a realisa-

ion of the process and it depends clearly on the distribution of

he contacts, so this must be repeated. That is, in each simulation

sing the same contact rate λ and arrival/exit rates ( β , δ) different

equences of contacts are generated. Finally, the modelling error is

btained as follows: 

i = 

I M 

i 
− I S 

i 

I S 
i 

(20) 

fter running 10 0 0 tests we obtained the mean error and 95% con-

dence intervals: ε = 0 . 71 (0.15-1.53)%. These results validate the

odels proposed in this paper. 

. Perfomance evaluation 

The models introduced in Section 3 allow us to evaluate the

ynamics of the diffusion of messages in an area and, when the

ystem reaches an equilibrium point, parameters such as the num-

er of infected nodes, the diffusion time and the waiting time.

ince the evolution and dynamics of the system were already stud-

ed in Section 3 , in this section we focus our evaluation assuming

hat the system reaches an equilibrium state, that is, assuming that

he arrival and exit rates are the same. From now on, we refer to

oth rates jointly as the renewal rate. 

We consider an area with N 0 initial individuals, that can move

reely, entering and leaving the place with a renewal rate β = δ
nd carrying a mobile device that can establish pair-to-pair con-

ection using Bluetooth (more exactly a Bluetooth 2.0, Class 2 de-

ice). The effective contact rate λ can be approximated using the
xpression given in [5] . We consider a communication range of

.5 m (an average bluetooth range), an area of about 100 m 

2 , an

verage relative speed between two nodes of 1 m / s , and a prob-

bility of successful transmission p = 0 . 5 , a combination of val-

es that gives a value of λ = 0 . 001 s −1 , that is, a pairwise contact

ate of about 3.6 contacts/h. Regarding to the communication time,

e used a mean bandwidth of Bw = 2 . 1 Mb/s and a setup time

 s = 0 . 1 s . 

The goal of the first experiment is to evaluate the delivery

ime of a message. We first assume that all nodes stay inside the

rea (that is, there is no renewal rate, so β = δ = 0 ), so all nodes

an receive the message. The number of nodes ranges from 10 to

0 0 0, corresponding to an average density 4 of 0.001 to 0.2 people

er square meter ( p / m 

2 ). We used three different message sizes:

 short text message ( m = 1 KB), that has a very short communi-

ation time ( T c = 0 . 1 s ), a typical image message ( m = 1 MB), with

 communication time T c = 4 . 3 s, and finally a short video ( m =
0 MB) with T c = 42 s . We can see in Fig. 7 a, that for very low den-

ities, the delivery time is very high, although this delivery time

ecreases exponentially with density of people up to 0.01 p / m 

2 . For

igher densities, the delivery time decreases very slowly, so the

pidemic diffusion for higher people densities does not produce

 significant improvement. For m = 10 MB (a diffusion bounded by

he message communication delay), we can see that the delivery

ime is higher, and it does not decrease with the number of nodes;

n fact, it slightly increases with the number of nodes, due to the

ncrease of the message communication delay component. 

We now evaluate the delivery time with renewal rate and no

ransmission delay using expression (8) . Fig. 7 b shows the deliv-

ry time when the message is received for some percentage of the

odes (that is, 100 · M / N 0 ), when the renewal rate is 5. We can

learly see that the delivery time decreases exponentially with the

ensity. Fig. 7 c shows the delivery time to 90% of the nodes for

 renewal rate of 5, and with different message sizes. Comparing

hese results with the ones with no renewal rate in Fig. 7 a we ob-

erve that the pattern is very similar: in general with less time

note that this delivery time corresponds to 90% of nodes), but

hen people density is low, the delivery time reaches ∞ (that is,

ess than 90% of nodes receive the message). Finally, in Fig. 7 d, we

valuate the impact of different renewal rates, obtaining the deliv-

ry time when the message is received by the 90% of nodes. We

an see that higher renewal rate implies that the delivery time in-

reases exponentially when the number of nodes decreases, reach-

ng ∞ (that is, the message is not delivered to the 90% of nodes). 

Considering the effectiveness of the diffusion, that is, the final

ercentage of nodes that receive the message (100 · I e / N 0 ), we ob-

erve that with no renewal rate, the effectiveness of the diffusion is
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Fig. 7. Delivery time depending on the people density. a) Results of different message sizes with no renewal rate. b) With a renewal rate of 5 and no transmission delay 

for different percentages. c) Results of the delivery time to 90% of nodes with a renewal rate of 5. d) Delivery time to 90% of the nodes with different renewal rate and no 

transmission delay. 
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Fig. 8. Ratio of nodes with a message. a) Depending on density with a renewal rate β = δ = 5 ; b) Depending on the renewal rate for a density of 0.05 p / m 
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5 In these plots we use the renewal ratio ( RR ), that is, the percentage of nodes 

that are renewed in the place every second ( β = δ = RR/ 100 · N 0 ). 
100%, although, as shown in Fig. 7 a, when the density is very low,

the delivery time is very high. Fig. 8 a shows this percentage de-

pending on the density of people and for a fixed renewal rate of 5

persons per second with different messages sizes. We can see that

for densities below 0.01 p / m 

2 the percentage of nodes that receive

the message is very low, due to the effect of the renewal rate. We

can also see that for a larger message size (that is, a large commu-

nication time), the percentage is very low, because it takes more

time to transmit a message. When the number of nodes increases

the effect of the fixed renewal rate is reduced, reaching practically

100% of nodes when density is very high. Fig. 8 b shows the ra-

tio depending on the renewal rate for a fixed density of 0.05 p / m 

2 

( N 0 = 500 ). We can observe that for short messages ( m = 1 KB) the

decrease of the ratio is almost lineal with the renewal rate, but

for larger messages and short renewal rates this ratio decreases

quickly. 

The results of the previous evaluations reveal that the factors

which have more impact on the effectiveness of the diffusion are
eople density, renewal rate and message size. Fig. 9 includes three

ensity plots of the percentage of nodes that receive the message

epending of people density and renewal ratio 5 . These plots give

 clear vision of the impact of the different factors. For m = 1 KB,

e can see that effectiveness is very high (greater than 80%). Nev-

rtheless, for larger message sizes, the effectiveness is reduced

pecifically when the renewal of nodes is higher. 

We repeated the previous experiments using other network pa-

ameters, such as place size, node speed, etc. From these experi-

ents, we can say that the main effect of varying λ is the diffusion

ime and not the pattern of the diffusion, and the same conclu-

ions can be extracted from these experiments. Specially, the re-

ults shown in Fig. 9 are equivalent using different places sizes,

onfirming the impact of people density and renewal percentage. 
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Fig. 9. Effectiveness of the diffusion depending on people density and renewal ratio for different message sizes. 
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. Conclusions 

In this paper, we analytically modelled the performance of mo-

ile opportunistic networks for contact-based messaging applica-

ions in city squares or gathering points, a key topic necessary for

he effective design of novel services. In our study we took into

ccount several social aspects such as: the density of people, the

ynamics of people arriving and leaving a place, the size of the

essages and the duration of the contacts. 

We first introduced a dynamical model that takes into account

hat nodes can arrive and leave the area. For this model we studied

he stability of the fixed points and obtained analytical expressions

or its resolution. We proved that when the system reaches equi-

ibrium, the arrival and exit rates are the same, so the total num-

er of nodes in the area remains constant, but this renewal rate

mplies that not all nodes receive the message. We extended this

odel taking into account the communication time for transmit-

ing the message. This model describes a system that is also stable

hen the arrival rate equals the exit rate. For this model, we also

btained analytical expressions for its fixed points and the number

f nodes that get the message. The evaluations performed showed

hat the models can reproduce the dynamics and stable states of

essage diffusion. 

Several important conclusions are derived from the evaluations

etailed in the paper. As expected, when people density increases,

he effectiveness of the diffusion is improved (that is, the deliv-

ry time is reduced and the percentage of nodes that receive the

essage increases). Regarding the renewal of nodes, its impact is

ore important when people density is low. And finally, message

ize has a strong impact on message diffusion. For large message

izes the effectiveness of the epidemic diffusion is reduced. This is

pecially important when the renewal rate is slightly increased. 

The applications of these models are very important in the de-

ign and deployment of message diffusion systems. For example, if

he model predicts a low effectiveness of the diffusion in a given

re, communication enablers like data repeaters can be deployed

o increase the effectiveness of diffusion. 
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