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a b s t r a c t 

Conventional cooperative spectrum sensing (CSS) schemes in cognitive radio networks (CRNs) require that 

the secondary users (SUs) report their sensing data separately in the time domain to the fusion center, 

which yields long reporting delay especially in the case of large number of cooperative SUs. By exploit- 

ing the computation over multiple-access channel (CoMAC) method, this paper proposes a novel CoMAC- 

based CSS scheme that allows the cooperative SUs to encode their local statistics in transmit power and 

to transmit simultaneously the modulated symbols sequence carrying transmit power information to the 

fusion center. The fusion center then makes the final decision on the presence of primary users by re- 

covering the overall test statistic of energy detection from the energy of the received signal. Performance 

metrics of the CoMAC-based CSS scheme, i.e., detection probability and false alarm probability, are fur- 

ther derived based on the central limit theorem. Finally, based on the derived detection and false alarm 

probabilities, both energy detection threshold and spectrum sensing time are optimized to improve the 

average throughput of the CRN. Simulations demonstrate the efficiency of this work. 

© 2016 Elsevier B.V. All rights reserved. 
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1. Introduction 

With the proliferation of wireless technologies, spectrum

scarcity problem hinders the further development of nowadays

wireless communication systems. However, it was reported that

most of the currently allocated spectrums were mainly under-

uitlized by licensed primary users (PUs) [2] . For this, an emerging

technology-cognitive radio (CR), with which the secondary users

(SUs) are able to detect the spectrum opportunity and access

the vacant spectrum in an opportunistic way, has received much

attention recently [3–6] . 

Spectrum sensing functions have been frequently considered

as important components in existing CR approaches, such as

[7–10] . However, due to the presence of noise and fading of

wireless channels, hidden terminals, obstacles and so on, spectrum

sensing of individual nodes cannot achieve high detection accu-

racies. In contrast, cooperative spectrum sensing (CSS) exploits
∗ Corresponding authors. 

E-mail addresses: zhengmeng_6@sia.cn (M. Zheng), xuchi@sia.cn (C. Xu), 

weiliang@sia.cn (W. Liang), yhb@sia.cn (H. Yu), Lin.Chen@lri.fr (L. Chen). 
1 Parts of this paper were presented at the IEEE Conference on Communications- 

the 7th Workshop on Cooperative and Cognitive Networks (CoCoNet7), London, UK, 

June 2015 [1] . 
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 parallel fusion sensing architecture in which independent SUs

ransmit their sensing data to a fusion center. The fusion center

hen makes a final soft or hard decision regarding the presence or

bsence of PUs [11,12] . The cooperative gains in spectrum sensing

erformance have been extensively demonstrated in existing works

13–25] . 

In conventional CSS schemes, the local statistic of each SU

asically has to be sent to the fusion center in different time

lots based on a time division multiple access (TDMA) scheme

13–23] or a random access scheme [24,25] , due to the extremely

imited bandwidth of the common control channel. 2 Correspond-

ngly, the fusion center decodes each received local statistic sepa-

ately and finally computes the overall test statistic which in this

aper turns out the weighted arithmetic mean of the collected lo-

al statistics. The drawback of conventional CSS schemes [26,27] is

he large reporting delay, especially when the CRN scales. Code

ivision multiple access (CDMA) and orthogonal frequency division

ultiple access (OFDMA) can allow SUs to transmit concurrently in
he same time slot their local statistics to the fusion center. How- 

2 Notice that, in some cases, e.g. [12] , a dedicated control channel is not manda- 

tory for reporting the sensing results in the conventional CSS schemes. 
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ver, either CDMA or OFDMA requires a reporting control channel

ith large bandwidth, which is impractical in the CRN scenario. 

Motivated by the recent robust analog function computation

cheme–computation over multiple-access channel (CoMAC) [28] ,

his paper proposes a novel CoMAC-based CSS scheme, in which

ach SU first transmits a distinct complex-valued sequence at a

ransmit power depending on the SU reading and consequently

he received energy at the fusion center equals the sum of all

ransmit energies corrupted by background Gaussian noise. The

usion center then takes advantage of the collected energy infor-

ation to estimate the desired weighted arithmetic mean of the

ocal statistics from SUs, based on which the spectrum availability

s determined. This paper then establishes an analytical framework

n the performance of the proposed CoMAC-based CSS scheme.

he major contributions of this paper are summarized as follows: 

• We develop a CoMAC-based CSS scheme to accelerate the spec-

trum sensing in CRNs with guaranteed sensing accuracy. The

proposed CSS scheme allows each SU to concurrently transmit

a large sequence of modulated symbols to the fusion center,

with the magnitude of each symbol carrying the information

of its weighted local statistic and the pre-compensation for the

reporting channel magnitude. With the superposition property

of wireless channels, the fusion center could recover the global

statistic from the received signal energy. In contrast to conven-

tional CSS schemes, the CoMAC-based CSS scheme needs only

one reporting time unit to collect all of the local statistics. 

• Based on the central limit theorem, we prove that the distri-

bution of the received signal energy at the fusion center can

be approximated by a Gaussian distribution. Then, we derive

the detection probability and the false alarm probability, two

primary performance metrics of the proposed CSS scheme, and

show their asymptotic trends. 

• We further optimize the throughput performance of the

CoMAC-based CSS scheme via formulating an optimization

problem in terms of spectrum sensing time and detection

threshold. 

• Simulation results demonstrate the high approximation ac-

curacy of the CoMAC-based CSS scheme and show that

the proposed CSS scheme could yield much higher average

throughput than conventional CSS schemes while guaranteeing

almost the same sensing performance. 

The rest of this paper is organized as follows. Section 2 reviews

he related work of this paper. In Section 3 , the system model and

onventional CSS schemes are briefly introduced. In Section 4 , the

roposed CoMAC-based CSS scheme is particularly illustrated. In

ection 5 sensing performance of the proposed CoMAC-based CSS

cheme is approximated. In Section 6 , both the energy detection

hreshold and the spectrum sensing time are optimized to improve

he average throughput of the CRN. In Section 7 , simulations are

mployed to validate the efficiency of the proposed CSS scheme.

inally, we draw conclusions in Section 8 . 

. Related work 

In the context of CSS in CRNs, the optimal voting rule and

nergy detection threshold for minimizing the total sensing error

ate, and the least number of CRs fulfilling the targeted error rate

onstraints under hard decision were derived in [13] . The optimal

umber of SUs in CSS for lognormal shadowing channels, static ad-

itive white gaussian noise channels and Rayleigh fading channels

hen considering the efficiency of resources usage in the system

esign was derived in [14] . Unlike the works [13,14] optimizing

he number of sensing SUs, reference [15] studied throughput op-

imization of the hard fusion based sensing using the “K -out-of- N ”

ule for energy-constrained CRNs. Reference [16] focused on the
erformance analysis and comparison of hard decision and soft

ecision based CSS schemes in the presence of reporting channel

rrors. Reference [17] proposed an algorithm for a quantization-

ased CSS scheme in CRNs, which simultaneously optimizes the

umber of sensing samples at a local node, the number of bits for

uantizing local sensing data and the global threshold at a fusion

enter. Different from the fundamental topics in CSS schemes

13–17] , reference [18] presented a cooperative sequential detec-

ion scheme to reduce the average reporting load that is required

o reach a detection decision. Sequential CSS schemes in time vary-

ng channels were investigated in [19] . Based on the past local ob-

ervations from previous sensing slots, a fixed or an adaptive num-

er of past observations were combined with the current energy

alues to improve the detection performance of the energy detec-

ion. Censoring is another promising method to reduce the report-

ng SUs since one SU does not report its sensing report unless it

ies outside the a specific range. A censoring-based CSS scheme

or cognitive sensor networks was proposed in [20] . The censoring

hresholds to minimize the energy consumption while considering

he constraints on the detection accuracy were optimized. Refer-

nce [21] generalized [20] via combining censoring and truncated

equential sensing to further reduce the reporting time of the CSS

cheme. A novel objection-based CSS scheme, which includes that

ne of the SUs broadcasts its local decision and other SUs agree or

bject with the announced decision, was presented in [22] . Each

bjecting SU sends an objection report to the fusion center, while

he agreeing SUs stay silent on their time slots. Reference [23] for-

ulated a generalized modeling approach for sensing data with an

rbitrary abnormal component and proposed a robust spectrum

ensing scheme by developing a data cleansing framework. Differ-

nt from the above works [13–21,23] based on TDMA reporting,

eference [24] applied quickest detection in spectrum sensing in

RNs when multiple SUs collaborate with limited communication

ime slots and proposed a threshold random broadcast scheme

ithout an explicit coordination for the information exchange. A

andom access-based reporting order control scheme for cooper-

tive sensing was proposed in [25] . By controlling the reporting

rder of local statistics, the global statistic at the fusion center

ccumulates faster than the case without order control. More

elated works can be found in the recent surveys on CSS [26,27] . 

We observe that the local statistic transmission and the overall

est statistic computation in conventional CSS schemes (under

oth soft decision and hard decision) are separate in the time

omain. Such separation-based computation schemes are generally

nefficient as a complete reconstruction of individual local statis-

ics at the fusion center is unnecessary to compute the overall

est statistic. In contrast, this paper proposes to merge the process

f local statistics transmission and test statistic computation via

xploiting the CoMAC scheme, which takes only one time unit

f the reporting phase. With the high bandwidth efficiency, the

roposed CoMAC-based CSS scheme yields higher average network

hroughput in comparison to conventional CSS schemes. 

Note that, there are recent works which also could reduce the

eporting time of CSS schemes by OFDM subcarrier modulation

29] or BPSK modulation with the same carrier frequency [30,31] .

n one hand, reference [29] suffered hardware limitations on

FDM physical layer and one extra half-duplex antenna with self-

ancelation technique for each SU, whereas all of these hardware

imitations can be avoided in this paper. On the other hand, the

orks [30,31] are hard decision-based CSS schemes whose spec-

rum sensing performances are degraded by quantization errors,

hile the proposed CoMAC-based CSS scheme is immune to quan-

ization errors since CoMAC is an analog function computation

cheme. We have shown that this work could guarantee almost

he same sensing performance of conventional CSS schemes by

hoosing a sufficiently large sequence length. 
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Fig. 1. The time frame architecture for the periodic spectrum sensing. 
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CoMAC is an enabling technique of the proposed CSS scheme.

This paper computes the global statistic by following the routine

of CoMAC. Although the CoMAC [28] was successfully applied to

accelerate the converging speed of consensus algorithms in wire-

less sensor networks [32,33] , to the best of our knowledge, the

conference version of this paper [1] is the first one that proposes

to combine CoMAC with CSS schemes in CRNs to reduce the long

delay in the reporting phase of CSS schemes. Despite few contri-

butions in CoMAC itself, this paper explores the use of CoMAC in

the field of CSS schemes, innovatively analyzes and optimizes the

spectrum sensing performance of the proposed CSS scheme. 

3. Technical background on cooperative spectrum sensing 

We consider a single-hop infrastructure CRN with M SUs, one

fusion center, one control channel and one licensed channel with

bandwidth W Hz. The time is divided into frames and all nodes

are synchronized with the fusion center. 3 Each frame is designed

with the periodic spectrum sensing for the CRN. Fig. 1 shows that

the frame structure consists of three phases: a sensing phase, a

reporting phase and a transmission phase. In the sensing phase, all

cooperative SUs perform spectrum sensing via energy detection. In

the reporting phase, the local sensing data at each SU is sequen-

tially reported to the fusion center. Then, the fusion center makes

the global decision with respect to the received local sensing re-

sults according to a given CSS fusion rule and broadcasts the global

decision over the control channel at the end of the reporting phase.

The time for decision fusion and broadcast at the fusion center is

fixed and we set the time as one reporting time unit (or mini-slot)

for simplicity in the following analysis. In the transmission phase,

the transmissions of SUs are scheduled by a TDMA-MAC protocol

if the PU is detected absent by the end of the reporting phase.

Let τ s and τ t denote the lengths of the sensing phase and the

transmission phase, respectively, and let τ denote one mini-slot

length in the reporting phase. Then one frame length is given by

T = τs + (M + 1) τ + τt . The state of PU, i.e., absent or present, does

not change within one time frame. For notational convenience, we

drop the time index and consider an arbitrary frame. 

During the sensing phase in Fig. 1 , with an analog to digital

converter (ADC) each SU samples the filtered received signal by a

band-pass filter (BPF). The local spectrum sensing problem at each

SU, say i (1 ≤ i ≤ M ), can be formulated as a binary hypothesis
3 As the studied CRN is fully centralized, all nodes synchronize to the fusion 

center when they join the network. After the joining process, the synchronization 

among all nodes can be achieved from the periodic broadcast of global decision by 

the fusion center. 

μ  

w  

f  
etween the following two hypothesis: 

H 0 : y i (n ) = u i (n ) , n = 1 , 2 , . . . , N i 

H 1 : y i (n ) = h i s (n ) + u i (n ) , n = 1 , 2 , . . . , N i 
(1)

here H 0 and H 1 denote the PU is absent and present on the

icensed channel, respectively. N i = τs f 
s 
i 

denotes the number of

amples, where f s 
i 

represents the sampling frequency of SU i. y i ( n )

epresents the received signal at the SU i . The primary signal s ( n )

s an independent and identically distributed random process with

ean zero and variance σ 2 
s . u i ( n ) represents the circular symmet-

ic complex Gaussian noise with mean 0 and variance σ 2 
u . Similar

o [11] , the channel gain | h i ( n )| is assumed Rayleigh-distributed

ith the same variance σ 2 
h 

. Assume that s ( n ), u i ( n ), and h i ( n ) are

ndependent of each other, and the average received SNR at each

ensor is given as γ = 

σ 2 
h 
σ 2 

s 

σ 2 
u 

. For spectrum sensing, SU i then uses

he average of energy content in received samples as the test

tatistic for energy detector, which is given by 

 i = 

1 

N i 

N i ∑ 

n =1 

| y i (n ) | 2 , (2)

nd then the local statistic of SU i , T i = w i ψ i (i = 1 , 2 , . . . , M),

re reported to the fusion center, where w i ≥ 0 is the weighting

actor associated with SU i . Without loss of generality, we assume
M ∑ 

 =1 

w i = 1. 

At the fusion center, the overall test statistic for spectrum

ensing is calculated as 

 

all 
s = 

M ∑ 

i =1 

T i . (3)

o make the final decision, the fusion center compares T all 
s with

 threshold ε s . The PU is estimated to be absent if T all 
s < ε s ,

r present otherwise. This process is referred to as the soft

ecision-based CSS. 

For reporting T i to the fusion center, soft decision usually

equires a reporting channel with large bandwidth. Unlike in soft

ecision, in hard decision, the SUs send only their binary decision

esults to the fusion center. The local binary decision μi for SU i

s made as follows: 

i = 

{
1 , ψ i ≥ ε i ( Presence of PUs ) 

0 , otherwise ( Absence of PUs ) 
(4)

here ε i denotes the local detection threshold of SU i . At the

usion center, the overall test statistic for spectrum sensing with
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Fig. 2. Illustration on the CoMAC-based CSS scheme. 
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he hard decision rule is calculated as 

 

all 
h = 

M ∑ 

i =1 

w i μi . (5) 

One of the great challenges of implementing spectrum sensing

s the hidden terminal problem, which occurs when the CR is

hadowed, in severe fading or inside buildings with high pene-

ration loss, while a PU is operating in the vicinity. In order to

eal with the hidden terminal problem, the decision fusion of

ultiple CRs can help greatly improve the spectrum sensing per-

ormance. The fusion rule adopted by fusion center is commonly

ermed as the K -out-of- M rule, where the final decision μ = 1 if

 

all 
h 

≥ K 
M 

. There are different ways of setting K . The readers will

nd the Chair-Varshney rule, logic-OR, logic-AND, Majority for

ard decision in [7, Section VI.B] . 

. CoMAC-based cooperative spectrum sensing 

From Section 3 , we observe that in order to compute the

verall test statistic (no matter T all 
s in (3) or T all 

h 
in (5) ), the fusion

enter has to collect the reports from SUs successively. This paper

ombines the CoMAC method [28] with conventional CSS schemes

o reduce the reporting delay in the reporting phase, which finally

nhances the average throughput of the CRN. 

As shown in Fig. 2 (a), in the CoMAC-based CSS scheme, SU

 ( i = 1, 2, . . . , M ) and T i (or w i μi ) act as sensor i and its sensor

eading x i in the CoMAC scheme [28] , respectively. In order to

aintain the consistency with the formulation of the CoMAC

ethod, we use x i to represent the local statistic of SU i . 

Fig. 2 (b) illustrates the working principle of the novel CoMAC-

ased CSS scheme. M SUs jointly detect the presence of PUs
esulting in local statistics x i ∈ X ⊂ R , i = 1 , . . . , M, and send local

tatistics to the fusion center, where X := [ x min x max ] denotes the

ensing range that is the hardware-dependent range in which the

Us are able to quantify values. The fusion center then computes

n arithmetic mean of the received data. 

At each SU, the local statistic is encoded in its transmit

ower. For this, we introduce a bijective continuous mapping

 x : X → [0 , P max ] from the set of all local statistics onto the set of

ll feasible transmit powers, where P max represents the transmit

ower constraint on each SU. Note that, P max depends only on

he physical hardware of SUs since SUs use the common control

hannel (e.g., 2.4 GHz ISM band) which does not cause interfer-

nces at PUs to report local statistics. The employed mapping

unction is g x (x ) = αarit (x − x min ) , where αarit = 

P max 
x max −x min 

. The

uantity P i (x i ) = g x (x i ) is called the transmit power of SU i . Let

 i := (S i [1] , S i [2] , ..., S i [ L ]) 
T ∈ C 

L denote a sequence of random

ransmit symbols independently generated by SU i and let L

enote the length of the symbol sequence. Energy detection-based

lgorithms are generally sensitive to noise. Averaging on a large

equence of L symbols can effectively counteract the negative

ffect of noise on the sensing performance of the proposed CSS

cheme. The symbols of the sequence are assumed to be of the

orm S i [ m ] = e i θi [ m ] , m = 1 , 2 , . . . , L, where i denotes the imagi-

ary unit, and { θ i [ m ]} i, m 

are continuous random phases that are

ndependent identically and uniformly distributed on [0, 2 π ).

he assumed form of the symbol will bring convenience to the

tatistics calculation of the received signal [34, Appendix A] . Then

he m -th transmit symbol of SU i takes the form 

i [ m ] = 

√ 

P i (x i ) 

| H [ m ] | S i [ m ] , (6)

i 
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where | H i [ m ]| denotes the channel magnitude of an indepen-

dent complex-valued flat fading process between SU i and the

fusion center. We assume that the channel gain H i [ m ] does not

change within one frame length. Therefore, we have H i [ m ] = H i ,

m = 1 , 2 , . . . , L . It has been reported in [34] that the channel

magnitude | H i | at the transmitter is sufficient to achieve the same

approximation accuracy as with full channel state information

H i . Notice that. the channel inversion in (6) may lead to ex-

tremely high transmit power especially when the fading is severe.

Therefore, we adopt a weighted sum of data fusion [7] by setting 

w i = 

| H i | 2 
M ∑ 

i =1 

| H i | 2 
. (7)

In practical systems {| H i |, w i } can be obtained by the fusion center

through channel training and estimation, and together with the

global decision is broadcast by the fusion center periodically. In

doing so, small weights will be assigned to the SUs who suffer

severe fading and their transmit powers can be significantly

reduced. When w i = 

1 
M 

( i = 1 , 2 , . . . , M), this work reduces to the

reference [1] . 

Concurrent transmission of SUs yields the output at the fusion

center 

 [ m ] = 

M ∑ 

i =1 

√ 

P i (x i ) S i [ m ] + U[ m ] , m = 1 , 2 , . . . , L. (8)

For simplicity, we reformulate (8) in a vector form 

 = 

M ∑ 

i =1 

√ 

P i (x i ) S i + U, (9)

where Y := (Y [1] , Y [2] , . . . , Y [ L ]) T ∈ C 

L , and U :=
(U [1] , U [2] , . . . , U [ L ]) T ∈ C 

L represents an independent stationary

complex Gaussian noise, that is U ∼ CN ( 0 , σ 2 
u I L ) . For simplicity, let

X = [ x 1 , x 2 , . . . , x M 

] ∈ R 

M denote the local statistic vector. 

Without loss of generality, we assume w i = 

1 
M 

( i = 1 , 2 , . . . , M)

for notational convenience in the rest of this paper. By estimating

the energy of signal (9) , i.e., ‖ Y ‖ 2 2 , the following lemma gives us

an estimate of the desired function arithmetic mean. 

Lemma 1 [28] . Let f : R 

M → R be the desired function arithmetic

mean, i.e., f (X ) = 

∑ M 
i =1 x i 
M 

. Then, given L ∈ N , the unbiased and

consistent estimate ˆ f L (X ) of f ( X ) is defined to be 

ˆ f L (X ) := 

1 

Mαarit 

(‖ Y ‖ 

2 
2 

L 
− σ 2 

u 

)
+ x min . (10)

It is reasonable to assume that all CSS parameters in (10) in-

cluding αarit , x min , L and σ 2 
u are known to the fusion center. αarit 

and x min , both of which are hardware-dependent parameters, are

reported by the SUs to the fusion center before the CSS process.

L is a global CSS parameter which is determined by the fusion

center. σ 2 
u can be estimated according to the long-term historical

observation at the fusion center. 

With Lemma 1 , the fusion center achieves the estimate

of T all 
s in (3) (or T all 

h 
in (5) ), denoted by ˆ f L (T ) , where

T = [ T 1 , T 2 , . . . , T M 

] ∈ R 

M . Instead of T all 
s (or T all 

h 
), ˆ f L (T ) is then

exploited by the fusion center to perform energy detection. From

(6) , we know that CoMAC is an analog computation scheme with

amplitude modulation at the SUs side. In addition, T all 
s is more

informative than T all 
h 

for the fusion center to make the global

decision. Therefore, for the CoMAC-based CSS scheme, soft deci-

sion does not need extra bandwidth but enjoys higher sensing

performance in comparison to hard decision. In the rest of this

paper, we will only focus on the sensing performance analysis and

optimization for the CoMAC-based CSS scheme with soft decision. 
. Sensing performance analysis 

Detection probability and false alarm probability are two main

erformance metrics measuring the sensing performance of spec-

rum sensing in CRNs. Detection probability, P d , is the probability

hat if there are PU activities, the SUs can detect them successfully.

hile false alarm probability, P f , is the probability that if there are

o PU activities, the SUs falsely estimate that the PUs are present.

herefore, P d and P f of the proposed CoMAC-based CSS scheme are

iven by 

 d = Pr 

(
ˆ f L (T ) ≥ ε s |H 1 

)
(11)

nd 

 f = Pr 

(
ˆ f L (T ) ≥ ε s |H 0 

)
. (12)

According to Lemma 1 , the detection condition in (11) and

12) can be reformulated as follows 

ˆ f L (T ) ≥ ε s ⇔ ‖ Y ‖ 

2 
2 ≥ η(ε s ; L, M) , (13)

here η(ε s ; L, M) := LMαarit (ε s − x min ) + Lσ 2 
u . 

.1. Approximation of sensing performances 

From Lemma 1 , we know that the sum-energy of vector Y (i.e.,

 Y ‖ 2 2 ) is critical for the estimation of function f ( T ). Thus we first

ive out the expression of ‖ Y ‖ 2 2 

 Y ‖ 

2 
2 = �1 + �2 (14)

here �1 = 

∑ M 

i =1 P i (T i ) and �2 = U 

H U + 

∑ M 

i =1 

∑ M 

j =1 , j � = i 
 

P i (T i ) P j (T j ) S 
H 
i 

S j + 2 
∑ M 

i =1 

√ 

P i (T i ) Re { S H 
i 

U} . 
Apparently, �1 is a linear combination of all T i , i = 1 , 2 , . . . , M.

ccording to (2) , the mean and the variance of T i are given by 

 { T i } = 

{
σ 2 

u , H 0 

(γ + 1) σ 2 
u , H 1 

(15)

 ar{ T i } = 

{
σ 4 

u 

N i 
, H 0 

(2 γ +1) 
N i 

σ 4 
u , H 1 

(16)

or convenience, we let N i = N = 2 τs W (i.e., f s 
i 

= 2 W ) in the rest

f this paper. 

According to (2) , we know that T i is the weighted sum of

 y i ( n )| 
2 , each of which is the square function of (h i s (n ) + u i (n )) ,

here h i and u i are previously assumed mutually independent

ayleigh and Gaussian distributed variables, respectively. As the

ocations of the SUs are different, it is reasonable to assume that

 h i , u i ) and ( h j , u j ) (or equivalently, y i and y j ) are independent,

hich further implies the independence of T i . Then, the mean and

he variance of �1 can be trivially calculated as follows 

 { �1 } = L 

M ∑ 

i =1 

E { P i (T i ) } = 

{
L 
0 , H 0 

L 
1 , H 1 
(17)

 ar{ �1 } = L 2 
M ∑ 

i =1 

V ar{ P i (T i ) } 

= 

{
L 2 Mα2 

arit 
σ 4 

u 

N 
, H 0 

L 2 Mα2 
arit 

σ 4 
u ( 2 γ +1 ) 

N 
, H 1 

(18)

here for brevity we define 
0 := Mαarit 

(
σ 2 

u − x min 

)
and

1 := Mαarit 

(
( γ + 1 ) σ 2 

u − x min 

)
. 

Similar to [28] , we can also calculate the mean and variance of

2 as follows 

 { �2 } = Lσ 2 
u (19)
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 ar{ �2 } = L 

M ∑ 

i =1 

M ∑ 

j � = i 

√ 

E { P i (T i ) P j (T j ) } + Lσ 4 
u 

+ 2 Lσ 2 
u 

M ∑ 

i =1 

E { P i (T i ) } 

̂ = 

{
L 
0 (M − 1 + 2 σ 2 

u ) , H 0 

L 
1 

(
M − 1 + 2 σ 2 

u 

)
+ Lσ 4 

u , H 1 
(20 ) 

here “̂ = ” follows from E { P i (T i ) P j (T j ) } = E { P i (T i ) } E { P j (T j ) } , for i � =
 . 

emma 2. E { �1 �2 } = E { �1 } E { �2 } holds for the joint probability

istribution of T . 

The proof of Lemma 2 will be given in Appendix A . 

With Lemma 2 and (17) –(20) in hand, we can easily calculate

he mean and the variance of ‖ Y ‖ 2 2 

 {‖ Y ‖ 

2 
2 } = 

{
L (
0 + σ 2 

u ) , H 0 

L (
1 + σ 2 
u ) , H 1 

(21 ) 

 ar{‖ Y ‖ 

2 
2 } = 

⎧ ⎨ ⎩ 

L 
0 (M − 1 + 2 σ 2 
u ) + 

L 2 Mα2 
arit 

σ 4 
u 

N 
, H 0 

L 
1 (M − 1 + 2 σ 2 
u ) + Lσ 4 

u 

+ 

L 2 Mα2 
arit 

σ 4 
u (2 γ +1) 

N 
, H 1 

(22) 

The expression of ‖ Y ‖ 2 
2 

is so complicated that its exact distribu-

ion is unavailable, even if the mean and the variance of ‖ Y ‖ 2 2 are

nown. However, with the aid of the central limit theorem [35] , we

an approximate the distribution of ‖ Y ‖ 2 
2 

by Gaussian distribution.

heorem 1. For any fixed M, P max < ∞ and a compact set X , we

ave 

 T (y ) ∈ X 

M : 
‖ Y ‖ 

2 
2 − E {‖ Y ‖ 

2 
2 } √ 

V ar{‖ Y ‖ 

2 
2 
} 

d −→ N(0 , 1) , (23)

s L → ∞ , where 
d −→ denotes the convergence in distribution. 

The proof of Theorem 1 will be given in Appendix B . 

Considering (11) and Theorem 1 , we know that for a sufficiently

arge L, P f finds a well-qualified approximation 

˜ P f as follows 

 f = Pr (‖ Y ‖ 

2 
2 ≥ η(ε s ; L, M) |H 0 ) 

≈ Q 

⎛ ⎝ 

η(ε s ; L, M) − L (
0 + σ 2 
u ) √ 

L 
0 (M − 1 + 2 σ 2 
u ) + 

L 2 Mσ 4 
u α

2 
arit 

N 

⎞ ⎠ 

= Q 

⎛ ⎝ 

LMαarit 

(
ε s − σ 2 

u 

)√ 

L 
0 (M − 1 + 2 σ 2 
u ) + 

L 2 Mσ 4 
u α

2 
arit 

N 

⎞ ⎠ (24 ) 

= 

˜ P f , 

here “≈ ” straightforwardly follows from Theorem 1 . Q ( x ) is the

omplementary distribution of the standard Gaussian, i.e., 

(x ) = 

1 √ 

2 π

∫ ∞ 

x 

exp 

(
− t 2 

2 

)
dt. 

Similarly, the approximation of P d for the sufficiently large L ,
˜ 
 d , is given by 

˜ 
 d = Q 

⎛ ⎝ 

LMαarit 

(
ε s − (1 + γ ) σ 2 

u 

)√ 

L 
1 (M − 1 + 2 σ 2 
u ) + Lσ 4 

u + 

L 2 Mα2 
arit 

σ 4 
u (2 γ +1) 

N 

⎞ ⎠ . (25) 

rom (24) and (25) , we have to constrain ε s to the domain
2 
u < ε s < (1 + γ ) σ 2 

u in order to make ˜ P d > 0 . 5 and 

˜ P f < 0 . 5 ,

hich should be the case for most CR scenarios. 
emark 1. It is obvious in (24) and (25) that the detection per-

ormance in terms of ˜ P d and 

˜ P f under the CoMAC-CSS scheme

oes not only depend on { τ s , ε s } (or { N , ε s }), but also depends

n the sequence length L . For σ 2 
u < ε s < (1 + γ ) σ 2 

u , we con-

lude that ˜ P f and 

˜ P d are monotonically decreasing and increasing

n L , respectively. As L → ∞ , we find a lower bound of ˜ P f ,

iven by Q( 
√ 

MN ( ε s 
σ 2 

u 
− 1)) , and an upper bound of ˜ P d , given by

( 
√ 

MN 
2 γ +1 ( 

ε s 
σ 2 

u 
− (1 + γ ))) . 

.2. Analysis of approximation error 

From the definition of T all 
s in (3) , we know that T all 

s is simply

he average of the squares sum of MN Gaussian variables, each

ith mean 0 and variance σ 2 
u . Hence, normalized with σ 2 

u (or
2 
u (1 + γ ) ), T all 

s has a central Chi-square distribution with MN

egrees of freedom [8] 

 0 : 
MN 

σ 2 
u 

T all 
s = 

M ∑ 

i =1 

N ∑ 

n =1 

( | u i (n ) | 
σu 

)2 

= 

M ∑ 

i =1 

N ∑ 

n =1 

(
z (0) 

i 
(n ) 

)2 

∼ χ2 
MN (2 6) 

nd 

 1 : 
MN 

σ 2 
u (1 + γ ) 

T all 
s = 

M ∑ 

i =1 

N ∑ 

n =1 

( 

| h i s (n ) + u i (n ) | 
σu 

√ 

1 + γ

) 2 

= 

M ∑ 

i =1 

N ∑ 

n =1 

(
z (1) 

i 
(n ) 

)2 

∼ χ2 
MN , (27) 

here z (0) 
i 

(n ) ∼ N(0 , 1) and z (1) 
i 

(n ) ∼ N(0 , 1) . 

Then the detection probability and the false alarm probability

f conventional CSS schemes are given by 

 ̌d = Pr 
(
T all 

s ≥ ε s |H 1 

)
= Q χ2 

MN 

(
MN 

σ 2 
u (1 + γ ) 

ε s 

)

= 



(

MN 
2 

, MNε s 
2 σ 2 

u (1+ γ ) 

)


(

MN 
2 

) (2 8) 

nd 

 ̌f = Pr 
(
T all 

s ≥ ε s |H 0 

)
= Q χ2 

MN 

(
MN 

σ 2 
u 

ε s 

)

= 



(

MN 
2 

, MNε s 
2 σ 2 

u 

)


(

MN 
2 

) , (29) 

here Q χ2 
MN 

(x ) denotes the right-tail probability at x for

 χ2 
MN 

random variable. 
( x ) is the gamma function, i.e.,

(x ) = 

∫ ∞ 

0 t x −1 exp (−t ) dt , and 
( x, a ) is the incomplete gamma

unction, i.e., 
(x, a ) = 

∫ ∞ 

a t x −1 exp (−t ) dt . 

Now we are ready to derive the closed-form error expressions

f the proposed CoMAC-based CSS scheme, in terms of sensing

erformances. Let e d and e f represent the approximation errors

f the detection probability and the false alarm probability of the

roposed CoMAC-based CSS scheme, respectively 

 d = P̌ d − ˜ P d (30) 
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Table 1 

Parameter values used in the simulation. 

Parameter Value 

The number of sensing SUs M { 5 , 6 , . . . , 25 } 
The weighting factor of each SU w i 

1 
M 

The length of the symbol sequence L { 30 , 31 , . . . , 500 } 
The average received SNR at each SU γ −10 dB 

The target detection probability ω 0.9 

The occurrence probability of H 1 Pr (H 1 ) 0.2 

The occurrence probability of H 0 Pr (H 0 ) 0.8 

The bandwidth of the licensed band W 6 MHz 

The length of one time frame T 300 ms 

The length of one mini-slot τ 10 ms 

The variance of noise σ 2 
u {1, 1.5, 2} 

The coefficient of transmit power coding αarit 10 

The throughput of SUs when PUs are inactive C 0 6.6582 bits/s/Hz 
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o  
and 

e f = P̌ f − ˜ P f . (31)

Then, the approximation error of the probability of the false-

decision made by the fusion center is given by 

e f d = Pr (H 0 ) e f + Pr (H 1 ) e d . (32)

Evident from (24), (25), (28) and (29) , the expressions of e d 
in (30) , e f in (31) and e fd in (32) are so complicated that the

sensing accuracy of the proposed CSS scheme is difficult to be

validated without the aids of simulations. The demonstration of

the approximation efficiency will be made through simulations in

Section 7 , and in the following section we use ˜ P d and 

˜ P f instead of

P̌ d and P̌ f to perform the optimization of sensing parameters. 

6. Spectrum sensing optimization 

The objective of the spectrum sensing optimization problem is

to identify the optimal detection threshold and the spectrum sens-

ing time such that the achievable throughput of the CRN is maxi-

mized while the PUs are sufficiently protected. Given a sufficiently

large L , the optimization problem can be formulated as follow 

max 
{ ε s ,τs }≥0 

F (ε s , τs ) (33a)

s.t. ˜ P d (ε s , τs ) ≥ ω, (33b)

τs ≤ T − 2 τ, (33c)

where F (ε s , τs ) = 

T −2 τ−τs 
T 

(
1 − ˜ P f (ε s , τs ) 

)
C 0 Pr (H 0 ) represents the

average throughput of the CRN. C 0 denotes the throughput of SUs

if they are allowed to continuously operate in the case of H 0 , and

Pr (H 0 ) denotes the probability of H 0 . When the PU is active, the

throughput of SUs will be close to zero and thus neglected in the

definition of F ( ε s , τ s ). ω is a pre-specified threshold that is close

to but less than 1. 

6.1. Detection threshold optimization 

Lemma 3. Suppose an optimal solution of problem (33) exists, de-

noted as (ε ∗s , τ ∗
s ) , where ∗ symbol denotes optimality. Then, we have 

ε ∗s = 

√ 

V ar 
(‖ Y ‖ 

2 
2 
|H 1 

)
Q 

−1 (ω) + L 
1 

LMαarit 

+ x min , (34)

where V ar 
(‖ Y ‖ 2 2 |H 1 

)
is given by (22) . 

The proof of Lemma 3 will be given in Appendix C . 

Remark 2. Expanding the expression of ε ∗s in (34) , we find

that ε ∗s is a monotonically decreasing function of L , i.e.,

ε ∗s (L ) = 

√ 

�(L ) + 

(2 γ +1) σ 4 
u 

MN Q 

−1 (ω) + (γ + 1) σ 2 
u , where �(L ) :=

M αarit ( (γ +1) σ 2 
u −x min ) (M −1+2 σ 2 

u )+ σ 4 
u 

LM 

2 α2 
arit 

. Obviously, as L → ∞ , we have 

ˆ ε ∗s := lim 

L →∞ 

ε ∗s (L ) = 

( √ 

(2 γ + 1) 

MN 

Q 

−1 (ω) + γ + 1 

) 

σ 2 
u , 

where ˆ ε ∗s is the exact detection threshold for conventional CSS
schemes. i  
.2. Sensing time optimization 

Plugging (34) into problem (33) , we then achieve its equivalent

orm 

max ˆ F (τs ) (35a)

.t. 0 ≤ τs ≤ T − 2 τ, (35b)

here ˆ F (τs ) = 

T −2 τ−τs 
T 

(
1 − ˜ P f (τs ; ε ∗s ) 

)
C 0 Pr (H 0 ) . 

heorem 2. When ε ∗s ≥ σ 2 
u (i.e., ˜ P f ≤ 0 . 5 ), problem (35) is convex

nd its optimal solution is unique. 

The proof of Theorem 2 will be given in Appendix D . 

Efficient solution methods, such as interior-point methods [36] ,

ould be then found to solve problem (35) in polynomial time. 

. Simulation 

This section performs simulations to verify the effectiveness of

he proposed CoMAC-based CSS scheme. All simulated parameters

re summarized in Table 1 , representing values describing typical

R and WSN scenarios, following, e.g., [7,11] . The simulation code

s developed by MATLAB and all the figures in simulations are

raced based on the proposed and existing results. 

.1. Approximation error analysis 

For an arbitrarily chosen ε s ∈ (σ 2 
u , (1 + γ ) σ 2 

u ) and τs ∈ (0 , T −
(M + 1) τ ) , say ε s = 1 . 05 and τs = 10 ms, Fig. 3 demonstrates the

pproximation accuracy of the CoMAC-based CSS scheme with

espect to L and M when σ 2 
u = 1 . We observe that e d , e f and e fd

onotonically converge to zero as L increases to infinity, and de-

rease as the number of SUs M increases. This stems from the fact

hat larger L and M imply more summation terms in (14) , which in

urn improves the approximation accuracy because of the central

imit theorem. Similar to Fig. 3 , we also show the approximation

rror analysis in Fig. 4 with respect to L and σ 2 
u when M = 10 .

ig. 4 presents that all of e d , e f and e fd monotonically converge to

ero as L increases to infinity, and increase as the noise variance
2 
u increases. Despite the proposed CSS scheme is shown sensitive

o noise, we can still balance a large σ 2 
u by selecting a moderate L .

In order to achieve a low approximation error (e.g.,

 e d | , | e f | , | e f d | < 10 −3 ), we should adopt a large enough L (e.g.,

 ∈ [470 , + ∞ ) ) from Figs. 3 and 4 . Note that L cannot be arbitrar-

ly large in one reporting mini-slot. Taking IEEE 802.11af (WiFi

ver TV white space) physical layer [37] whose one symbol time

ncluding cyclic prefix duration is t s = 4 μs as an example, we
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Fig. 3. Approximation error analysis with respect to L and M ( σ 2 
u = 1 ). 

Fig. 4. Approximation error analysis with respect to L and σ 2 
u ( M = 10 ). 

Fig. 5. Throughput comparison between different CSS schemes. 

c  

m  

s

 

t

a  

t  

t  

P  

o

7

 

e  
alculate the maximum number of symbols during one reporting

ini-slot by τ
t s 

= 2500 ( > 470), which proves that the proposed

cheme is indeed feasible. 

Another important observation is that, although we plot-

ed e d and e f for different reasonable parameters, e d and e f 
re always positive and negative as shown in Fig. 3 , respec-

ively. This fact guarantees that the optimal solution (ε ∗s , τ ∗
s )

o problem (33) fulfills the protection constraint of the PU, i.e.,
 s  
 ̌d (ε 
∗
s , τ

∗
s ) > 

˜ P d (ε 
∗
s , τ

∗
s ) = ω, and F (ε ∗s , τ ∗

s ) presents a lower bound

f the maximum to problem (33) with P̌ d and P̌ f . 

.2. Performance comparison 

This subsection presents the throughput comparison of differ-

nt CSS schemes. For convenience, we denote the CoMAC-based

cheme with 

˜ P d , and 

˜ P f as “CoMAC CSS”, the CoMAC-based scheme
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with P̌ d and P̌ f as “CoMAC CSS-exact”, and the conventional CSS

schemes with the Gaussian distribution of P̌ d and P̌ f [7,11,22] as

“Conventional CSS”. 

Fig. 5 (a) and (b) display how the optimal throughput evolves

with parameters M and L , respectively, where M varies from 5 to

25 with fixed L ( L = 100 ) and L varies from 30 to 500 with fixed

M ( M = 10 ). 

As shown in Fig. 5 (a), “Conventional CSS” degrades as M

increases, which means that the cost of large reporting time

dominates the performance gain owing to cooperation diversity.

Conversely, both “CoMAC CSS” and “CoMAC CSS-exact” could ben-

efit from the cooperation diversity without a large portion of time

on reporting local statistics, and thus outweigh “Conventional CSS”.

From Fig. 5 (b), we know that by using a sufficiently large L (e.g.,

L > 50), “CoMAC CSS” dominates “Conventional CSS” even if the

number of SUs is not very large ( M = 10 ). The network throughput

under the “Conventional CSS”, 3.3717, can be boosted up to 4.9696

in the case of L = 250 , in which the throughput gain of “CoMAC

CSS” is roughly calculated 

4 . 9696 −3 . 3717 
3 . 3717 ≈ 47 . 39% . Finally, due to the

negligible approximation errors e d and e f , we observe that “CoMAC

CSS” matches “CoMAC CSS-exact” very well when L > 250. 

8. Conclusion 

A novel CoMAC-based CSS scheme for CRNs has been proposed

in [1] . Unlike conventional CSS schemes, the proposed CoMAC-

based CSS scheme takes advantage of the CoMAC to accelerate

the CSS process via merging the reporting and the computa-

tion steps of CSS, which noticeably reduces the reporting delay

in conventional CSS schemes. Based on the estimation of the

desired arithmetic mean function of local statistics, we analyze

the detection probability and the false alarm probability of the

proposed CoMAC-based CSS scheme. Finally, we obtain the optimal

energy detection threshold and spectrum sensing time yielding

the maximal average throughput of the CRN. 

Extensive simulations have demonstrated that, using much less

reporting time, the CoMAC-based CSS scheme yields almost the

same sensing performance as conventional CSS schemes, provided

that the symbol sequence length L is sufficiently large. In addition,

for a suitably chosen L , the average throughput of the CoMAC-

based CSS scheme is shown much higher than that of conventional

CSS schemes, especially when the number of cooperative SUs is

large. 

The disadvantage of the proposed CoMAC-based CSS scheme

lies in the high energy consumption when the length of the

symbol sequence is large. In order to address the issue of high

energy consumption, we have to formulate a completely novel

optimization problem instead of problem (33) and to redesign a

corresponding solution method to it as well. We will leave this

interesting direction as a future work. 
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Appendix A. Proof of Lemma 2 

Proof. Due to the fact that the local statistic T , the modulated

symbol sequence S , i = 1 , . . . , M, and the noise U are mutually
i 
ndependent, E { �1 �2 } is calculated as follows 

 { �1 �2 } = E { �1 U 

H U} + E { �1 

(
�2 − U 

H U 

)} 
˜ = E { �1 U 

H U} 
= E { �1 } E { U 

H U} 
= E { �1 } E { �2 } , 

here “˜ = ” follows from [28, Lemma 1] . �

ppendix B. Proof of Theorem 1 

roof. For notation convenience, we define a random variable

L := 

‖ Y ‖ 2 
2 
−E {‖ Y ‖ 2 

2 
} √ 

V ar{‖ Y ‖ 2 
2 
} 

= ξ 1 
L 

+ ξ 2 
L 
, where ξ i 

L 
:= 

�i −E { �i } √ 

V ar{‖ Y ‖ 2 
2 
} 
, i = 1 , 2 . Ob-

iously, the mean and the variance of ξ i 
L 

are 0 and 

V ar{ �i } 
V ar{‖ Y ‖ 2 

2 
} ,

espectively. 

By the central limit theorem [35] , we know that as L → ∞ 

1 
L d −→ 

ξ 1 ∼ N 

(
0 , 

V ar{ �1 } 
V ar{‖ Y ‖ 

2 
2 
} 
)

(36)

nd 

2 
L d −→ 

ξ 2 ∼ N 

(
0 , 

V ar{ �2 } 
V ar{‖ Y ‖ 

2 
2 
} 
)

. (37)

Combining (36) and (37) , we have 

L d −→ 

ξ = ξ 1 + ξ 2 ∼ N ( 0 , 1 ) , (38)

hich completes the proof of Theorem 1 . �

ppendix C. Proof of Lemma 3 

roof. For any given τ s , we can choose a detection threshold ε 0 
ccording to (25) such that ˜ P d (ε 0 , τs ) = ω. We may also choose a

etection threshold ε 1 < ε 0 such that ˜ P d (ε 1 , τs ) > 

˜ P d (ε 0 , τs ) and
˜ 
 f (ε 1 , τs ) > 

˜ P f (ε 0 , τs ) . In doing so, we have F ( ε 1 , τ s ) < F ( ε 0 , τ s ).

herefore, the optimal solution to problem (33) (ε ∗s , τ ∗
s ) must be

chieved when the equality constraint in (33a) is fulfilled, i.e.,
˜ 
 d (ε 

∗
s , τ

∗
s ) = ω. By expanding the ˜ P d (ε 

∗
s , τ

∗
s ) , we achieve 

(ε ∗s ; L, M) = 

√ 

V ar 
(‖ Y ‖ 

2 
2 
|H 1 

)
Q 

−1 (ω) + E 

(‖ Y ‖ 

2 
2 |H 1 

)
, (39)

hich further completes the proof via defining η(ε ∗s ; L, M) in

13) . �

emark 3. In order to fulfill the condition (39) , we could either

ncrease ε s (or K ) at the fusion center and decrease the length of

ymbols sequence L at SUs, or conversely decrease ε s (or K ) and

ncrease L . Obviously, the former one is favorable as small L saves

he energy consumption of SUs. In the meanwhile, L should not be

ery small, otherwise the central limit theorem does not apply to

36) and (37) in Theorem 1 . 

ppendix D. Proof of Theorem 2 

roof. First, we take the second derivative of ˆ F (τs ) with respect

o τ s 

ˆ 
 

′′ 
(τs ) = 

C 0 Pr (H 0 ) 

T 

(
2 ̃

 P 
′ 
f (τs ; ε ∗s ) − ( T − 2 τ − τs ) ̃  P 

′′ 
f (τs ; ε ∗s ) 

)
. (40)

t is evident from (40) that the concavity of ˆ F (τs ) can be declared

f ˜ P f (τs ; ε ∗s ) is monotonic decreasing and convex in τ s . 

http://dx.doi.org/10.13039/501100001809
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Then, taking derivative of ˜ P f (τs ; ε ∗s ) with respect to τ s yields 

˜ 
 

′ 
f (τs ; ε ∗s ) = − 1 √ 

2 π
exp 

(
−�2 (τs ) 

)
�

′ 
(τs ) (41) 

ith �(τs ) = 

Q −1 (ω) 

√ 

A + B τs 
+ C √ 

D + E τs 

, where A = L 
1 (M − 1 + 2 σ 2 
u ) + Lσ 4 

u ,

 = 

L 2 Mσ 4 
u α

2 
arit 

(2 γ +1) 

2 W 

, C = LMαarit γ σ 2 
u , D = L 
0 (M − 1 + 2 σ 2 

u ) and

 = 

L 2 Mσ 4 
u α

2 
arit 

2 W 

. 

Further, skipping the tedious deduction we expand �
′ 
(τs ) as

ollows 

′ 
(τs ) = 

−Q 

−1 (ω) 

2 

BD − AE 

( Aτs + B ) 
3 
2 

√ 

Dτs + E ︸ ︷︷ ︸ 
�1 (τs ) 

+ 

EC 

2 τ 2 
s 

(
D + 

E 
τs 

) 3 
2 ︸ ︷︷ ︸ 

�2 (τs ) 

. (42) 

t is trivial to verify that BD − AE > 0 , which together with

 

−1 (ω) < 0 (as ω is close to 1) proves that �
′ 
(τs ) > 0 . Combining

41) and (42) , we conclude that ˜ P 
′ 
f 
(τs ; ε ∗s ) < 0 , i.e., ˜ P f (τs ; ε ∗s ) is

onotonic decreasing in τ s . 

When ε ∗s ≥ σ 2 
u , Q 

−1 (ω) 

√ 

A + 

B 
τs 

+ C ≥ 0 holds and we thus

ave �( τ s ) > 0. As both �1 ( τ s ) and �2 ( τ s ) are monotonic de-

reasing in τ s , �
′ 
(τs ) is also monotonic decreasing in τ s . This,

ogether with �( τ s ) ≥ 0, implies that ˜ P 
′ 
f 
(τs ; ε ∗s ) is increasing

n τ s , i.e., ˜ P 
′′ 
f 
(τs ; ε ∗s ) > 0 . So far, we have proved that ˆ F 

′′ 
(τs ) in

40) is negative, which implies the strict concavity of ˆ F (τs ) and

he uniqueness of its optimal solution [36] . �
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