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Abstract

The phase field description for crack growth and fracture is an attractive alternative to numerical methods based on discrete
representations of cracks, since the phase field methodology avoids the numerically challenging monitoring of the discontinuities
introduced by the crack. In particular, for the simulation of complex crack growth topologies and application to coupled systems,
e.g. with thermal or electrical fields, the phase field method has shown promise. However, an accurate prediction of the crack growth
initiation is mandatory for a reliable simulation of crack trajectories both in terms of load history and the path followed through the
material. In this work, we therefore investigate predictions of crack growth derived from the phase field method and compare them
with established relations from fracture mechanics. To implement the phase field method for crack growth, a parallelized finite
element method computer code using adaptive mesh refinement is developed and implemented. Results from it are presented. For
these results, pre-existing cracks are introduced into the finite element model in two ways, including their representation as discrete
discontinuities and as heterogeneities in the phase field order parameter.
c⃝ 2015 Elsevier B.V. All rights reserved.
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1. Introduction

Fracture of solids is an extensively investigated phenomenon due to its detrimental consequences for structures and
machines [1]. Among the most complicated aspects of the theory of fracture is the prediction of the path to be taken
by one or several cracks in a specimen or structural component. Due to the complexity of the phenomena involved,
one commonly relies on computational methods to approach the problem [2]. A modeling approach that allows a
comparably convenient numerical implementation is the phase field method for fracture. It is identified as a promising
candidate for studying intricate crack growth problems, including effects such as crack branching, kinking or merging
in arbitrary geometries and dimensions [3,4].
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Similar to phase field methods used for other problems is the inherent existence of one or many order parameters
that take defined values depending on the state and development of the phases subject to numerical smoothing, giving
a continuous transition between states. In the area of fracture, the order parameter discriminates between an intact
and a cracked region of the material. In contrast to discrete crack models, the phase field does not attempt to describe
the crack as a geometric feature with a physical discontinuity, but as a smoothed continuum approximation with a
gradient providing a transition between the intact and fractured states, taking place within a characteristic length,
l [5,6].

The crucial advantage of the phase field approach is the avoidance of complicated, sophisticated techniques nec-
essary to describe complex crack topologies in the discrete setting. Examples of such techniques are the adaptive
reconstruction of the mesh through introduction of new boundaries at freshly created crack surfaces [7] and the
extended finite element method (XFEM) [8], that enriches the shape functions in cracked elements by addition of
a set of discontinuous ones. Also rather common is the usage of so called cohesive elements that allow displace-
ment jumps at element boundaries and therefore restrict the crack to penetration along the corresponding element
edges [9,10].

Due to the smooth character of the phase field, complicated crack patterns, as for example shown in [11–13], are
in principle achievable in the setting of a standard finite element method. The easy implementation of the method
resulting from this benefit has led to its utilization already beyond purely mechanical problems, for example in
thermally [14] or electrochemically [15] coupled ones.

However, applying the technique to situations that involve complexities from multiphysical effects, or examining
detailed crack patterns that result, for example, from dynamic crack processes, requires validation. This is particularly
the case if experiments to visualize the crack trajectory are difficult or impossible to carry out and the researcher
therefore has to rely on the results of computations to gain insight into how flaws propagate. The most obvious manner
in which validation of the phase field methodology can be achieved is to check whether its results are in agreement
with well established results from classical fracture mechanics. The present work shall thus present an examination of
a typical fracture phase field formulation to check on its conformity with standard results from fracture mechanics. To
our knowledge, the closest comparison of this type can be found in [16], but we judge additional results as presented
below to be insightful and valuable in regard to the validity of a phase field methodology for fracture.

We begin with a short introduction into our fracture phase field formulation in Section 2 and describe its numerical
implementation in Section 3. In Sections 4.1 and 4.2 respectively we then present its solutions for both a pure bending
specimen and a single edge notch test in regard to predictions of the growth of a pre-defined crack. Discussions on the
results are presented in Section 5 and we end with conclusions regarding our findings.

2. Model formulation

The classical energy criterion for brittle fracture developed by Griffith and Irwin [1,17,18] states that a pre-existing
crack starts to grow as soon as the elastic energy in the material that can be released during crack propagation is
sufficient to overcome the fracture resistance of the material. That is, to extend a crack of length a by a distance ∆a,
enough stored energy must be transformable into surface energy, plastic work and other dissipative forms of work
required to separate the material. From a thermodynamical point of view, crack extension thus can be treated as a
process that occurs to minimize a free energy composed of the stored elastic bulk energy plus the fracture energy.
The foundation of the fracture phase field method through this variational approach was established in [19] and [20].
Following this, approximate solutions to the energy variation were found by introduction of a scalar field d and a length
scale parameter l, so that the original fracture energy functional could be represented in a regularized form in terms of
d and its gradients [21], an idea that was originally developed for problems related to image segmentation [22]. The
original energy functional can then be recovered in the sense of Γ -convergence, when l tends to zero. A comprehensive
overview of these topics is given in [23].

Here, we follow the formulation of rate-independent crack propagation given in [24], with modifications taken
from [11]. Alternative approaches are found, for example, in [6,16].

A standard feature of a phase field method is the definition of a so called order parameter, that indicates the state
of a phase present at a certain point in time t ∈ R and space x ∈ Rdim. In our case, the two states refer to cracked and
intact material and correspond to order parameter values 1 and 0 respectively, as depicted by the blue line in Fig. 1.
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Fig. 1. (a) Schematic illustration of the encoding of a cracked region by d = 1 along Γ , in blue, and smoothing of the path over a length scale l,
in red. The inset shows a scanning electron microscopy picture of a cracked ceramic particle. (b) One dimensional graph of the distribution of the
order parameter d across a crack. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

Thus, the order parameter1 is of the form

d(x) =


1, if material is cracked,
0, if material is intact.

(1)

The second distinctive feature of the method is a spatially smoothed representation of the crack, given that x is the
distance measured orthogonally from the center of the smeared crack. A typical continuous, smooth approximation of
(1) in a one dimensional scenario is the exponential function

d(x) = e−|x |/ l , (2)

with the length scale parameter l ∈ R+ determining the width of smearing of the function. As l approaches zero, a
discontinuous function is recovered representing a discrete crack. The smoothing of the step-like function is depicted
in Fig. 1(b). It can be shown that the function in Eq. (2) is a minimizer of the one-dimensional analog to the functional

Wcrack(d) = Gc


B


1
2l

d2
+

l

2
|∇d|

2


  
γl (d)

dV, (3)

subject to the condition that there is a crack at x = 0. Here, Gc is the Griffith-type critical energy release rate. A
solution to the minimization principle

d(x, t) = Arg


inf
d∈DΓ (t)

Wcrack(d)


, (4)

thus represents a smoothed approximation to the discrete crack at x ∈ Γ (t), as depicted in Fig. 1(a). The functional
Wcrack approximates the fracture energy through replacement of the integration along the crack surface Γ (t) by a
volume integration of the crack surface density


Γ (t) dA ≈


B γl(d)dV . However, the actual position and geometry

of the crack have to be determined in advance by appropriate constraints of the type

DΓ (t) = {d | d(x, t) = 1 at x ∈ Γ (t)}. (5)

In order to obtain the full evolution of the growth of the crack, the minimization principle in Eqs. (3)–(5) is replaced
by one involving the total energy. Borden et al. [11] present this in the form of a total Lagrangian energy functional

L(ε, u̇, d) =


B


1
2
ρu̇2

− ψ(ε, d)


dV − Wcrack(d), (6)

1 We will use both the term order parameter and phase field to denote d(x, t) without any distinction.
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where ρ is the density of the material, u̇ the local material velocity and ε the small strain tensor defined as the
symmetric gradient of the displacements u by

ε =
1
2
(∇u + (∇u)T ). (7)

The stored elastic energy densityψ(ε, d) is based on a constitutive law for an elastic linear isotropic material response.
However, assuming that only tensile stress leads to crack growth, the energy density is decomposed to compressive
and tensile parts via

ψ±(ε) =
1
2

L⟨tr[ε]⟩
2
± + G ′tr[⟨ε⟩

2
±], (8)

where L and G ′ are the Lamé constants. Operating on scalars, the angle brackets are defined by ⟨x⟩± =
1
2 (|x | ± x).

Applied to symmetric tensors, they project onto the eigenspace with positive or negative eigenvalues by ⟨A⟩± =
i ⟨λi ⟩± νi ⊗ νi , where λi and νi are the eigenvalues and corresponding eigenvectors of A respectively. The dyadic

product is defined such that if A = v ⊗ w, then Ai j = viw j . The release of elastic energy ψ at cracked locations
is then modeled by multiplying the tensile part ψ (+) with a function, which becomes zero if the order parameter d
approaches unity, so that

ψ(ε, d) = [(1 − d)2 + k]ψ+(ε)+ ψ−(ε). (9)

Here, k is a numerical parameter chosen to stabilize the solution. Alternative approaches to distinguish between con-
tributions to the elastic energy that come from different types of stress can be found in [25,26,6]. The Euler–Lagrange
equations for the Lagrangian (6) are then used to find the evolution equation for the phase field

d − l2
∇

2d = 2(1 − d)
H

Gc/ l
, (10)

where the local history field of maximum positive elastic stored energy

H(x, t) := max
s∈[0,t]

ψ+(ε), (11)

is replacing ψ+(ε) to ensure that the crack growth is irreversible in the sense that no crack healing can occur. The
elastic energy driving the crack results from the deformation of the body when an external load is applied. As balance
law, the corresponding stress distribution satisfies

ρ ü(x, t) = ∇ · σ (x, t), (12)

which may also be derived from the Euler–Lagrange equations. The Cauchy stress is directly obtained as a partial
derivative of the elastic energy density σ = ∂εψ by

σ = g(d) σ+
+ σ−, (13)

with the compressive and tensile parts given by

σ±
= L⟨tr[ε]⟩±1 + G ′

⟨ε⟩±. (14)

The coupled pair of balance equations (10) and (12), together with the constitutive relations (13) and (14), as well
as the definition of the history field (11) and the kinematic relation for the strain (7) represent a well-posed mathe-
matical problem for the phase field d and the mechanical displacements u. The necessary boundary conditions to this
problems are given by u = ū on ∂Bu and t = σn = t̄ on ∂Bt , as well ∇d · n = 0 on ∂B, where ∂Bu ∩ ∂Bt = ∅

and ∂Bu ∪ ∂Bt = ∂B. Additionally, the initial conditions for the displacements are given by u(t0) = u̇(t0) = 0.
Approaches on how to model the initial cracks are presented in Section 4.

3. Numerical implementation

Eqs. (10) and (12) were implement in a C++ code using the finite element library deal.II v8.1 [27,28], an open source
system aimed at the development of finite element codes for efficient solution of partial differential equations using
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adaptive meshes. It further supports parallel computations and provides interfaces to the software projects Trilinos [29]
and PETSc [30]. These links give access to a large set of numerical solvers and preconditioners from which we chose
the algebraic multigrid (AMG) preconditioner from Trilinos together with a conjugate gradient (CG) solver, which
is a suitable combination for symmetric, positive definite systems and provides better parallel scalability than using
direct solvers.

Due to the spectral decomposition of the strain tensor, the equations implementing conservation of linear momen-
tum become nonlinear. To obtain optimal convergence, we implemented a backtracking line search method for finding
the optimal step width [31]. The phase field and linear momentum equations are then solved in an alternating pro-
cedure for every time step until their combined residual norm falls below a specific threshold. The number of these
iterations is utilized as a criterion for triggering a time adaptive scheme. As soon as the number of iterations exceeds a
pre-defined value, the time step is decreased and the current step recalculated. Hence, crack initiation is never missed
due to overly large time steps. During the iterations, the history field is always first restored from the last time step
and then updated consistent with the current maximum tensile energy. In this way, the irreversibility condition does
not apply to intermediate solutions so that updated values of H are always an outcome of a fully converged time step.

In addition to the time adaptivity, a mesh adaption algorithm is developed, that is based both on a physical argument,
incorporating the momentary tensile elastic energy, and a numerical criterion, taking into account the product of the
norm of the phase field gradient and the element size. The algorithm assures that the mesh is refined prior to the
nucleation or growth of a crack and allows coarsening in intact regions that experienced high tensile stress in previous
time steps.

The physical quantity driving crack growth is the local tensile elastic energy ψ+(ε), as given in Eq. (8). It enters
the evolution equation of the phase field (10) through the history field H. Hence, before crack growth is initiated,
ψ+(ε) is expected to increase locally. This increase is used as a criterion to trigger mesh refinement before a crack
begins to propagate. The tensile elastic energy ψ+(ε) is therefore compared with a threshold value ψthresh, so that an
element is refined if ψ+(ε) > ψthresh. In an initially coarse mesh, small regions of large tensile elastic energy may not
be captured sufficiently. On the other hand, it is computationally desirable to generate a very fine mesh only in regions
of maximum tensile elastic energy, i.e. in regions where a crack is expected to grow. To manage both requirements,
the threshold is taken as a function ψthresh = ψthresh(n), that depends on the number of refinements n of the element
in question. It is small for low number of refinements and increases with n. Replacing the number of refinements n by
the element size h, it reads

ψthresh(h) =

ψup − ψlow

 
1 +

ln(hmin)

ln(hratio)
−

ln(h)
ln(hratio)

r

+ ψlow. (15)

Here, ψup is the upper threshold for which elements larger than h > hmin are further refined. Likewise, ψlow is the
lower boundary at which elements with h > hmax are refined and hratio = hmax/hmin is the ratio of the threshold
element sizes. The exponent r can be adjusted to determine the spatial extent of the refinement region, e.g. to obtain
large areas with only weak refinement or a small zone with highly refined elements. If the tensile energy is lower than
ψthresh(h/2∆n), with ∆n > 1 defining a passive region between refinement and coarsening, the element is coarsened.

The threshold function provides an energy based criterion for mesh refinement or coarsening. However, in
situations, where a crack has developed and consequently the tensile energy is decreasing, the threshold function
is not sufficient to guarantee that the mesh remains fine enough. For this reason, a second measure is introduced that
assures that gradients of the phase field are always sufficiently accurately resolved. The maximum gradient in the one
dimensional solution in Eq. (2) is d ′

max = maxx∈R |d ′
| = 1/ l. If h = k l, this means that the product of phase field

gradient and element size d ′
maxh = k is constant. We generalize this observation to two and three dimensions and

impose the second criterion, which triggers refinement if the product of the norm of the gradient of the phase field,
i.e. |∇d| and the element size h is larger than a defined constant |∇d| h > k1. Typically, k1 is set slightly below one
half of l. In the same way, coarsening is allowed if |∇d| h < k2, where k2 > l.

The combination of both conditions generates a mesh that is sufficiently fine to not influence the solution of the
problem, and saves computation time by coarsening of regions that do not require a fine resolution. The full adaptive
scheme resulting from these conditions is described in Appendix A.2.
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Fig. 2. (a) Pure bending specimen with initial crack length a, height 2h, width b and bending angle θ . (b) Illustration of relation between bending
moment M and normal stress σ along upper and lower boundary of the bending specimen. (c) Single edge notch specimen with side length b and
applied normal stress σ .

Fig. 3. Different approaches for introducing the initial crack. Both figures are depicted before the crack begins to grow. (Left) Mesh defined initial
crack, modeled with free boundaries of the mesh. (Right) Phase field induced initial crack, introduced through initial history field H0.

4. Results

Two different setups are chosen to investigate the effectiveness of this particular fracture phase field implementation
in solving typical fracture mechanics problems. The first is a pure bending specimen and the second is a load controlled
uniaxial stretch specimen, as depicted in Fig. 2(a) and (c) respectively. Both specimens are studied in two dimensions
under plane strain. Further descriptions and analytic fits to numerical solutions for these problems can be found in [32].

In both specimens an initial edge crack with length a is introduced. Two different approaches are examined for this
step. In one approach, the crack is modeled with free boundaries starting at the edge and reaching into the interior of
the mesh, as, for example, utilized in [24]. We will denote this approach as mesh induced initial crack. An example of
it is shown on the left hand side of Fig. 3.

Alternatively, we prescribe the crack through the phase field by defining an initially non-zero history field of the
form

H0 = α e−(y/β)2
×


1, x < a

e−(x/β)2 , x ≥ a,
(16)

for a crack that is located at y = 0 and extends from the edge at x = 0 to x = a. The phase field is then allowed to
relax in a number of iterations to the given history field, combined with an adaptive re-meshing of the initially uniform
mesh. The idea behind this approach is to develop a phase field that resembles the form that it commonly takes on
when it describes a crack that has grown due an external load. In those situations, the history field H at the crack is
typically a very localized field with large values at the peak location of the phase field and a steep decrease away from
it. The amplitude in Eq. (16) is therefore set to α = 104 and the width β = l/10.
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Fig. 4. (a) Decay of the order parameter d along a line perpendicular to the crack path taken at two locations along the crack, as marked in (b). At
the first location, the phase field is initially induced through H0. The second location is somewhere between the initial and final crack tip position,
i.e. where the phase field is driven through elastic energy growing the crack.

In contrast to the approach in [16], directly setting the initial phase field d0(x) is not applicable in our formulation.
This results from the fact, that the irreversibility condition only enters the history field H. An initially zero history
field would therefore always lead to a vanishing order parameter d, independent of its initial condition. The method is
also more versatile than using nodal constraints of Dirichlet type for the order parameter since in this case the location
of the crack would have to coincide with nodes of the mesh. Further, it can be generalized to model more complex
initial crack geometries but a discussion of the details is beyond the scope of this paper.

We believe our approach to be a reasonable since the form of the resulting phase field in regions that are induced
by H0 is identical to that obtained when the phase field has grown because of tensile stress. This can be seen in Fig. 4
where we plot the value of the order parameter d at a location, where a crack is initially induced through H0 and
at a location through which the crack grows thereafter. The difference is negligible. In addition, the influence of the
parameters α and β on the actual shape of the phase field proves to be negligible as long as the amplitude α of H0
is high enough and its decay, controlled by beta, is faster than the one from the phase field for a grown crack. An
alternative realization of the history variable induced pre-crack can be found in [11]. This approach will be called the
case of a phase field induced initial crack. It is depicted on the right hand side of Fig. 3.

The specimens are slowly bent or stretched, with the angle or load being proportional to time. The main focus then
lies in finding the characteristic critical quantities, such as applied stress or imposed angle, that lead to growth of the
crack, and comparing them with analytic results from the literature for quasistatic behavior. The quasistatic growth
condition for a crack under mode I loading is such that the relevant stress intensity factor

K I = σ
√
πa F(a/b) (17)

must be equal to the plane strain fracture toughness K I c. The characteristic stress measure σ and shape factor F(a/b)
are specific to the respective specimen and will be given later. In terms of energy release rates, this means that if

G =
K 2

I

E ′
(18)

reaches the toughness Gc, the crack starts to extend. For plane strain conditions, the parameter E ′ is defined as
E ′

= E/(1 − ν2). The quantities are thus compared with the relations (17) and (18), calibrated to the specific
specimens investigated.

In most situations investigated, crack growth takes place in an unstable fashion. This means that as soon as the
phase field starts to evolve and the crack extends, the local tensile strain energy at the crack tip does not decrease
fast enough to arrest crack growth and a new equilibrium cannot be found. Hence, although the applied boundary
conditions remain fixed, the crack continues to propagate. Its extension per time step is therefore only controlled
by inertia. As a result, the number of alternating iterations between the elastic and phase field computations, as
described in Section 3, exceeds a defined threshold. Due to the time adaption algorithm, the time step consequently
decreases drastically by orders of magnitude. After a number of time adaption steps, the extension of the crack per
time step becomes small enough, so that the prescribed maximum number of iterations for the elastic and phase field
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computations is sufficient to find the current dynamic equilibrium, and the time step stabilizes again. We take this
rapid drop in the time step to be an objective criterion for determining the instant of crack growth initiation and for
selecting the respective critical quantities. Since this drop does not occur during stable crack growth, we also exploit
it for differentiating between the onset of stable and unstable crack extension.

For crack growth initiation, the length of the crack is defined by the method of introducing it. For the mesh induced
initial crack, it is given through the length of the free surface; for the phase field induced initial crack, it is prescribed
by a in the definition of the initial history field, given in Eq. (16). To measure the crack length during crack growth, as
in the stable growth regime for the bending test, a different definition of the crack length has to be found. The crack
is therefore taken to terminate with its tip at the location where d = 0.95. The crack length is measured accordingly
and the corresponding critical values of parameters are extracted from the output with this given definition of crack
length. We concede that the chosen value of the order parameter to define the crack tip is somewhat arbitrary. Borden
et al. [11], for example, use a value of d = 0.75 in their work to find the crack tip when identifying its velocity.
Furthermore it is not fully consistent with the definition of the crack length for crack growth initiation. However,
we emphasize that the ambiguity in defining the crack tip is an intrinsic property of the phase field formulation for
fracture and discuss its consequences in Section 5.

4.1. Pure bending specimen

The pure bending specimen is selected as a test case since it allows the study of both stable and unstable crack
growth. The characteristic stress of Eq. (17) is defined through the bending moment, see Fig. 2(b), by

σ =
6M

b2 (19)

and the shape factor is taken from [32] as

F(a/b) =


2b

πa
tan

πa

2b

0.923 + 0.199(1 − sin πa
2b )

4

cos πa
2b

, (20)

giving better than 0.5% accuracy in K I in terms of Eq. (17) for any a/b. Inserting this function into (17) yields a right
hand side, which is monotonically increasing with crack length. This means that for a given critical stress intensity
factor, the stress necessary to generate crack growth is monotonically decreasing with the crack length. A moment or
force controlled bending test thus always leads to a situation of unstable crack growth. In contrast, if the bending is
prescribed through the angle, both a stable and an unstable regime can be found.

The total bending angle can be separated into two parts, a bending that assumes a perfect rectangular specimen
without a crack and a contribution due to the crack

θ = θuncracked + θcrack. (21)

We prescribe the angle on the upper boundary for which h/b = 3. Since the aspect ratio h/b = 3 enables use of beam
theory, the first part can be deduced to be

θuncracked =
σ

E
(1 − ν2)

4h

b
. (22)

For the crack contribution we use the solution from [32], which comes with an accuracy of better than 1% for any
a/b. It reads

θcrack =
σ

E
(1 − ν2) 4S(a/b), (23)

with

S(a/b) =


a/b

1 − a/b

2 4
i=0

qi (a/b)
i (24)
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Fig. 5. The solid blue line shows the equilibrium angle at which G = Gc depending on the ratio of crack length a to specimen width a/b, as
obtained from Eq. (25). Yellow dots mark points of crack initiation obtained from phase field simulations with a mesh induced initial crack. The red
dots were extracted during stable crack growth from an initially unstable simulation (yellow dot with arrow). The gray line describes the theoretical
boundary between stable and unstable growth. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

Fig. 6. The solid blue line shows the equilibrium angle at which G = Gc depending on the ratio of crack length a to specimen width a/b, as
obtained from Eq. (25). Yellow dots mark points of crack initiation obtained from simulations with a phase field induced initial crack. The red
dots were extracted during stable crack growth from an initially stable simulation (yellow dot with arrow). The gray line describes the theoretical
boundary between stable and unstable growth. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

and q0 = 5.93, q1 = −19.69, q2 = 37.14, q3 = −35.84 and q4 = 13.12. Combining Eqs. (21)–(24) and replacing
the stress by (17) and (18), we obtain

θc =
4
πa

1
F(a/b)


h

b
+ S(a/b)

 
Gc

E
(1 − ν2) (25)

as the equilibrium angle at which the energy release rate is equal to the critical one given a crack length a. The
dimensions of our specimen are set to b = 1 µm and h = 3 µm, Young’s modulus is E = 93 GPa, the Poisson ratio
ν = 0.3 and the material density ρ = 4140 kg/m3. The critical energy release rate is defined by Gc = 1.2 J/m2.
The corresponding curve is plotted in both Figs. and 6. The angle is prescribed through a multi-point constraint. For
the upper boundary, the vertical displacement of the center node u0

y located at x = 0 and y = h is unconstrained and

vertical displacements of all other nodes are fixed by u y(x) = u0
y −

θ
2 x . The edge is therefore free to move vertically

while keeping the prescribed angle, so that no net axial force acts on it. The boundary condition on the lower edge is
applied correspondingly. The rate of the bending angle was set to θ̇ = 10−4 rad/s. The loading history can therefore
be considered to be quasi-static.

We observe that under rotation controlled boundary conditions, a regime of stable crack growth exists for
a/b ≥ 0.67. In this region, a crack that has grown by a distance ∆a, only further extends if the rotation is increased. In
contrast, for smaller ratios of a/b, a crack that has once started to grow, does not stop until it reaches the corresponding
angle in the stable region at which the energy release rate is again G = Gc. This process is depicted in Fig. 7. From
our experience, unstable crack propagation can only be predicted accurately by a dynamic analysis. Otherwise, an
erroneous evolution of the phase field may occur, e.g. by a significantly larger smoothing of d than expected from the
length scale parameter. This broadening effect has also been mentioned in [24].
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Fig. 7. Illustration of results for the bending specimen. (Right) Normal stress in y-direction is plotted for a number of bending angles. The
displacements are scaled by a factor of 5 to show the deformation of the specimen exaggerated. (Left) During bending an initially small crack
propagates in an unstable fashion and stops at a location close to the opposite free edge. An order parameter of d = 1 marks cracked regions,
whereas d = 0 corresponds to intact regions.

Fig. 8. Computed energy release rate G normalized by the critical energy release rate Gc . Data points correspond to those shown in Fig. 5 and
Fig. 6. Again, the gray line describes the theoretical boundary between stable and unstable growth. Mesh induced initial crack: The start of crack
growth (yellow diamonds) is always unstable. The red dots indicate the values of G for cases where the growth of a mesh induced crack has changed
to a stable regime. Phase field induced initial crack: The start of crack growth (black stars) is unstable or stable in agreement with the theoretical
boundary. The values of G computed during stable crack growth are denoted by the green squares. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

As a second quantity to evaluate the predictions on crack growth obtained from the phase field simulations, we
compute the energy release rate G for the data points presented in Figs. 5 and 6. We combine Eqs. (17) and (18)
yielding

G = σ 2 πa F2(a/b) (26)

and insert the measured crack length and applied stress σ , as given by Eq. (19). The results are normalized by the
input parameter Gc and plotted in Fig. 8.

4.2. Single edge notch specimen

To strengthen the findings on the predictions of the phase field method for crack growth obtained from the
observations on the pure bending specimen, a second series of simulations is run for a single edge notch specimen
with force controlled boundary conditions. The corresponding geometry, shown in Fig. 2(c), represents the most
simple setup to study crack growth. Due to its unstable behavior at crack initiation, it allows determination of the
critical stress very precisely and is therefore suitable for examining the influence of the length scale parameter l on
the numerical results. Other works, investigating this kind of specimen, can be found in, for example, [16,24].

The characteristic stress of Eq. (17) is equal to the normal stress in the y-direction σ = σyy at the upper boundary
and the geometry function is again taken from [32]
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Fig. 9. Applied external stress for varying crack length a at instance when G = Gc . Colored markers are stress values taken from simulations at the
moment when the crack starts to grow. The diagram on the right is a magnification of the points with larger initial crack length. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)

F(a/b) =


2b

πa
tan

πa

2b

0.752 + 2.02(a/b)+ 0.37

1 − sin πa

2b

3

cos πa
2b

, (27)

with better than 0.5% accuracy in F(a/b) for any a/b. The width of the specimen is b = 1 µm, Young’s modulus is
set to E = 93 GPa, Poisson ratio to ν = 0.3, the material density to ρ = 4140 kg/m3 and the critical energy release
rate to Gc = 1.2 J/m2.

The load on the specimen is increased slowly with time until the crack starts to grow. We again take the drop in the
time step resulting from the time adaption scheme to determine the moment of crack growth initiation in the phase
field simulation. The corresponding critical stress is presented in Fig. 9 for both mesh and phase field induced initial
cracks, for different initial crack lengths a and two values of the length scale parameters l. The results are compared
with the theoretical stress at which G = Gc. For the latter, Eqs. (17) and (18) are combined to give

σc =


Gc E

1 − ν2

1
√
πa

1
F(a/b)

. (28)

We impose the critical stress as boundary condition in a second, purely elastic simulation without phase field to
determine the energy release rate using the J -integral method. For the evaluation of J , we use the commercial tool
COMSOL Multiphysics R⃝. For the presented setting J is a path-independent line integral. Given a counterclockwise
path S around the tip of a crack, it reads

J =


S


w dy − ti

∂ui

∂x
ds


, (29)

with the length increment ds along the contour Γ , the strain energy density w =
 εi j

0 σi j dϵ′i j and the traction vector
ti = σi j n j in normal direction n = ni ei to the path [1]. For the given setting of a linear elastic material under quasi-
static conditions, the magnitude of the J -integral is equal to the energy release rate, J = G. The so computed energy
release rates are plotted in Fig. 10.

In order to explore the influence of the length scale parameter l on the predictions of the phase field method more
closely, simulations with l ranging from 0.005 b to 0.0005 b are run for an initial crack length of a = b/2, including
both methods of introducing the initial crack. The resulting energy release rates are shown in Fig. 11.

5. Discussion

5.1. Pure bending specimen

Comparing the critical angle extracted from simulations with the analytic solution in Fig. 5 in the unstable regime,
we observe a non-negligible discrepancy between 13.3% and 14.6% for computations with a mesh induced initial
crack. As will be shown for the single edge notch specimen, this discrepancy does not result from the mesh or the
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Fig. 10. Normalized energy release rates G/Gc at crack growth initiation computed via the J -integral method against initial crack length a for two
values of the length scale parameter l and both methods of introducing the initial crack.

Fig. 11. Normalized energy release rates G/Gc computed via J-integral method against length scale parameter l for both methods of introducing
the initial crack.

staggered numerical implementation. We attribute it to an initial build-up phase required to create a region of d = 1
at the crack tip, that significantly postpones the crack initiation in the sense of an evolving phase field.

In contrast, the numerical results for the phase field induced initial crack are in very good agreement with the
analytic ones for the case of unstable crack growth, see Fig. 6. The error in θc is always below 2.1% in the unstable
regime.

In the stable regime, the results from the two methods of introducing the crack are closer to each other, when
the data is extracted during crack growth. This agrees with our expectations, since in both cases the growth of the
crack is described through the same extension of the non-zero phase field region. However, there is a slight offset
between numerical and analytical data, even for the phase field induced initial crack. One reason for this difference
might lie in the non-unique way that the length of a phase field crack may be measured during crack growth, resulting
from the continuous increase of the order parameter at the crack tip from zero to unity. To make this point clearer,
some numbers shall be given here. For all bending specimen calculations, the crack tip was defined to be located at
d = 0.95. However, if we measure the crack tip instead at d = 0.5 (d = 0.1), the crack length would be longer by
∆a ≈ 0.005 b (∆a ≈ 0.018 b). To estimate, how large the effect of the criterion on the error in terms of the bending
rotations is, we compute the Taylor expansion of Eq. (25) to first order in a yielding

∆θc =

 4
πa

1
F(a/b)


−


1
a

+
1
b

F ′(a/b)

F(a/b)

 
h

b
+ S(a/b)


+

1
b

S′(a/b)


×


Gc

E
(1 − ν2)∆a. (30)

For a crack length of a = 0.914 b and an error of the crack length of ∆a ≈ 0.005 b (∆a ≈ 0.018 b), taken from a
simulation with a phase field induced pre-crack, this gives a relative error in the angle of around ∆θc/θc ≈ 5.4%
(∆θc/θc ≈ 19.5%). The actual relative error from a phase field computation with a crack of this length is
|θnum

c − θana
c |/θana

c ≈ 18%. The uncertainty in measuring a is therefore believed to contribute a significant fraction
of the discrepancy between the results from the phase field calculation and that from the fracture mechanics analysis
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of the problem based on Eqs. (17), (19) and (20). This issue is also further discussed in Section 5.2 for the stretch
specimen. In the unstable regime, we observe good agreement for the phase field induced crack. The energy release
rate is only slightly underestimated, by less than 10%. In contrast, for the mesh induced initial crack, G deviates from
Gc by around 25%. In the stable region, both methods of introducing the crack give results that lie very close to each
other.

A second contribution to the discrepancy may come from finite values of the order parameter in regions far away
from the crack. It is notable that the order parameter is perceptibly above zero in the ligament ahead of the crack tip.
For example, in the example mentioned above with a = 0.914 b, the order parameter is d = 0.01, if extracted at
the compressive fiber on the right hand side of the specimen in the extension of the crack. Treating d as a damage
parameter in the sense that we can define an effective elastic modulus given by E∗

= (1 − d)2 E [33], this would
mean a decrease of around 2% for the stiffness of the material. Given that this location is more compliant, the applied
moment required to bend the specimen by a certain angle is decreased. This means, that the actual stress acting at
the crack tip, is lower than expected for a given bending angle. For the simulations with a mesh induced initial crack,
the value of d is larger by around 5% at the free surface beyond the ligament leading to a decrease in stiffness of the
same order. It is difficult to estimate if this small difference can explain the slightly larger offset for the mesh induced
initial crack. An additional influence could come from the initially unstable crack growth even in the stable regime,
as described below. The growth velocity affects the shape of the phase field, as for example mentioned in [11], and
could therefore also have an impact on the results.

Interestingly, although the critical bending angle is generally overestimated for these points, the energy release
rate is quite accurate. We ascribe this to a compensating effect due to the underestimation of the bending moment, as
described above. The non-zero values of d at presumably intact regions, leading to this underestimation, are strongly
dependent on the history of the calculation due to the irreversibility condition in H. For the mesh induced initial
crack, where crack initiation generally starts later than it should, regions away from the crack may experience higher
stress than for the phase field induced initial crack. Hence, in this case, the order parameter should be slightly larger
in intact regions. To verify this hypothesis, we pick one simulation for each method of describing the initial crack,
find the times where the crack has grown to the same extent and study the magnitude of d in regions away from the
crack. We find, that for the mesh induced initial crack the order parameter is larger by around 3–5% in intact regions.
This may lead to the larger offset of the data points associated with stable growth in Fig. 5 compared to Fig. 6. The
argument might also explain the discrepancy in computing G, if we assume that the overestimation of the crack length
a, as defined through the order parameter d , has a more dominant effect than the underestimation of σ .

Two mechanisms leading to deviations of the numerical results are identified, that apply to the situation of a phase
field induced initial crack or when the crack is already growing from a mesh induced initial crack. A global one
stemming from a non-zero phase field at locations that should actually be perfectly intact and a local one from the
inaccuracy of measuring the crack length. Both issues, in particular the latter one, can be eased by choosing a smaller
length scale parameter l. As described above, for the value of l = 0.005 b that we used, the outcome of the simulations
is in good agreement with solutions from classical fracture mechanics.

In contrast, crack initiation for a mesh induced initial crack occurs always with a significant delay. Both the energy
release rate and the critical bending angle are therefore overestimated. An overestimation of the critical failure load
was also reported by Bourdin [34], who presents a backtracking algorithm in order to overcome this deficiency. We
believe this to be a result of an initial build-up phase, which the phase field has to undergo before true crack growth can
initiate. As a matter of course, this build-up is not required if the initial crack is already described through the phase
field. A critical consequence of the initial overestimation of Gc is a predicted crack growth that is always initially
unstable. This can also be observed in Fig. 5. The yellow data point at the tail of the arrow, used as the starting point
for the stable results depicted by red, gives an initial spurt of crack growth that directly jumps to the first stable result
(in red) without significant change of the bending angle (horizontal arrow). This behavior is not found with the phase
field induced initial crack. In this case, the simulation predicts entirely stable crack growth when the initial crack
length is in the stable regime. For this reason, the yellow and red data points in Fig. 6 lie on the same curve. This
finding undermines the claimed capability of the fracture phase field method to find and accurately describe crack
initiation at arbitrary locations in a specimen.
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5.2. Single edge notch specimen

The most accurate results in terms of the predicted critical stress, shown in Fig. 9, are obtained in this case with the
phase field induced crack and l = 0.001 b. The relative error ∆σc = (σ

phase field
c − σ

analytic
c )/σ

analytic
c of the critical

stress σ phase field
c resulting from the phase field simulations with respect to the calculated one, σ analytic

c , from Eq. (28)
ranges between 0.4% and 5.2%. Computations with l = 0.005 b generate predictions with a similar accuracy for both
the phase field and mesh induced crack of up to 11.8% and 11.3% respectively. However, the least accurate results
of ∆σc ≈ 14.5% are obtained from the mesh induced crack with the smaller value of the length scale parameter
l = 0.001 b. This behavior is unexpected since it does not allow the improvement of predictions from phase field
simulations by choice of numerical parameters that result in a better shape of the phase field more closely resembling
the discrete nature of a crack. This is further discussed in terms of energy release rates G below.

As can be seen in Fig. 11, the predictions of the phase field simulations with respect to the obtained value of
G are quite satisfactory for the case of a phase field induced crack and a small length scale parameter l. This was
already reported in [16], see in particular FIG. 6 of their work. For example, the computed energy release rate G for
l = 0.001 b is only 1.6% below the critical one Gc. For the corresponding simulations with different initial crack
lengths a, the relative error ∆G = (G − Gc)/Gc ranges between 0.2% and 4.5%. The energy release rate is slightly
underestimated for very small and large cracks, as shown in Fig. 10.

The tendency is the same for l = 0.005 b, but the results become less satisfactory. The energy release rate G lies
around 11% to 30% below Gc. This underestimation is again attributed to the overestimation of the crack length due
to the diffusive representation of the crack in the phase field method. For example, in the simulations with l = 0.005 b,
the phase field drops to d = 0.5 (d = 0.1) at a distance of ∆x = 0.011 b (∆x = 0.027 b) from the crack tip when
crack growth is just about to start. By varying the crack length in J -integral computations, we find that a difference in
the crack length of ∆a ≈ 0.02 b can lead to an approximate change in G of 17%. This is in the range of the relative
error ∆G.

The effect is less pronounced for cracks close to half the width of the specimen. For small cracks, the slope of the
critical stress σc against the crack length becomes larger (see Fig. 9) so that small differences in the crack length have
a stronger impact on the resulting σc. In the case of large cracks, the relative inaccuracy of the width ∆(b − a) of the
ligament connecting the upper and lower part is increasing, which makes the computation of the critical stress less
precise.

The simulations with a mesh induced initial crack show a similar, though slightly attenuated behavior. However, as
before, there is a noticeable offset of 16% to around 20% between the computed energy release rates and the critical
one for l = 0.001 b. Moreover, the discrepancy is even intensified for smaller values of the length scale parameter l,
as observable in Fig. 11, so that convergence towards the actual value of Gc is not observed. As for the pure bending
specimen, we attribute the overestimation of Gc to an initial build-up of a non-zero phase field region. This presents
an intrinsic drawback of the formulation since it postpones the actual crack initiation. To exclude any influence of the
mesh, e.g. by not sufficiently resolving the singular stress field at the crack tip, we repeatedly reduce the element size
around it. Even for an element size of h ≈ 6 ∗ 10−6 b around the crack tip an improvement in terms of an earlier crack
growth initiation is not recognizable.

To ensure that the error is not an outcome of the staggered implementation scheme, we extract data from a similar
simulation with a monolithic solution scheme, found in Fig. 12 of [3]. In contrast to our own simulations, the results
of the corresponding work are generated with displacement controlled boundary conditions. We insert the critical
displacements uc taken from the diagrams as boundary conditions and compute the energy release rate via the
J -integral. The results overestimate Gc by a factor of 19% to 24%, depending on the critical displacements (input
parameter is Gc = 2.7 ∗ 103 J/m2, extracted energy release rates are 3.22 ∗ 103 J/m2 and 3.35 ∗ 103 J/m2). This is
even slightly higher than our results.

6. Conclusion

In this work, a study on the accuracy of predictions from a fracture phase field formulation on crack growth
initiation is undertaken and compared with relations from fracture mechanics. We investigate the influence of the
numerical length scale parameter l, determining the width of smoothing of the represented crack, and two methods of
introducing an initial crack. Two setups are examined, a pure bending specimen and a single edge notch specimen.
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Due to requirement of a fine mesh for small values of l, the model is implemented in a parallelized finite element
computer code supporting both mesh and time adaption.

We find that results of the phase field simulations are in very good agreement if l is small and the initial crack is
induced as a heterogeneity in the phase field through an initially non-zero history field (phase field induced initial
crack). Predictions become less satisfying for large values of l. In situations, where the initial crack is prescribed
through free surfaces of the mesh (mesh induced initial crack), predictions from the phase field simulations deviate
significantly from analytic relations found in the literature. This is neither a consequence of an overly coarse mesh,
nor of the staggered implementation scheme, and can also not be resolved using a smaller value of l.

Due to the advantages of the phase field approach for simulating complex crack topologies and in coupled
applications with multiphysical phenomena, the method is worth considering as an alternative or in addition to
established discrete fracture techniques. Accurate results should be obtained if initial cracks are introduced in the
manner described above, i.e. with a phase field induced initial crack with a small value of l. However, small values of
the length scale parameters l pose computational demands that must not be underestimated and the step of reducing
the numerical effort by choosing larger values of l must be taken with care. Considering the results from the mesh
induced crack, the capability of the presented fracture phase field formulation to find and accurately describe crack
initiation at arbitrary locations in a specimen is disproved. To overcome this difficulty, further development of the
method is required.
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Appendix

A.1. Finite element implementation

In order to obtain numerical solutions of the system of partial differential equations by means of a finite element
method, Eq. (12) was time integrated using an implicit Backward-Euler method and then, along with Eq. (10), cast
into the form

Gd(d,u) =


B

dV


Gc

l
+ 2H


d δd +


B

dV Gcl ∇d · ∇(δd)− 2


B
dV H δd = 0, (A.1)

Gu(u, d) =


B

dV
ρ (u − un)

∆t2
n+1
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
B

dV
ρ (un − un−1)

∆tn+1∆tn
δu +


B

dV σ : δε −


∂B

dS t̄ · δu = 0. (A.2)

Here δd and δu are variational test functions as used in the Galerkin method, un and un−1 denote the displacement
field of the last and second last time step tn and tn−1 respectively, and ∆tn+1 and ∆tn are the corresponding time
step sizes. Quantities without index are taken at the current time tn+1. The coupling between the weak forms for the
phase field d and displacement u is hidden in the definition of the stress and history fields. We solve the equations
in a staggered fashion, replacing Gd(d,u) and Gu(u, d) by Gd(d | u) and Gu(u | d) respectively, and treating u as
a parameter for the solution of d and vice versa. We iterate using the Newton–Raphson method, utilizing linearized
weak forms (cf. [35]) with respect to their first variable, namely

Lin[Gu] = Gu + Du[Gu] ≈ 0, (A.3)

Lin[Gd ] = Gd + Dd [Gd ] ≈ 0, (A.4)

with the linear increments of the weak forms given by

Du[Gu] =


B
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B

dV δε : C : ∆ε, (A.5)
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B

dV Gcl ∇δd · ∇∆d, (A.6)
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in terms of the linear increments of the displacement and phase field, ∆u and ∆d respectively. The increment of the
strain ∆ε is defined in analogy to Eq. (7), replacing u by ∆u, and the fourth order stiffness tensor is given through
C := ∂σ/∂ε. We follow a similar approach as in [36] to express it in terms of eigenvalues λi and eigenvectors νi of
the strain tensor

C =

3
a,b=1

∂sb

∂λa
νb ⊗ νb ⊗ νa ⊗ νa +

1
2


a,b=1
a≠b

sb − sa

λb − λa
(νa ⊗ νb ⊗ νa ⊗ νb + νa ⊗ νb ⊗ νb ⊗ νa) , (A.7)

with si denoting an eigenvalue of the Cauchy stress tensor. Due to the isotropy of the free energy potential,
the eigenvectors of the stress and strain tensor are co-linear and the eigenvalues may therefore be expressed as
si = ∂ψ/∂λi . Inserting (9), we write the terms in the above sum explicitly as
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+ 2G

⟨λb⟩− − ⟨λa⟩−
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. (A.9)

In cases, where eigenvalues are zero or equal, the above expressions are understood in an asymptotic sense. Namely,
it can be shown that as a denominator approaches zero, the corresponding enumerator tends to zero at the same rate.
Each of the terms in Eqs. (A.7)–(A.9) is therefore well-defined and no singularities occur.

Eqs. (A.5) and (A.6) are discretized by substituting the fields, test functions and increments through linear
combinations of shape functions N j and nodal values D j by

u ≈ uh
=

N
j

N j (x)Du
j = NDu, δu ≈ NδDu and ∆u ≈ N∆Du, (A.10)

as well as

d ≈ dh
=
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j

N j (x)Dd
j = NDd , δd ≈ NδDd and ∆d ≈ N∆Dd . (A.11)

They are then cast into matrix form as Ru + Kuu∆Du
= 0 and Rd + Kdd∆Dd

= 0 with the residual vectors and
tangent matrices given by
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for the conservation of linear momentum and

Rd =
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dV
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l
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M Dd
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
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dV gcl BT B Dd , (A.14)

Kdd =


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dV
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l
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
M +


B

dV gcl BT B, (A.15)

for the evolution of the phase field. Here, σ h and Hh are the approximations to the Cauchy stress and history field,
M = NT N is the so called mass matrix at unit density, and B and S are ordered representations of tensors defined
through ∇d ≈ ∇dh

= ∇(NDd) = (∇T N)Dd
= BDd and ε = sym[∇u] ≈ sym[∇uh

] =
N

j sym[N j (x)Du
j ] =N

j S j Du
j = SDu.
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A.2. Mesh adaption scheme

The refinement and coarsening conditions described in Section 3 are implemented in a mesh adaption scheme,
which runs over all elements and flags them correspondingly. For each element, the algorithm performs the following
steps:

1. Loop over all quadrature points qi ∈ Q and find the maximum energy and gradient norm maxqi ∈Q ψ+

mech and
maxqi ∈Q |∇d|.

2. Compute the element size h as the maximum element diameter divided by the root of the number of dimensions.
3. Compute the threshold energy for refinement and coarsening

(a) If h ≤ hmax, ψ refine
thresh = ψ̃thresh(h) and ψcoarsen

thresh = ψ̃thresh(h/2∆n).
(b) Else, ψ refine

thresh = ψ̃thresh(hmax) and ψcoarsen
thresh = ψ̃thresh(hmax/2∆n).

4. For every element, set refinement and coarsening flags according to the following rules:
(a) If maxqi ∈Q ψ+

mech > ψ refine
thresh and h > hmin, flag for refinement.

(b) Else if maxqi ∈Q |∇d| > k1/h, flag for refinement.
(c) Else if maxqi ∈Q ψ+

mech < ψcoarsen
thresh and maxqi ∈Q |∇d| < k2/h, flag for coarsening.

(d) Else, clear any refinement or coarsening flag.

After having gone through all elements, the algorithm may flag further elements to generate a smoother mesh
and to avoid unfavorable element groupings, e.g. isolated refined elements, that may lead to degradation of the
numerical approximation. Elements flagged for refinement are then divided into four (eight) new 2D quadrilateral
(3D hexahedral) elements. Hanging nodes, i.e. nodes that belong only to one of their adjacent elements, are treated by
appropriate constraints. The algorithms for these steps are provided by deal.II.
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