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a b s t r a c t

In online social networks (OSN), users quite usually disclose sensitive information about themselves by

publishing messages. At the same time, they are (in many cases) unable to properly manage the access

to this sensitive information due to the following issues: (i) the rigidness of the access control mecha-

nism implemented by the OSN, and (ii) many users lack of technical knowledge about data privacy and

access control. To tackle these limitations, in this paper, we propose a dynamic, transparent and privacy-

driven access control mechanism for textual messages published in OSNs. The notion of privacy-driven is

achieved by analyzing the semantics of the messages to be published and, according to that, assessing the

degree of sensitiveness of their contents. For this purpose, the proposed system relies on an automatic

semantic annotation mechanism that, by using knowledge bases and linguistic tools, is able to associate

a meaning to the information to be published. By means of this annotation, our mechanism automati-

cally detects the information that is sensitive according to the privacy requirements of the publisher of

data, with regard to the type of reader that may access such data. Finally, our access control mechanism

automatically creates sanitized versions of the users’ publications according to the type of reader that

accesses them. As a result, our proposal, which can be integrated in already existing social networks,

provides an automatic, seamless and content-driven protection of user publications, which are coherent

with her privacy requirements and the type of readers that access them. Complementary to the system

design, we also discuss the feasibility of the system by illustrating it through a real example and evaluate

its accuracy and effectiveness over standard approaches.

© 2016 Elsevier B.V. All rights reserved.
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. Introduction

Online social networks (OSN) such as Twitter, Facebook,

oogle+, Myspace, etc., are platforms where people interact with

ach other by publishing messages. In these platforms, users can

uild their own social circles of friends and join social groups

r communities. In these groups and communities, strangers may

onnect with each other according to their common interests,

iews or activities [1]. In social networks, users spend most of

heir time in publishing or accessing information about such activ-

ties. Very frequently, the published content may contain sensitive

ata such as date of birth, political views, religious views, medical-

elated information or others.

Publicly shared content containing that sensitive information

an be easily revealed by means of messages, profile data or so-

ial apps (like games). This data may portray a person’s social or
∗ Corresponding author. Tel.: +34 977 558270; fax: +34 977 559710.
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nner life [2], which constitutes a serious privacy issue. Social net-

orks such as Facebook1 and Twitter2 consider trusted and non-

rusted users as friends [3], but the trust of such friends cannot be

easured [1]. As a result, sensitive information may be revealed to

on-trusted users. Moreover, Johnson’s analysis [4] concludes that

he majority of users are more concerned with internal threats of

rivacy (i.e., from friends) rather than strangers. For this reason,

ost of the OSN friends are considered untrustworthy to share

ensitive information. On the other hand, according to the Euro-

ean Union Agency for Fundamental Rights & Council of Europe [5],

his sensitive information needs to be protected from untrusted

hird parties, because it can be exploited by such parties for their

wn benefit [6].

In the last few years, OSNs (such as Facebook) introduced some

easures to improve users’ privacy by implementing access con-

rol features. In order to incorporate such access control, the user
1 http://www.facebook.com
2 https://twitter.com/

ontrol in social networks by means of automatic semantic anno-
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profile is broken down into small customizable elements [7]. In

order to manage the access to related resources, the information

can be classified as “public”, “private”, “friend” or “friend of friend”

[8]. According to Aïmeur et al. [7], these features are unreliable or

fail to provide desirable results, because they are not fully under-

stood [9] or it is difficult for the users to manage them correctly

[4]. Furthermore, while configuring privacy settings, users need to

perform a tedious job of defining policies for each user, type of

resource and to classify those resources.

In order to overcome these shortcomings, the scientific com-

munity has proposed some access control solutions (Masoumzadeh

et al. [10] & Carminati et al. [11, 12]) that take into consideration

the type of resources to be protected (e.g., photos, videos, wall

messages, etc.) before allowing/rejecting an access request. These

methods rely on ad-hoc structures (i.e., application ontologies) that

provide a preliminary modeling of the resources. In order to man-

age the access control, the users or the OSN administrators need

to define access control rules for each resource type. The proposed

solutions bear some limitations. On one hand, the classification of

resources is coarse grained, fixed and rigid. Similarly, access control

policies are applied as a whole on the object or resource, regard-

less of their actual contents or sensitiveness. As a result, the access

to the resource is binary, that is, complete access or complete re-

striction. For example, if a user declares WallMessages as private for

a special group of friends, all the published messages will be hid-

den from that category of friends, regardless the messages contain

any sensitive information or not. Furthermore, it is usually difficult

for the users to configure the access control policies, since they

may not be familiar with such notations and privacy issues.

In order to address the limitations introduced above, in this pa-

per, we present a new scheme to enforce access control over re-

sources published in social networks. We next summarize the main

contributions of our work:

• We propose a transparent, dynamic and privacy-driven access

control mechanism. Privacy is ensured by automatically pro-

tecting the content of messages to be published according to

the privacy requirements of the publishers. The privacy require-

ments are defined by stating the type of information and the

level of detail that is allowed to be accessed by each type of

publisher’s contact within the OSN. Contrary to access con-

trol policies defined over specific resources, such requirements

are only defined once in a generic way and can be intuitively

stated. Moreover, the user does not need to have a priori pri-

vacy notions.

• Contrary to related works, the privacy assessment is performed

by semantically analyzing the contents to be published in an

automatic way. Moreover, instead of evaluating the privacy for a

resource (e.g., a publication) as a whole, our approach examines

the privacy risk of each part of the resource individually (i.e.,

each textual term in a message).

• The semantics that drive the privacy assessment are gathered

by means of an automatic semantic annotation process, which

relies on available knowledge bases (i.e., DBPedia3) and several

linguistic tools.

• In contrast to the binary access control policies proposed by

other researchers (which just completely allow or deny the ac-

cess to a resource), our access control enforcement provides

each type of reader with a sanitized version of the original pub-

lication that is coherent with the privacy requirements speci-

fied by the publisher for that type of reader. The different san-

itized versions are semantically coherent with regard to the

original publication, and are created automatically according to
3 http://dbpedia.org/About
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tation, Computer Communications (2016), http://dx.doi.org/10.1016/j.co
the semantic annotation process and the privacy risk assess-

ment.

The rest of this paper is organized as follows. In Section 2

e review the available literature on this topic. In Section 3 we

resent our access control mechanism and give a detailed descrip-

ion of its different components and how potential policy conflicts

re managed. Section 4 illustrates the feasibility of the proposal

hrough a real example. In Section 5 we evaluate the system, un-

er the perspectives of feasibility, scalability and accuracy of the

rivacy protection. Finally, in Section 6 we provide some conclu-

ions and present some lines of future work.

. Related work

As introduced in the introduction, OSNs incorporate limited ac-

ess control features in order to manage sensitive publications.

ore specifically, Facebook incorporates an option to split a list

f friends into different categories, which are family friends, close

riends, OSN groups or within the customized list of friends [4]. As

result, a user can specify the allowed categories before sharing

er publications. However, such efforts are not practical enough

ecause of the following reasons: (i) the burden of configuring

his access control for each publication, which requires knowledge

bout the privacy risks inherent to the publications and (ii) the

ack of flexibility of the system, because it is either granted or for-

idden access to each publication. In fact, according to the survey

onducted by Liu et al. [13], only a 37% of the users are satisfied

ith this kind of privacy settings.

Researchers have also contributed to enhance the privacy of the

sers in OSNs. As a result, Carminati et al. [11, 12] categorized

sers and resources in an ad-hoc ontology in order to annotate

SN-related publications and modeled their relationships. In both

chemes, the access control is enforced according to the relation-

hips modeled in the ontology, and it is based on the trust level,

ype and depth of the relationships within users. Similarly, in Ma-

oumzadeh et al. [10], the authors proposed a social network on-

ology to categorize different types of resources (e.g., photos, mes-

ages, etc.). Moreover, an access control ontology was also pro-

osed in order to model the access control policy rules. In other re-

ated schemes, Pang et al. [14, 15] modeled users, their social rela-

ionships and their publically shared information (e.g., profile data

nd their publications) within different graphs. In this scheme, the

ccess control is managed by means of policies that contain con-

traints and access rules for target users on the content that is

ublically shared by the owner. Access control is thus enforced

y following the interrelationships of the users and their shared

ontent within the graphs, and access decisions are taken accord-

ng to rules defined in the policy. The solutions proposed by these

uthors have some common limitations. They are not flexible to

odifications in the ontology, profiles or other contents, because

hey should undergo with a lot of manual changes in the ontol-

gy and also in the annotation of resources. Moreover, there is no

echanism defined to evaluate the sensitiveness of the resources,

hich leads the system to provide a coarse grained access. There-

ore, the access to the resource is binary, that is, complete access

r complete restriction. Besides, a lot of manual management by

he users and the social network administrator is required in order

o configure policies for each type of resource.

In another scheme, Cheng et al. [8] proposed a relational ac-

ess control model, which is based on the concept of user to user

nd user to resource-based relationships. They proposed a regular

xpression-based language in order to specify access control pol-

cy rules. Moreover, they developed a path checking algorithm to

etermine relationships among the users and the resources from

social graph. In this solution, access is granted based on the
ontrol in social networks by means of automatic semantic anno-

mcom.2016.01.001
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elational policy defined among users and resources. As a result,

ccess control can only be enforced if there is a direct relation

f users and resources. Therefore, users need to perform a te-

ious job of defining a policy rule for each type of user and re-

ource. In Villata et al. [16], the authors propose an access control

echanism based on a predefined vocabulary of sensitive terms.

user can customize her vocabulary of sensitive information and

efine access privileges for each reader. This mechanism is based

n the ISICIL4 social platform. This scheme improves (a specific as-

ect of) the models explained in previous paragraph, as it man-

ges the access by semantically analyzing the text in order to find

ensitive information. However, this scheme is static, as it only

rotects the limited information defined in the vocabulary, which

ncludes profile data and some other information, such as time

nd place. Furthermore, the publisher has the burden of defin-

ng these vocabularies and policy rules for each user. Finally, She-

ab et al. [3] proposed an access control mechanism in order to

rotect user’s profile data from OSN applications (like games). In

his mechanism, each user specifies profile attributes (e.g., date of

irth, religion, etc.) that needs to be shared with OSN applications,

nd defines a level of access for each attribute. In this mecha-

ism, a user manually configures profile attributes for each OSN

pplication and, thus, the privacy protection is limited to profile

ata.

Bourimi et al. [17] proposed an interesting approach within the

ontext of the European project Digital.Me that is related to our

cheme. In this approach, privacy recommendations are triggered

or social network users by analyzing semantic information dis-

losed within the OSN. For this purpose, the semantic equivalence

mong contacts is detected from profile data, in order to tackle

inkability issues. However, this approach only triggers recommen-

ations and does not sanitize sensitive information automatically.

oreover, it relies on profile ontologies and only deals with the

rofile attributes of the users and does not consider the sensitive

nformation that may appear in the users’ publications.

Summarizing, most of the previous approaches do not consider

he content of the published data and/or they requires a lot of

anual effort to configure the access to the resources individually.

n contrast, our system is able to automatically assess the seman-

ics of data without relying on ad-hoc structures, but just on a gen-

ral purpose knowledge base (which is provided by the system).

hen, the sensitive information of user’s publications is automat-

cally detected according to the semantics of the information and

he privacy requirements of the user for each type of reader (which

re just defined once). Accordingly, in order to ensure the user’s

rivacy, it automatically protects the sensitive information by gen-

rating sanitized versions of the publications that are provided to

ach type of reader. As a result, the privacy enforcement is trans-

arent both to publishers and readers, thus requiring no admin-

strative efforts at the publication time. In addition, the proposed

ccess control policies are flexible enough to be integrated into any

ocial network.

. Our proposal

As shown in Fig. 1, the actors involved in our system are the

ublisher of a message, the reader of that message and the social

etwork, which provides the framework. The publisher is responsi-

le for specifying her privacy requirements and to publish data in

he social network. The reader is the one who initiates a request for

ccessing to the published content; as a result, he gets a sanitized

ersion of the publication in coherence with the publisher’s privacy

equirements with regard to him. The social network is in charge
4 http://isicil.inria.fr/

l

a

p
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tation, Computer Communications (2016), http://dx.doi.org/10.1016/j.com
f controlling the whole process by (i) semantically annotating the

essages submitted for publication and (ii) enforcing publisher’s

rivacy by creating semantically-coherent sanitized versions of the

ublished content according to the type of reader. To tackle these

asks, two components are incorporated, respectively, in the social

etwork: the annotator and the monitor. The following workflow of

he system is explained with regard to Fig. 1.

In order to define her privacy requirements, the publisher spec-

fies the level of content disclosure allowed for each type of con-

act in the social network in a generic way (e.g., only family contacts

an know her sexual orientation). These requirements are stored as

rivacy rules (e.g., Pr1, Pr2…….Prn), which are associated to each

ublisher in the privacy rule database that is managed by the so-

ial network. The specification of the privacy requirements of each

otential publisher is a process that is performed once, at the de-

loyment stage of the system; afterwards, the system applies them

or all of her future publications. The details of this process are ex-

lained in Section 3.2.1.

Once the privacy requirements are specified, the subsequent

orkflow of the proposed system is as follows. For a message m

o be published by the publisher u1, the annotator module analy-

es the text of the message by performing syntactic and semantic

nalyses in order to identify and semantically annotate the con-

ent. The resulting annotated message mo is stored in the anno-

ated content database within the social network. The annotation

ethodology of the annotator module is elaborated in Section 3.1.

fter that, when a reader u2 requests a message m of the publisher

1, the request is evaluated by the monitor module. The monitor

ssesses the content sensitiveness of the annotated version of the

equested message (mo), with respect to the privacy requirements

efined by the publisher u1, which are retrieved from the privacy

ules database. As a result, the monitor sanitizes the sensitive con-

ent of a message according to the level of disclosure allowed by

he publisher (u1) for the type of reader’s contact (i.e., u2) with re-

pect to the publisher. The resulting sanitized message (m′) is fi-

ally forwarded to the reader u2. The details of the monitor module

re explained in Section 3.2.

.1. Submitting a message for publication

The annotator module is invoked whenever the publisher sends

message m to be published by the social network. The message

ontents are processed by the annotator module in order to per-

orm the semantic annotation process. The formal semantics asso-

iated to the message content during the annotation are used in

later step to evaluate the sensitiveness of a publication, because

ur sensitiveness assessment is driven by the content of the mes-

age.

Within a discourse, nouns are the part of speech that provides

he richest semantics and usually carry the sensitive content [18].

herefore, the annotator module identifies the terms that are nouns

rom a given message, and then derives their semantics by as-

ociating them with a formal conceptualization. Since words may

ave multiple senses, there is a need to resolve the ambiguity by

hoosing the appropriate word sense that corresponds to the ac-

ual semantics of a message. Consequently, the annotator module

lso performs a word sense disambiguation to select the most ap-

ropriate sense in order to semantically annotate nouns. The activ-

ty diagram in Fig. 2 depicts the workflow of the annotator module

hat is explained in the following paragraphs.

Two different types of nouns that potentially carry sensitive

ata are distinguished: (i) proper nouns (usually referred as named

ntities (NEs)), which are instances of concepts (e.g., person names,

ocations, etc.), and ii) common nouns that refer to concepts (e.g.,

sensitive disease, a sexual orientation, etc.). The former are es-

ecially relevant from the privacy-preserving perspective, because
ontrol in social networks by means of automatic semantic anno-

com.2016.01.001
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Fig. 1. System architecture.

Fig. 2. Semantic annotation activity diagram.
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their specificity and the fact that they usually identify an individ-

ual (e.g., a person) may produce a privacy leak. In order to identify

them, we rely on a Named Entity Recognition package [19], which

is able to identify named entities and classify them into seven

categories: Time, Location, Organization, Person, Money, Percent and

Date. Since this package relies on the lexical regularities of named

entities (e.g., they are usually expressed with capital letters), rather

than on the syntactical structure of a sentence, no priori analysis

is needed to detect them. As a result of this process, the annotator

module stores the tagged NEs and passes the remaining text of the

message for further processing.
Please cite this article as: M. Imran-Daud et al., Privacy-driven access c

tation, Computer Communications (2016), http://dx.doi.org/10.1016/j.co
The second step of the annotation process consists on a Part-

f-Speech (POS) tagging of the remaining text, which aims at iden-

ifying the common nouns potentially referring to sensitive top-

cs (e.g., sensitive diseases). For this purpose, our system relies on

set of natural language processing libraries [20], which perform

entence detection, tokenization of terms, POS tagging and chunk-

ng. As a result of this step, noun phrases are identified.

In the next step, a Semantic Analysis is performed over the set

f noun phrases provided by the POS tagging module. This consists

n deriving the meanings of noun phrases by associating them with

he concepts to which they refer in the message, which will serve
ontrol in social networks by means of automatic semantic anno-
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s semantic annotation tags. To do so, our system relies on DBPe-

ia [21], which provides a structured representation of Wikipedia

rticles (called resources) and which are taxonomically classified in

he form of an ontology. Within DBPedia, the resources are classi-

ed into several knowledge bases such as the Wikipedia categories,

AGO and WordNet [21]. By exploring the classifications associated

o a resource, we are able to associate a conceptualization to the

oun phrases identified in the message that match with such re-

ources.

In order to explore these classifications, we exploit the onto-

ogical properties of DBPedia resources that map them with each

ther based on their common categories. To do so, we use SPARQL

22] as a query language and the Semantic Web API [23] for its im-

lementation. Accordingly, the SPARQL query is customized in the

ollowing order:

i. First it determines the DBPedia resources that contain a noun

phrase identified in the message as a substring in its title (e.g.,

for a noun phrase like Apple we can have DBPedia resources

such as Apple, Apple_inc, Apple_iOS, etc).

ii. Then, for each resource determined in step one; it derives a

list of other resources that are linked with them on the basis

of their relational properties (e.g., Apple ingredient_of Fruit, Ap-

ple_inc developer Mac_OS, where ingredient_of and developer are

the properties and their ranges are other resources). As a result,

an extended list of resources is gathered, which includes the re-

sources that are semantically related to those retrieved in step-i

by simple keyword matching. With this step, we aim to extend

the number of possible conceptualizations of the noun phrase,

which will be useful to derive the semantics of the noun phrase

in the message and, thus, to annotate it.

ii. Finally, the system determines the Wikipedia categories of the

resources gathered in step-ii (e.g., Wikipedia categories for Ap-

ple are: Apples, Malus, Plants with sequenced genomes and Honey

plants, whereas, categories for Apple_Inc are: Apple Inc, Com-

puter companies of the United States, Computer hardware com-

panies, Electronics companies, Steve Jobs and others).

As a result of the semantic analysis, a set of possible concep-

ualizations (i.e., each one representing a word sense) and their

axonomic categories are retrieved for each noun phrase. If sev-

ral conceptualizations have been retrieved, the most appropriate

ne (according to the sense) to which the noun phrase is refer-

ing within the message should be determined (e.g., for an am-

iguous noun phrase like Apple we get conceptualizations like Fruit

nd Apple_inc). To perform the Semantic Disambiguation, our sys-

em uses the other noun phrases in the message as contextual in-

ormation. Specifically, it calculates the semantic similarity of all

enses retrieved for all noun phrases, and selects the combina-

ion of senses (one for each noun phrase) that are, in aggregate,

he most semantically similar with each other. This strategy relies

n the hypothesis that, to be semantically coherent, the senses of

he noun phrases appearing in a sentence should refer to a com-

on topic (i.e., they should be semantically similar). This is in

act the premise of most semantic disambiguation approaches pro-

osed in the literature (developed around the senseval initiative

24]), which exploit the context of a term to identify its appropri-

te sense.

To compute the semantic similarity between senses, our system

elies on the taxonomic structure of DBPedia. Because the seman-

ic similarity between two concepts is understood as their degree

f taxonomic resemblance [25] (e.g., flu and pneumonia are sim-

lar because both are respiratory disorders), semantic similarity is

sually computed as a function of the commonalities and/or differ-

nces between their taxonomic ancestors. Specifically, in Sánchez

t al. [26] the authors propose to measure the semantic distance

i.e., the inverse to similarity) between two concepts a and b, as
Please cite this article as: M. Imran-Daud et al., Privacy-driven access c

tation, Computer Communications (2016), http://dx.doi.org/10.1016/j.com
he ratio between the number of taxonomic ancestors (T(a) and

(b)) that they do not share (as an indication of distance), di-

ided by the union of both ancestors’ sets (to normalize values

o the size of the sets of ancestors). The logarithmic function is

sed as non-linear smoothing of the differences between the com-

ared concepts (which better correlates with human assessment

f similarities/distances), and the (1+) factor is added within the

xpression to avoid Log(0) calculations (i.e., in case of synonyms

ith identical sets of ancestors) and to ensure that the distance is

ithin the [0..1] range [26]:

ist(a, b) = log2

(
1 + |T (a) ∪ T (b) − T (a) ∩ T (b)|

|T (a) ∪ T (b)|
)

(1)

By applying this measure to all pairs of senses amongst

ll the possible combinations of senses retrieved from DBPedia

or the noun phrases identified in the message, we can iden-

ify/disambiguate the most appropriate combination of senses as

he one that, in aggregate, results in the smallest semantic dis-

ance (i.e., the highest similarity). As a result, each noun phrase

s semantically annotated with the conceptualization associated to

he disambiguated sense. The result of the semantic annotation is

tored by the annotation module in the annotated content database.

his semantic information will be the base for assessing term sen-

itiveness and performing the privacy driven access control in the

ext stages.

.2. Accessing a message

In this section, we propose an access control system for mes-

ages published in the OSN, where the policies are seamlessly

efined by the owners of the resources, who are in charge of cate-

orizing their OSN friends and specifying their allowed level of ac-

ess to sensitive information. Note that the use of user categories is

nalogous to the use of roles in the well-known role-based access

ontrol (RBAC); therefore, our proposal can be considered to be in-

pired by the RBAC model but working in a discretional way [27].

Moreover, our system is flexible enough to be integrated in any

SN that implements publications, and it relies on existing OSN

rocedures in which an access request for a resource is monitored

or authorization. To do so, our system requires a monitor module

o be deployed in the OSN, which is responsible for the authoriza-

ion of reader’s access request for any given message. The monitor

rocesses each access request based on the following three inputs:

i) the annotated message of the publisher that a reader desires to

ccess, (ii) the reader classification with regards to the publisher

nd (iii) the publisher’s privacy requirements, which are defined

y her to manage the access to her publications.

In order to process an access request, the monitor module re-

rieves the requested annotated message from the annotated con-

ent database. This message is annotated with three tags (i) the

ublisher of a message, (ii) the co-publisher of a message (i.e., the

sers who are tagged by the publisher in the message because

he message content may refer to them), and (iii) the semantic

nnotations automatically defined by the annotator module (dis-

ussed in Section 3.1). The publisher and the co-publisher tags

re provided by a user who publishes the message in the so-

ial network (these tags are currently supported and managed by

ost OSNs). On the other hand, the semantic elements are calcu-

ated and stored in the annotated content database by the annotator

odule.

The monitor processes an access request by annotating the

eader according to the type of contact that he represents for the

ublisher. This contact type represents the nature of the relation-

hip between the publisher and her contacts (e.g., close friends,

amily friends, etc.), which are defined by the publisher by follow-

ng existing OSN settings and can be assigned while accepting a
ontrol in social networks by means of automatic semantic anno-
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user’s request for friendship. This categorization of friends reduces

the administrative efforts of the users that define the privacy re-

quirements for once on the whole group of friends, and the ac-

cess is automatically managed for all future publications. Based on

this reader annotation, the monitor assesses and manages an ac-

cess request by determining the reader’s type of contact with the

publisher, and by applying an appropriate privacy rule that is de-

fined by the publisher for that type of contact. These rules are

defined according to the publisher’s privacy requirements, which

define the level of disclosure of information for each type of con-

tact. According to such requirements, the system automatically

generates related rules and stores them in a local repository of

the social network. The definition of rules is a onetime process,

that is, at the time of creation of an account, and the system au-

tomatically manages all future access requests to the publisher’s

messages according to these rules. The process required to retrieve

the rules according to the privacy settings is detailed in the next

section.

3.2.1. Defining access rules according to users’ privacy requirements

An important goal of our system is to ensure the user’s privacy

while minimizing her administrative efforts to manage access to

her publications. To do so, our system facilitates the users to con-

figure their privacy requirements at the time of creation of OSN

account and, then, it automatically and seamlessly manages the

access to their publications according to these requirements. By

means of these requirements, the system defines a list of rules that

contains the access levels of disclosure to sensitive data for the

publishers’ types of contacts in the OSN. The following paragraphs

elaborate the process of rules specification and management.

The rules are defined according to three types of elements: (i)

the sensitive topics (ST), that is, the type of data that are sensi-

tive according to, for example, privacy regulations [28], ii) the con-

tact categories (CC), which are defined by the publisher, and iii)

the access level (AL), that is, the level of sensitive information dis-

closure allowed for a contact type. In our approach, the user can

choose the sensitive topics that she wants to protect from others

(e.g., religion, race, health, etc.) from a list provided by the system.

On the other hand, the user manages her OSN contacts by clas-

sifying them into distinct categories (as discussed in Section 3.2).

This categorization of friends is based on the level of trust. After

that, the user defines access levels by providing a list of terms

that represent the maximum degree of information disclosure for

each sensitive topic and each contact category (CC). By means of

that, each user can control the access to her sensitive data by

restricting the level of information detail that will be provided

to each type of contact. The following tuple represents an access

rule.

rulei ≡ < sti, cci, ali>

where a rulei ∈ Rules has the following elements: (i) a sensi-

tive_topic (sti), (ii) a contact_category (cci), and (iii) an access_level

(ali). Sensitive topics ST = {st1,st2, …, stn} could be any topic that is

considered sensitive. Contact categories CC = {cc1, cc2, …, ccm} are

those implemented by the OSN. Access levels AL = {al1, al2, …, alm}

are defined by terms representing the maximum level of informa-

tion disclosure for each element in CC. In the following paragraphs

we discuss each element in detail.

Definition 1. Sensitive topics (ST): A set of topics that are provided

by the system and may be sensitive (e.g., according to privacy leg-

islations) because it portrays the information about a user that can

be misused if disclosed to others.

For example, according to the European parliament and the

council of the EU [28] and the U.S. laws on medical data privacy
Please cite this article as: M. Imran-Daud et al., Privacy-driven access c

tation, Computer Communications (2016), http://dx.doi.org/10.1016/j.co
29], sensitive individual’s data is such that is related to medical

ealth, religion, race, politics and sexuality. In view of that, the users

an define their privacy rules related to these topics that are con-

idered as sensitive topics by our system.

efinition 2. Contact categories (CC): The users classify their con-

acts into distinct categories based on the level of trust. Examples

f CC can be close friends, friends, family, etc., as defined by the

SN.

This categorization is helpful in order to reduce the administra-

ive efforts of the users, because, by defining a rule for each cate-

ory of friends, the system can automatically manage the access to

ew members of this group or to users that can change between

ategories (e.g., a friend becomes a close friend). However, the pos-

ibility to define rules for specific individuals is also supported by

he system.

efinition 3. Access levels (AL): The publisher can restrict the ac-

ess to the contents of her publications by defining the allowed

evel of disclosure of information that is related to a specific ST,

nd by assigning it to each type of contact in CC. Thus, terms in AL

efine the maximum level of information that a reader of a certain

C type can access in any message of the publisher.

xample 1. A user Bob configures his privacy settings related to

edical health (that is ST), defines access levels AL by specifying

erms AL = {Disease, Hepatitis}, and classifies her OSN friends into

he following OSN contact categories CC = {close friends, family

riends}. Hence, the access level AL assigned to close friends is dis-

ase, whereas, the level of access for family friends is hepatitis. As a

esult, any publication of Bob that contains information about hep-

titis will not be completely disclosed to close friends (in fact, they

ill get a sanitized version of the message, as it will be explained

n Section 3.2.2). On the other hand, family friends will get the in-

ormation about hepatitis but not more specific details (e.g., types

f hepatitis B, hepatitis C). The following rules are generated as a

esult of these settings.

rule1 = <medical health, close friends, ‘diseases’>

rule2 = <medical health, family friends, ‘hepatitis’>

In the following examples, we illustrate the process of rules

efinition and their enforcement by the system.

rule3 ≡ < religion, friends, ‘religion’>

rule4 ≡ < religion, family friends, ‘Muslim’>

Rule3 restricts friends contacts to get any details of the pub-

isher’s religion (e.g., the publishers belief, sect, others), whereas,

ule4 permits the family friends to know that the publisher is Mus-

im, but anything more specific will be sanitized.

rule5 ≡ < sexuality, friends, null>

rule6 ≡ < sexuality, family friends, ‘homosexual’>

In rule5, the level of disclosure for friends is null, that is, friends

ontacts cannot get any information related to the sexual life of

he publisher. As a result, any information related to the pub-

isher’s sexual life will be sanitized from any publication accessed

y friends. In contrast, the rule6 permits family friends to know that

he publisher is homosexual but nothing more detailed.

The previous rules are defined at a conceptual level, as a func-

ion of the semantic annotation performed by the annotator mod-

le. Since the annotation process is also able to detect and classify

amed Entities (NEs), rules can be also defined in order to pro-

ect specific types of NEs (e.g., persons, locations, organizations, etc.)

that, due to their specificity, may reveal sensitive information.
ontrol in social networks by means of automatic semantic anno-
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Fig. 3. Taxonomic generalizations of Hepatitis.

Fig. 4. Access levels defined by Bob and Ted.
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rule7 ≡ < NE_person, strangers, null>

rule8 ≡ < NE_person, family friends, person_name>

rule9 ≡ < NE_location, family friends, location_name>

rule10 ≡ < NE_organization, family friends, organization_name>

Rule7 restricts strangers contacts to get any information that

efers to person names. However, rule8, rule9 and rule10 permits

nly family friends contacts to access the specific name of a per-

on, a location or an organization mentioned in the publications.

Notice that, according to the nature of the sensitive topics

onsidered in the requirements, the protection will focus on con-

dential data (e.g., sensitive diseases, sexuality, etc.), thus protect-

ng against attribute disclosure, or on identifying data (e.g., person

ames, locations etc.), thus protecting against identity disclosure.

.2.2. Enforcing flexible access control

As mentioned in Section 3.2.1, publishers manage their privacy

equirements by assigning a level of information disclosure to each

ontact type. To enforce the appropriate access to sensitive data

ccording to such requirements, the publisher’s messages are as-

essed for sensitiveness according to the type of reader that is

ccessing it. This sensitiveness is determined according to the

ollowing elements: (i) the contact type of the reader, (ii) their

llowed level of disclosure, as defined in the rules, (iii) the tax-

nomy associated to the access level (AL) term and iv) the seman-

ic annotations of the message. The contact type of the reader is

valuated in coherence with the privacy requirements of the pub-

isher, in which she categorized her friends in to distinct contact

ategories (CC). According to the contact type of the reader, the

ule assigned to them is retrieved from the privacy rule repository

which is managed by the social network). As a result, the access

evel (AL) assigned to this contact type is determined from the rule

ssigned to him. The taxonomy associated to access level terms is

etrieved from DBPedia. Finally, the annotated message of the pub-

isher is retrieved from the annotated content database.

The system measures the sensitiveness of each term in the mes-

age by comparing their semantic annotations with the assigned

evel of access allowed for the reader. To do so, the taxonomic

ranch of assigned access level term is retrieved from DBPedia, in

hich the top level node is the access level (AL) term. As a result,

ny content that lies under the access level node is considered as

ensitive for the reader and it is sanitized (i.e., replaced) with the

erm that is defined in AL, which defines the maximum level of

isclosure for that type of reader.

xample 2. By considering rule1 and rule2 defined in Example 1

Section 3.2.1), Bob publishes a certain text that contains the term

epatitis. Then, a contact named Alice, who is classified as a close

riend of Bob tries to access that message. The monitor intercepts

he request and it checks the rule assigned to the contact type

lose friend (i.e., rule1) in order to determine the level of access for

lice (which is diseases). Then, it retrieves the taxonomy branch

elated to diseases (shown in Fig. 3) from DBPedia and checks that

he term hepatitis lies under the AL (i.e., diseases). Finally, the mon-

tor sanitizes (i.e., replaces) the term hepatitis by the AL (i.e., dis-

ase) allowed to Alice and provides this sanitized message to her.

.2.3. Policy conflicts

In addition to the sanitization of messages, the monitor also

andles potential policy conflicts within the users. A conflict may

ppear when the publisher posts a message on another user’s

imeline or tags another user in her publications, because the mes-

age content may refer to the latter. To handle the privacy re-

uirements that may apply in such cases, in our system, the users

other than the publisher) who are associated with the content of a

ublication become the co-publishers of the publication and their
Please cite this article as: M. Imran-Daud et al., Privacy-driven access c

tation, Computer Communications (2016), http://dx.doi.org/10.1016/j.com
rivacy rules are also taken into consideration. However, the fact

hat several rules are associated to a message may cause a pol-

cy conflict between the publisher and the co-publisher(s), because

he publisher and co-publisher(s) may define different access lev-

ls for their types of contacts (e.g., close friends, friends, strangers,

tc.). As a result, there can be conflicting policies for their contact

ypes. In this situation, in order to fulfill all the privacy require-

ents, the strictest rule amongst those of the publisher and the

o-publisher(s) is the one that will be applied for their respective

ontact types. In practice, this means that the access level of dis-

losure that is higher in the taxonomic tree (i.e., the more generic

n terms of semantics and, thus, the one that imposes the strictest

estriction with regard to term sanitization) is the one that will be

onsidered to sanitize the message contents.

xample 3. Extending Example 1 and Example 2 (Section 3.2.1),

ob tags her friend Ted in a publication. As a result, Ted becomes

o-publisher of the message. Alice can be a common friend or a

tranger for Bob or Ted. The access levels defined by Bob and Ted

re depicted in Fig. 4.

Accordingly, the following rules are generated as a result of pri-

acy requirements of both users.

Rule ≡ < medical health, strangers, ‘illness’>
1-Bob

ontrol in social networks by means of automatic semantic anno-
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Fig. 5. Privacy requirements of a user in sample social network for the medical

health topic.
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Rule2-Bob ≡ < medical health, close friends, ‘disease’>

Rule1-Ted ≡ < medical health, close friends, ‘liver disease’>

In the following cases, we discuss the automatic resolution

strategy for the policy conflicts:

Case 1: Alice is a close friend of Bob and Ted

The access request by Alice to Bob’s publication, with Ted as a

co-publisher, produces a policy conflict; that is, there are two dif-

ferent levels of disclosure for Alice by the publisher and the co-

publisher of the message (i.e., Rule2-Bob and Rule1-Ted). In order to

resolve the conflict so that the privacy requirements of both Bob

and Ted are fulfilled, the monitor retrieves the taxonomic branches

(show in Fig. 4) of both ALs defined by the publisher and co-

publisher (i.e., disease and liver disease, respectively) and selects the

level that is more general, that is, higher in the taxonomic tree. As

a result, the level of disclosure disease is chosen by the monitor in

order to sanitize the message content for Alice.

Case 2: Alice is a stranger to Bob and a close friend of Ted

In this case, the level of access for Alice defined by Bob is illness,

whereas by Ted it is liver disease. By applying the same resolution

strategy as above, the sanitization of the content of the message

will be performed by using illness as access level.

4. Feasibility study

In this section, we illustrate the practical feasibility of our sys-

tem by analyzing the scalability of its different modules, and show

its behavior with an example framed within social network spe-

cialized in healthcare.

As already discussed in Section 3.2.1, it is also important to re-

call, that the specification of the privacy requirements (that would

be done just once, during the initialization of their user accounts),

is the only interaction that the system requires from the user. The

rules generated as a result of these requirements and the auto-

matic assessment of sensitive information that is driven by the se-

mantic annotation will provide the means to enforce a transparent

and automatic access control over all the subsequent publications.

These privacy requirements can be based on the sensitive topics

(ST) defined in current legislations on data privacy, such as the EU

Data Protection Act [28] (i.e., medical health, religion, race, politics

and sexuality), U.S. laws on medical data privacy [29] (which define

lists of sensitive diseases such as HIV, hepatitis, sexually transmit-

ted diseases, etc.) or the Health Insurance Portability and Account-

ability Act (HIPAA) [30] (which specifies the protection identify-

ing census features such as names, locations, etc.). Furthermore, the

topics can be chosen according to the thematic scope of the OSN.

Finally, the access levels (AL) to be defined for each topic would

match the number of contact categories (CC) in the OSN that is

3, in average, according to [11, 12]. Thus, the definition of privacy

requirements requires minimal manual efforts by the users.

To illustrate this, let us compare this with the configuration

burden of a standard approach in which the users would need

to specify the access permission for each publication and contact

type. To enforce the same level of access control that our sys-

tem provides in a standard OSN, the user would need to: (i) as-

sess the sensitiveness of the contents to be published for every

new message, (ii) for each message with sensitive contents, create

as many sanitized versions of the message as contact types with

different privacy requirements, and (iii) define the appropriate ac-

cess control rules, so that only allowed contact types can access

to the corresponding message. According to the Statistic Brain Re-

search Institute [31] and kissmetrics [32], on average, a Facebook

user publishes 90 pieces of content per month; from these, around

a 58% of the publications require privacy-conscious settings [13].

Thus, users should manually evaluate those 90 pieces in order to

identify which of them may cause privacy risks and protect the
Please cite this article as: M. Imran-Daud et al., Privacy-driven access c

tation, Computer Communications (2016), http://dx.doi.org/10.1016/j.co
2 (90∗0.58) pieces that, in average, are sensitive. If we consider

n average of 3 contact types, then the user would need to create

∗52 message versions and define 3∗52 access rules, in the worst

ase. In comparison, in our approach the user only needs to specify

s many access levels (AL) as contact types (CC) per sensitive topic

ST). If we consider a generic implementation with 6 sensitive top-

cs (those defined in the EU Data Protection Act plus census-related

eatures), we have that the user only needs to define 6∗3 AL just

nce, during the initial configuration step.

Let us now illustrate the whole process within the context of

he sample social network. Because of the medical scope of this

ocial network, the privacy protection can be restricted to health.

herefore, privacy rules can be configured so that they are related

o the health topic. Let us also assume that contacts are catego-

ized into the following three groups: Clinicians/Researchers, Follow-

rs and Registered users. Thus, for privacy rules, the access levels

AL) for the contact categories (CC) are related to the different lev-

ls of disclosure that may be allowed for the medical condition of

he user of the SN (which is the sensitive topic (ST). The following

ets show the customized access levels (AL) and the contact cate-

ories (CC) for this social network:

AL = {(HIV/AIDS/Hepatitis/STDs), Infections, ill health, Condi-

tion/State}

CC = {(Clinicians/Researcher), Followers, Registered users}

The first elements of AL (i.e., HIV/AIDS/Hepatitis/STDs) corre-

pond to the diseases that are considered sensitive by the U.S. fed-

ral laws on data privacy [29], whereas, the rest of the elements

re semantically coherent generalizations of the former according

o the taxonomic structure of DBPedia.

Once the AL and CC are defined, the user can configure her pri-

acy requirements by assigning a specific AL to each element in CC.

o do so, the system provides an intuitive interface to define her

rivacy requirements in the form of questions related to the sensi-

ive topics with a list of contact categories and a predefined set of

axonomically coherent access levels. Fig. 5 shows an example of

he list of AL that can be assigned to each element of CC.

In this example, the access level for the Clinicians/Researchers

roup is HIV/AIDS/Hepatitis/STDs, whereas, the maximum allowed

isclosure for Followers regarding these diseases is infections (but

ot specific diseases) and the Registered users are only allowed to

now the general notion of ill health, but nothing more specific

ther than ill health. The formalization of these privacy require-

ents as rule tuples (rulei ≡ < sti, cci, ali>) are as follows:

rule1 = < Medical health, Clinicians/Researchers, HIV >

rule2 = < Medical health, Clinicians/Researchers, AIDS >

rule3 = < Medical health, Clinicians/Researchers, Hepatitis >

rule4 = < Medical health, Clinicians/Researchers, STDs >

rule5 = < Medical health, Followers, Infections >

rule = < Medical health, Registered users, ill health >
6
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Fig. 6. Sample message to be published.

Fig. 7. POS tagging of the sample message.

Table 1

Time required by a query to get senses of noun

phrases.

Noun phrase No of senses Time (ms)

HIV 5 0.24

AIDS 12 0.21

Thing 54 0.24

Life 86 0.33

Virus 100 0.19

People 12 0.21

Leper 86 0.33
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In order to show how these privacy rules are applied in prac-

ice, we use the sample message shown in Fig. 6, in which a

atient shares her personal feelings about her disease (HIV). As

er privacy requirements, this message is related to the medical

ealth topic (i.e., ST) and is sensitive because it contains informa-

ion about the disease of the publisher.

In order to process the publisher’s messages, the annotator

odule performs the semantic annotation of the messages’ con-

ent, as detailed in Section 3.1. First, the message is syntactically

nalyzed to detect POS (see the output in Fig. 7 that corresponds

o the sample message).

Then, the semantic annotation is performed. Given the number

f messages that an OSN is expected to receive on daily basis, the

calability of the annotation process is crucial. On the one hand,

e can consider that the average length of publications in current

ocial networks is relatively short and, in some cases, restricted by

he number of characters (e.g., Twitter allows only 140 characters).

n the other hand, our semantic analysis focuses on the noun

hrases of the publication (marked as NN (singular noun), NNP

proper noun) and NNS (plural noun) in Fig. 7) and hence, it scales

ccording to the cost of analyzing them. In order to perform the

nnotation, our system derives the semantics of noun phrases by
Fig. 8. Runtime of the annotation process w.r.t.

Please cite this article as: M. Imran-Daud et al., Privacy-driven access c

tation, Computer Communications (2016), http://dx.doi.org/10.1016/j.com
nding their potential conceptualizations in DBPedia. For this pur-

ose, SPARQL queries are performed to retrieve the possible senses

nd their corresponding taxonomic structures. Given that, the DB-

edia queries are the most costly part of the annotation process,

he cost of analyzing a message is proportional to the time (Tś) re-

uired to get the number of senses (nsenses) for each noun phrase

ithin a given publication, which is formalized as follows.

ost ∝
{

nNP∑
i=1

T ś(nsenses)

}
(2)

A single query is executed for each noun phrase to retrieve any

umber of senses from the knowledge base. Table 1 summarizes

he actual runtime required to execute SPARQL queries with re-

pect to the number of senses of different noun phrases of the

essage (as shown in Fig. 6).

We can see that the runtime of a SPARQL query is independent

f the number of senses of each noun phrase, and that the average

ost per noun phrase is 0.25 ms. In consequence, as we can see in

ig. 8 that the runtime of the annotation is linear with regard to

he number of noun phrases, that is, it scales linearly according to

he number and length of the messages to be analyzed.

As a result of SPARQL queries, a number of potential senses are

etrieved for each noun phrase. Table 2 shows a list of senses of

he noun phrases of the sample message.

As detailed in Section 3.1, senses need to be semantically dis-

mbiguated in order to get the appropriate set of senses to get

ctual semantics of the message. To do so, our system calculates

he semantic distance of each sense with respect to senses of the

ther noun phrases according to their taxonomic structure in DB-

edia (that is retrieved as a result of the previous SPARQL queries).

or example, let us consider HIV and LIFE nouns appearing in the

ample message. The semantic distances between their senses are

hown in Table 3 that are calculated according to the taxonomies

etrieved from DBPedia (which are shown in Fig. 9).
the number of noun phrases to analyze.
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Table 2

Senses of the noun phrases in the sample message.

HIV LIFE VIRUS AIDS PEOPLE LEPER

Sexually_transmitted_diseases (STDs) Biological_science Viruses HIV/AIDS Humans Tropical_diseases

HIV Systems Virology Pandemics People_(magazine) Leprosy

Lentiviruses Biology Pediatrics Health_disasters Bacterial_diseases

Life Organism Syndromes Neglected_diseases

Others

Table 3

Semantic distances between the senses of HIV and LIFE.

LIFE

Life System Biology Biological_science

HIV STDs 0.888 0.937 0.94 0.93

HIV 0.857 0.928 0.93 0.92

n

s

r

t

c

Fig. 9. Taxonomic tree of senses

Please cite this article as: M. Imran-Daud et al., Privacy-driven access c
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By performing the same process for all the senses of all the

oun phrases, we obtain the set of most suitable senses, which are

hown in Table 4. Notice that the disambiguation process does not

equire any additional SPARQL query, but just the pairwise evalua-

ion of already retrieved taxonomies.

Once the message is annotated and stored, the monitor pro-

esses access requests of the readers and assesses the sensitiveness
for the sample message.
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Table 4

Set of most suitable senses/annotation for the sample

message.

HIV LIFE VIRUS AIDS PEOPLE LEPER

HIV life Viruses AIDS Humans Leprosy
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f the messages according to the privacy requirements of the pub-

isher (shown in Fig. 5). Eventually, any sense (shown in Table 4)

hat lies within the branch of access level (that is, a level of dis-

losure for the contact type of the reader) is considered sensitive,

nd the corresponding noun phrase is sanitized accordingly. In this

ase, the computational cost for the sensitiveness assessment of a

essage for a specific contact type is proportional to the product

f number of senses/annotations (nsenses) and the number of nodes

r) in a taxonomic branch of the access level corresponding to the

ontact type:

ost ∝ nsenses × r (3)

Given the short length of typical messages, the limited amount

f contact types and the fact that the taxonomies corresponding to

he noun phrases have been already retrieved during the annota-

ion stage, the sanitization process is highly scalable. Moreover, the

umbers of distinct sanitized versions of a message are also lim-

ted to the types of contacts and access levels defined by the user

nd, thus, once they are created, they can be cached for further

ccess requests by the readers of same contact type.

Let us illustrate this process for the sample message with re-

pect to the privacy requirements (defined in Fig. 5). The saniti-

ation process will be based on the taxonomies retrieved (listed

n Table 4) from DBPedia for each annotated noun phrase and the

ccess levels defined for each contact type, which are shown in

ig. 10.

According to rule5, the access level for followers is infections.

herefore, the concepts below infection and infectious disease in the

axonomy shown in Fig. 10 (e.g., AIDS, Leprosy and HIV) are con-

idered sensitive for followers. Therefore, the corresponding noun

hrases need to be sanitized in order to fulfill the privacy re-

uirements of the publisher. For this purpose, the sensitive noun

hrases are replaced with the terms of access level nodes (i.e., in-

ection and infectious disease). As a result, the monitor of our system

ill prepare a sanitized version of a message (shown in Fig. 11) for

ollowers, which hides the specific details of the publisher’s condi-

ion.

Likewise, according to rule6, the access level for registered users

s ill health, thus producing the sanitized message shown in Fig. 12.

Finally, according to the first four rules (i.e., rule1 to rule4), the

linicians/researchers can access all the details of diseases of the

ublisher. Consequently, there are no sensitive terms that fall un-

er the access level defined for this type of group. Therefore, the

nformation will not be sanitized and the members of this group

ill get the plain text as shown in Fig. 6.

. Evaluation

To complement the feasibility study that mainly considered the

calability of the system from both manual and algorithmic sides,

n this section we evaluate the accuracy of the semantic annota-

ion and the subsequent sensitivity assessment and privacy protec-

ion. To do so, we measure and evaluate (i) the accuracy of the

etection of sensitive terms; and (ii) the accuracy of the semantic

isambiguation process.

As evaluation data, we considered a set of entities related to the

ensitive topics which are covered by current legislations on data

rivacy (i.e., healthcare data, religion, sexuality and location data);
Please cite this article as: M. Imran-Daud et al., Privacy-driven access c

tation, Computer Communications (2016), http://dx.doi.org/10.1016/j.com
e simulated a set of messages to be published (and protected)

eferring to those entities by taking their descriptions in their cor-

esponding Wikipedia articles. Note that, due to the highly infor-

ative nature of Wikipedia articles describing the entities to be

rotected, using this text as messages to be published represents a

ery challenging test bed from the perspective of document saniti-

ation [33, 34].

As a benchmark for assessing the accuracy of our proposal re-

arding both sensitive term detection and term disambiguation,

he collaboration of a human expert was required. More specifi-

ally, for the first operation, the human expert was asked to man-

ally identify the textual terms in the simulated messages that,

ccording to her opinion, unequivocally disclosed the underlying

ntity to be protected with respect to the level of disclosure spec-

fied by the user (i.e., AL); regarding the second operation, the hu-

an expert was asked to manually validate the terms that were

orrectly disambiguated by the system with respect to the senses

vailable in WordNet for such terms. According to that judgement,

he accuracy of the process for detecting sensitive term was quan-

ified in terms of precision, recall and f-measure; while the accu-

acy of the semantic disambiguation process was quantified just in

erms of precision.

Precision, in the first operation, it measures the percentage of

utomatically identified terms in the message (S) that are truly

ensitive according to the expert’s opinion (H). A high precision

s desirable, because it indicates that the system has incurred in

low number of false positives, which may unnecessarily hamper

he utility and readability of the protected messages. See Eq. (4)

or a formal representation of precision:

recision = |S ∩ H|
|S| × 100 (4)

In the second operation, precision is just the percentage of prop-

rly disambiguated terms, according to the expert’s opinion. In

his case, a high precision is desirable in order to replace sensitive

erms by semantically coherent generalizations.

On the other hand, recall, which only applies to the first opera-

ion, measures the percentage of sensitive terms correctly detected

y the system (S ∩ H) from the total number of the terms detected

y the human expert (H). A high recall is desirable because it in-

icates that the protected message fulfils with the privacy require-

ents of the user. See Eq. (5) for a formal representation of recall:

ecall = |S ∩ H|
|H| × 100 (5)

Finally, f-measure provides the harmonic mean of precision and

ecall and, thus, summarizes the accuracy of the process in charge

f detecting sensitive terms in the messages to be published. See

q. (6) for formal representation of f-measure:

− measure = 2 × Recall × Precision

Recall + Precision
(6)

Evaluation results that show the accuracy of the sensitive term

etection process are depicted in Table 5. To evaluate the effect of

he configuration of the privacy requirements, each entity has been

rotected and evaluated (by the human expert) for two access lev-

ls (AL) with different degrees of generality.

In all cases, the system achieves perfect precision because, as

tated in the privacy requirements, it sanitizes terms that are se-

antic specializations of the entities defined as access levels; thus,

y definition, all the detected terms that may disclose the entity

ust be protected. On the other hand, recall figures fluctuated be-

ween 71–100%, showing that there is still room for improvement.

ndeed, according to the expert assessment, some combinations of

erms that are not actual specializations of the entity to be pro-

ected, but that can be related on some way with it, may also
ontrol in social networks by means of automatic semantic anno-
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Fig. 10. DBPedia taxonomies and access levels of the noun phrases in the sample message.

Fig. 11. Sanitized message for followers.

Fig. 12. Sanitized message for registered users group.
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Table 5

Evaluation results for the process in charge of detecting sensitive terms.

Entity/ Wikipedia article Related ST # words in text # noun phrases Access level H S Recall (%) Precision (%) F-measure (%)

HIV Health 49 20 Condition 9 7 77.77 100 87

Infection 4 3 75 100 85

Christianity Religion 66 22 Belief 10 9 90 100 94

Religion 7 5 71 100 83

Homosexuality Sexual orientation 78 26 Process 6 6 100 100 100

Sexual activity 5 4 80 100 88

Berlin Census data 105 31 Location 10 8 80 100 88

City 3 3 100 100 100

Table 6

Evaluation results for the process in charge of disambiguating terms.

Entity/Wikipedia

article

Related ST Access level H S Precision

(%)

HIV Health Condition 7 4 57

Infection 3 2 66

Christianity Religion Belief 9 5 55

Religion 5 3 60

Homosexuality Sexual orientation Process 6 4 66

Sexual activity 4 2 50

Berlin Census data Location 8 6 75

City 3 3 100
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nable disclosure and should be adequately protected. For exam-

le, an informed attacker may infer that a publisher suffers from

certain sensitive disease from the fact that specific treatments or

ymptoms are mentioned in a discourse, despite of the fact that

he disease has been already sanitized in the published message

nd that those terms are not specializations of the former. We are

urrently working on this issue and we provide some insights on

ow to tackle it in the next section. Finally, we can also see that

he recall (i.e., the accuracy of the privacy protection) tends to in-

rease as more general terms are defined as ALs. Indeed, a more

eneral AL will impose a stronger restriction and force the system

o sanitize more terms and, thus, the outcome would tend to offer

more robust protection.

Regarding the accuracy achieved by the semantic disambigua-

ion process, Table 6 shows the evaluation results that have been

btained. As it has been previously explained, in this case the

uman expert just validates the terms that have been correctly

isambiguated by the proposed system according to the senses

vailable for such terms in WordNet. Results reflect that, on av-

rage, the scheme disambiguated 66% of the terms correctly; even

hough this value may seem on the low side, it is coherent with

he state of the art in semantic disambiguation [24], which rarely

chieves very high precision figures. Moreover, improperly disam-

iguated terms would only affect the semantic coherence of the

rotected message, but not the privacy of the user, which is our

ain goal.

. Conclusions and future work

In this paper, we proposed a privacy-preserving content-driven

ccess control mechanism for textual publications in social net-

orks. Contrary to related works [10,11,12], the proposal is content

riven in the sense that the semantics of the messages are auto-

atically assessed in order to detect the sensitive information they

ontain according to the privacy requirements of the publishers.

hese requirements are defined in general (i.e., an allowed level

f disclosure is defined for the different contact types defined in

he social network), and the publications whose contents are re-

ated to these requirements are automatically protected. To do so,

he sensitive information is sanitized and different versions of the
Please cite this article as: M. Imran-Daud et al., Privacy-driven access c

tation, Computer Communications (2016), http://dx.doi.org/10.1016/j.com
ublication are generated according to the access level of the read-

rs. Thus, the privacy enforcement is transparent both to the pub-

ishers and readers, thus requiring no administrative efforts at the

ublication time, contrary to most related works [11,12]. In addi-

ion, the proposed mechanism is flexible enough to be incorpo-

ated in any social network that publishes messages and classifies

ontacts into categories.

As future work, we plan to develop a functional implementa-

ion in a real OSN in order to conduct a survey of the usability

nd utility of the proposed system among social network users.

or this purpose, we will engineer the privacy requirements to

e considered within the scope of the network. Furthermore, in

rder to alleviate users from completely specifying their privacy

equirements, we will also consider the automatic inference of

ccess control rules according to the social relationships imple-

ented in the social network (e.g., the privacy rules for friends

ould be same for the friends of friend). At this respect, a machine

earning approach [35] can also be considered to semi-automatize

he configuration of privacy rules. Finally, as it has been high-

ighted in the evaluation section, the user’s privacy can also be

ompromised by the (co-)occurrence of information that is cor-

elated to the sensitive topic to be protected. We are currently

orking on automatic solutions to address this issue that, in a

utshell, would assess the disclosure that potentially correlated

erms may produce for a sensitive one according to their mutual

nformation, which is computed from the information distribution

f data in large corpora [33,34]. We plan to incorporate them to

he developed system in the near future in order to improve the

ssessment of privacy risks by detecting correlated terms or term

ggregations that may disclose more information about a sensitive

opic than the one specified in the privacy rules.

cknowledgments and disclaimer

Authors are solely responsible for the views expressed in this

aper, which do not necessarily reflect the position of UNESCO nor

ommit that organization. This work was partly supported by the

uropean Commission under the H2020 project CLARUS, by the

panish Ministry of Science and Innovation (through projects CO-

RIVACY TIN2011-27076-C03-01, and ICWT TIN2012-327570) and

y the Government of Catalonia (under grant 2014 SGR 537). This

ork was also made possible through the support of a grant from

empleton World Charity Foundation. The opinions expressed in

his paper are those of the authors and do not necessarily reflect

he views of Templeton World Charity Foundation.

eferences

[1] D.m. Boyd, N.B. Ellison, Social network sites: definition, history and scholar-

ship, J. Comput. Mediat. Commun. 13 (2007) 210–230.

[2] R. Gross, A. Acquisti, Information revelation and privacy in online social net-
works, in: Proceedings of the 2005 ACM Workshop on Privacy in the Electronic

Society, VA, USA, ACM, Alexandria, 2005, pp. 71–80.
[3] M. Shehab, A. Squiciarini, G. JoonAhn, I. Kokkinou, Access control for online

social networks third party applications, Comput. Secur. 3 (2012) 897–911.
ontrol in social networks by means of automatic semantic anno-

com.2016.01.001

http://refhub.elsevier.com/S0140-3664(16)00003-7/sbref0001
http://refhub.elsevier.com/S0140-3664(16)00003-7/sbref0001
http://refhub.elsevier.com/S0140-3664(16)00003-7/sbref0001
http://refhub.elsevier.com/S0140-3664(16)00003-7/sbref0002
http://refhub.elsevier.com/S0140-3664(16)00003-7/sbref0002
http://refhub.elsevier.com/S0140-3664(16)00003-7/sbref0002
http://refhub.elsevier.com/S0140-3664(16)00003-7/sbref0003
http://refhub.elsevier.com/S0140-3664(16)00003-7/sbref0003
http://refhub.elsevier.com/S0140-3664(16)00003-7/sbref0003
http://refhub.elsevier.com/S0140-3664(16)00003-7/sbref0003
http://refhub.elsevier.com/S0140-3664(16)00003-7/sbref0003
http://dx.doi.org/10.1016/j.comcom.2016.01.001


14 M. Imran-Daud et al. / Computer Communications 000 (2016) 1–14

ARTICLE IN PRESS
JID: COMCOM [m5G;January 22, 2016;15:54]

[

[

[

[

[

[

[

[4] M. Johnson, S. Egelman, S.M. Bellovin, Facebook and privacy: it’s complicated,
in: Proceedings of the Eighth Symposium on Usable Privacy and Security,

Washington, D.C., ACM, 2012, pp. 1–15.
[5] F.E.U.A.f.F.R.t.C.o., Handbook on European data Protection Law, Publications Of-

fice of the European Union (2014).
[6] A. Viejo, J. Castellà-Roca, G. Rufián, Preserving the user’s privacy in social net-

working sites, in: S. Furnell, C. Lambrinoudakis, J. Lopez (Eds.), Trust, Privacy,
and Security in Digital Business, Springer, Berlin Heidelberg, 2013, pp. 62–73.

[7] E. Aïmeur, S. Gambs, A. Ho, Towards a privacy-enhanced social networking site,

in: ARES ’10 International Conference on Availability, Reliability, and Security,
2010, 2010, pp. 172–179.

[8] Y. Cheng, J. Park, R. Sandhu, User-to-user relationship-based access control
model for online social networks, Data and Applications Security and Privacy

7371 (2012) 8–24.
[9] P.V. Eecke, M. Truyens, Privacy and social networks, Comput. Law Secur. Rev.

26 (2010) 535–546.

[10] A. Masoumzadeh, J. Joshi, Anontology-based access control model for social
networking systems, IEEE Soc. Comput. (SocialCom) (2010) 751–759.

[11] B. Carminati, E. Ferrari, R. Heatherly, M. Kantarcioglu, B.M. Thuraisingham, A
semantic web based framework for social network access control, in: SACMAT

2009, 2009, pp. 177–186.
[12] B. Carminati, E. Ferrari, R. Heatherly, M. Kantarcioglu, B.M. Thuraisingham,

Semantic web-based social network access control, Comput. Secur. 30 (2-3)

(2011) 108–115.
[13] Y. Liu, K.P. Gummadi, B. Krishnamurthy, A. Mislove, Analyzing facebook pri-

vacy settings: user expectations vs. reality, in: Proceedings of the 2011 ACM
SIGCOMM Conference on Internet Measurement Conference, Berlin, Germany,

ACM, 2011, pp. 61–70.
[14] J. Pang, Y. Zhang, A new access control scheme for Facebook-style social net-

works, Comput. Secur. 54 (2015) 44–59.

[15] J. Pang, Y. Zhang, A new access control scheme for facebook-style social net-
works, in: Proceedings of the 2014 Ninth International Conference on Avail-

ability, Reliability and Security (ARES), 2014, pp. 1–10.
[16] S. Villata, L. Costabello, N. Delaforge, F. Gandon, A social semantic web access

control model, J. Data Semant. 2 (2013) 21–36.
[17] M. Bourimi, I. Rivera, S. Scerri, M. Heupel, K. Cortis, S. Thiel, Integrating multi-

source user data to enhance privacy in social interaction, in: Proceedings of the

13th International Conference on Interacción Persona-Ordenador ACM, Spain,
Elche, 2012, pp. 1–7.
Please cite this article as: M. Imran-Daud et al., Privacy-driven access c

tation, Computer Communications (2016), http://dx.doi.org/10.1016/j.co
[18] D. Sánchez, M. Batet, A. Viejo, Automatic general-purpose sanitization of tex-
tual documents, IEEE Trans. Inf. Forensics Secur. 8 (2013) 853–862.

[19] T.S.N.L.P.G. NER, Stanford Named Entity Recognizer (NER), in, 2014.
[20] A. OpenNLP, OpenNLP, in, 2010.

[21] J. Lehmann, M.J. Robert Isele, Anja Jentzsch, Dimitris Kontokostas, Pablo
N. Mendes, Sebastian Hellmann, Mohamed Morsey, Patrick van Kleef,

Sören Auer, Christian Bizer, DBpedia – a large-scale, multilingual knowledge
base extracted from wikipedia, Semant. Web J. (2014).

22] W3C-SPARQL, SPARQL-Query Language for RDF, in, 2013.

23] A. Jena, ARQ - A SPARQL Processor for Jena, in, 2014.
[24] A. Kilgarriff, J. Rosenzweig, Framework and results for english SENSEVAL, Com-

put. Humanit. 34 (2000) 15–48.
25] M. Batet, D. Sánchez, A review on semantic similarity, Encyclopedia of Infor-

mation Science and Technology (2014), Pennsylvania: Information Science Ref-
erence (IGI Global).

26] D. Sánchez, M. Batet, D. Isern, A. Valls, Ontology-based semantic similarity: a

new feature-based approach, Expert Syst. Appl. 39 (2012) 7718–7728.
[27] R.S. Sandhu, E.J. Coyne, H.L. Feinstein, C.E. Youman, Role-based access control

models, Computer 29 (1996) 38–47.
28] T.E.P.a.t.C.o.t. EU, Data Protection Directive 95/46/EC, (1995).

29] DoHNY, New York State Confidentiality Law, Department for Health, New York,
2013.

[30] HIPAA, Health Insurance Portability and Accountability (HIPAA) Act of 1996,

the U.S. Government Printing Office, 1996.
[31] Facebook Statistics, in, StatisticBrain, http://www.statisticbrain.com/facebook-

statistics/ (accessed 15.09.15).
32] Facebook Statistics, in, kissmetrics, https://blog.kissmetrics.com/facebook-

statistics/ (accessed 15.09.15).
[33] D. Sánchez, M. Batet, A. Viejo, Utility-preserving sanitization of semantically

correlated terms in textual documents, Inf. Sci. 279 (2014) 77–93.

[34] D. Sánchez, M. Batet, A. Viejo, Minimizing the disclosure risk of semantic cor-
relations in document sanitization, Inf. Sci. 249 (2013) 110–123.

[35] I. Bilogrevic, K. Huguenin, B. Ağır, J. Murtuza, J.-P. Hubaux, Adaptive
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