
Computer Communications 81 (2016) 61–71 

Contents lists available at ScienceDirect 

Computer Communications 

journal homepage: www.elsevier.com/locate/comcom 

Cooperative interaction among multiple RPL instances in wireless 

sensor networks 

Marc Barcelo 

∗, Alejandro Correa , Jose Lopez Vicario , Antoni Morell 

Telecommunications and Systems Engineering Department, Universitat Autònoma de Barcelona, Spain 

a r t i c l e i n f o 

Article history: 

Received 21 January 2015 

Revised 24 December 2015 

Accepted 26 December 2015 

Available online 31 December 2015 

Keywords: 

Wireless Sensor Networks 

Routing 

RPL 

Multiple instances 

Heterogeneous traffic 

a b s t r a c t 

Advanced Wireless Sensor Networks (WSNs) applications may need to develop multiple tasks that involve 

sensing, processing and gathering data from different sensing units. This heterogeneous data may have 

multiple and sometimes opposite sets of requirements. In these scenarios, different networking strategies 

must be combined, and therefore traditional single-tree routing approaches are not efficient. On the con- 

trary, the well-known RPL (IPv6 Routing Protocol for Low-Power and Lossy Networks) protocol virtually 

splits the network into multiple RPL Instances, that transport each kind of data according to its particular 

objective function. However, this protocol does not define any mechanism to decide the nodes that must 

belong to each instance, and this decision has a strong impact in the network energy consumption and 

performance. With this in mind, in this paper we introduce C-RPL (Cooperative-RPL). This creates multi- 

ple instances following a cooperative strategy among nodes with different sensing tasks. As a result, the 

energy consumption, the complexity and the cost of the nodes is reduced compared to RPL, since they 

are active less time, perform fewer tasks and are equipped with less sensing hardware. In this paper we 

also propose a novel fairness analysis for networks with multiple instances, showing that C-RPL achieves 

a better tradeoff, in terms of performance and energy consumption, than RPL with non-cooperative in- 

stances. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

Wireless Sensor Networks (WSNs) are a set of autonomous, bat-

ery powered nodes connected by wireless links that gather infor-

ation about the environment. These networks are being used in

any scenarios thanks to its reduced cost. However, in many of

hese scenarios, such as a forest or a battlefield, the replacement of

heir batteries can be difficult or even impossible. Then, it is nec-

ssary to minimize their energy consumption in order to extend

heir lifetime and keep them operative as much as possible. It is

ell-known that the main source of energy consumption in WSNs

s the radio transceiver. Therefore, practical energy efficient com-

unication schemes are required in order to extend their lifetime

n real-life scenarios. 

Many advanced WSN applications need to develop multiple

asks. For instance, SHM (Structure Health Monitoring) [1] systems

eed to collect information coming from different sensing units,

uch as pressure, vibration or temperature. Moreover, they also
∗ Correspondenece to: Edifici Q, Campus de la UAB (Bellaterra), 08193 Cerdanyola 
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eed to send alarm messages in case of broken sections or sys-

ems failures. In addition, continuous messages are broadcast for

xternal monitoring and calibration. All this heterogeneous traffic

eeds to be properly managed by the network [2] . For instance, la-

ency is a critical requirement in event detection applications [3] .

 minimum hop strategy is frequently adopted in these applica-

ions, since packets need to be decoded, processed and coded again

n each hop. On the contrary, critical monitoring tasks may ad-

it a certain delay in some cases, but they require a high relia-

ility [4] . The performance of these applications strongly depends

n the packet delivery ratio at the destination, and therefore only

he most reliable links should be considered. On the other hand,

mbient monitoring applications may not have strict delay or reli-

bility constraints, but a low energy consumption becomes crucial

ecause periodic packet transmissions are generally required [5] . 

The well-known RPL (Routing Protocol for Low-Power and Lossy

etworks) protocol [6] is a reliable and efficient routing proto-

ol that can be easily configured with personalized objective func-

ions. Moreover, multiple objective functions can be considered in

he same WSN by virtually splitting the network into multiple RPL

nstances, which group nodes with common traffic requirements.

hen, each instance can be individually configured to address the

oS (Quality of Service) requirements of a specific kind of traffic.

http://dx.doi.org/10.1016/j.comcom.2015.12.008
http://www.ScienceDirect.com
http://www.elsevier.com/locate/comcom
http://crossmark.crossref.org/dialog/?doi=10.1016/j.comcom.2015.12.008&domain=pdf
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Unfortunately, RPL does not define any mechanism to create RPL

Instances according to the node distribution and network condi-

tions, and hence they must be defined manually in advance. In

order to divide the network in RPL Instances, the network de-

signer could either adopt a low-consumption strategy (i.e. each

node belongs only to the instance associated to its tasks) or a high-

reliability strategy (i.e. any node may belong to any instance as

long as it senses or forwards the kind of traffic associated to that

instance). On one hand, the first strategy may reduce the network

performance, due to the reduction of the node density of each in-

stance. On the other hand, the second strategy does not consider

that nodes associated to different tasks may have different duty

cycles. As a result, this solution may not be energy efficient, since

it does not prioritize the communication among nodes with the

same duty cycle. Then, many nodes may have to extend their ac-

tive time, and thus increasing their energy consumption. 

In this paper, we propose a cooperative RPL-based strategy (C-

RPL) to manage this tradeoff. This defines the nodes that belong

to each RPL Instance, referred in C-RPL to as C-RPL Instances, fol-

lowing a cooperative strategy among instances. Taking into account

the selfish nature of nodes, the coalitions among the instances are

created according to a utility function that considers the tradeoff

between the performance and the energy consumption associated

to each coalition. From a game theoretical perspective, the solution

of the cooperation problem among RPL Instances, such as the so-

lution of the WSN cooperation problem in [7] , is very similar to

the well-known prisoner’s dilemma game [8] . Briefly, this is a two

person zero game that describes a situation where two players in-

crease their utility if they both cooperate, but if a player decides

not to cooperate while the other cooperates, its utility gain is even

higher than cooperating. Therefore, players will never cooperate

(i.e. Nash equilibrium of the prisoner’s dilemma game). This game

is suitable for studying complex interactions among players, such

as the cooperation among RPL instances, since rational actions do

not cause the Pareto optimality. In C-RPL, we avoid that instances

do not collaborate using the sink node as a supervising entity. 

On the other hand, since multiple performance criteria may be

involved, it is important to distribute the network resources in a

”fair” manner (i.e. considering the different requirements of all the

traffics in the network). Although many definitions can be found

in the literature to evaluate fairness [9] , such as weighted fairness,

max-min fairness or proportional fairness, to the best of the au-

thors knowledge, not any of these definitions has been used be-

fore when different objective functions are considered in the same

network. In this paper, we propose a metric to evaluate the overall

network fairness in networks with multiple instances, which may

have different objective functions. 

The main contributions of this paper are as follows: 

• We address the performance and energy efficiency issues that

may appear in RPL in the presence of heterogeneous traffic.

Then, we propose a novel approach (C-RPL) that coordinates the

RPL Instances to form energy efficient coalitions according to

their individual objective functions and the network conditions.

• We propose a mechanism to evaluate fairness in networks with

multiple RPL Instances. This evaluates the distribution of the

existent network resources to address the different, and some-

times contradictory, objective function of each instance. 

The rest of the paper is organized as follows: Section 2 intro-

duces previous work related to the management of heterogeneous

traffic in WSNs. Section 3 describes the principles of the RPL pro-

tocol. Section 4 introduces C-RPL, explaining how instances evalu-

ate the potential coalitions, and also the cooperation game among

these instances. Section 5 proposes a metric to evaluate fairness in

networks with multiple instances. Section 6 presents and analyzes
he simulation results. Finally, Section 7 summarizes the paper and

resents the main conclusions. 

. Related work 

Multi-objective routing approaches, such as [10,11] , consider

ultiple criteria simultaneously to handle different QoS require-

ents. These strategies find a tradeoff solution taking into ac-

ount multiple objective functions at the same time. For instance,

n [12] the authors propose a solution to increase the lifetime and

hroughput of the network, while reducing its latency. In [13] , the

ggregate energy consumption and delay are optimized using ge-

etic algorithms. However, the requirements of different kinds of

raffic may not be satisfied with multi-objective routing, since they

re not addressed individually. Note that frequently, these require-

ents have contradictory relationships among them [14] . 

The QoS requirements of multiple kinds of traffic can be indi-

idually addressed through buffering or prioritized Medium Access

ontrol (MAC) mechanisms [15] . At the network layer, it is also

ossible to provide QoS differentiation through multiple routing

rees. Although this mechanism has been mainly used in the lit-

rature for load balancing [16] or to increase the network robust-

ess in front of faulty links [17] , it can also be used to efficiently

anage the QoS requirements of heterogeneous traffic [18] . In fact,

PL divides the network in multiple trees, referred to as RPL In-

tances, to enable the network to manage traffics with different

equirements. In [19] , two RPL instances are defined to individu-

lly manage latency constrained and high priority traffic in Smart

rids. In particular, they construct each RPL Instance according to

he minimum number of hops and the minimum expected num-

er of transmissions (ETX), respectively. In [20] , the authors dif-

erentiate between nodes for monitoring purposes, and nodes for

igh priority traffic (alarms). In order to manage these traffics, they

reate one instance that is only composed of nodes from the first

roup, and also a second instance that groups nodes from both

roups. However, any of these strategies define how to dynami-

ally select the nodes that belong to each instance, and therefore

his decision must be taken in advance. Note that the best solution

ay strongly depend on the current network conditions. 

. Principles of RPL 

Gradient-based routing is an energy efficient and reliable so-

ution to construct convergecast trees. This technique uses control

essages (also referred to as pilots or beacons) to evaluate the

uality of the wireless links. The link quality estimator metric

an be based on different criteria, such as reliability, number of

ops, node battery level, energy consumption, and so on. The

articular metric should be selected according to the application

equirements. GBR (Gradient-Based Routing) is the classical gra-

ient routing protocol, but there also exist other gradient-based

mplementations, such as CTP (Collection Tree Protocol) [21] , RPL

6] , and the hierarchical routing defined in ZigBee [22] . 

In this paper, we consider RPL, since it is specially designed

or Low-Power Lossy Wireless Networks (LLNs), such as WSNs.

his has been standardized by the IETF ROLL working group.

PL constructs convergecast trees, referred in RPL to as DODAGs

Destination Oriented Acyclic Graphs), rooted at the sink node. In

he presence of multiple kinds of traffic, RPL may create multiple

nstances to serve different and potentially antagonistic objective

unctions [19] . Each RPL Instance uses a unique objective function,

ut it may include one or multiple DODAGs constructed with

his objective function. For the sake of simplicity, in this paper

e assume that each RPL Instance includes only one DODAG.

ccording to the particular objective function of each DODAG,

he nodes compute their relative distance to the sink, referred
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o as rank. This objective function must be defined according to

he QoS requirements of the particular application (i.e., energy

onsumption, reliability, delay and so on). The typical objective

unction in RPL is the minimum number of expected transmissions

ETX). Basically, this metric indicates how many times a message

ust be transmitted in average to reach its final destination. 

RPL defines three control message types: DODAG Information

bject (DIO), DODAG Information Solicitation (DIS) and Destination

dvertisement Object (DAO). Nodes broadcast DIO packets to prop-

gate their rank in order to construct and maintain the DODAG. A

IO packet includes information that allows a node to discover a

PL Instance, learn its configuration parameters, select a DODAG

arent set, and maintain the DODAG. The most relevant fields in a

IO packet are the 128-bit DODAGID , that uniquely identifies the

ODAG, the 8-bit RPLInstanceID , that defines the instance of the

ODAG, and the 16-bit Rank , that specifies the rank of the node.

he rate of DIOs is managed by a trickle timer, that increases or

ecreases it dynamically. DIS packets are sent in unicast and may

e used to solicit DIOs from a neighbor node, for instance to dis-

over nearby DODAGs. When a node receives a DIS packet from

nother node, it must unicast a DIO to this node. Finally, DAO pack-

ts are sent in unicast upwards along the DODAG to the selected

arent (storing mode), or to the DODAG root (non-storing mode).

hey are used to collect information about the network topology.

or a detailed explanation of this protocol, the interested reader is

eferred to [6] . 

In this article, we assume that RPL is built on top of a sim-

le low-power MAC strategy to better observe the impact of the

roposed routing approach. This uses a slotted listening duty cy-

ling scheme, and hence defines periodic sleep/active time slots

ccording to the traffic requirements, such as in S-MAC (Sensor-

AC) [23] . In the presence of multiple instances, this assigns a

ersonalized sleep/active pattern to each instance according to its

articular QoS requirements. On one hand, the active time of two

ifferent instances is not overlapped to avoid interferences among

heir nodes. On the other hand, a TDMA-based scheme is applied

o avoid interferences among the nodes that belong to the same

nstance. Note that a node that belongs to multiple instances must

e active during the active time periods assigned to each of the

nstances that it belongs to. Therefore, its total active time is the

um of the active assigned to each of these instances. 

. C-RPL: Cooperative-RPL 

In general terms, C-RPL coordinates the collaboration among

PL Instances, considering their selfish nature. Each instance aims

o maximize its performance with the minimum energy consump-

ion. In this section, we first compare RPL with C-RPL. Then, we

xplain how instances evaluate their utility related to each possi-

le coalition. Finally, we explain the cooperation game among RPL

nstances that is used to define the C-RPL Instances. 

.1. RPL with multiple instances vs. C-RPL 

In RPL, instances operate independently from each other, and

herefore their construction is also independent. The nodes that

ay belong to each instance need to be defined in advance, reduc-

ng the flexibility of the routing process. A particular RPL Instance

ay be either composed of: (i) the nodes with tasks associated

ith this instance, or (ii) all the nodes in the network. Assuming a

lotted listening duty cycling scheme, in the first case nodes only

eed to be active during the active time assigned to their respec-

ive instance or instances. In the second case, any node may belong

o any instance as long as it senses or forwards traffic associated to

hat instance. Therefore, nodes need to be active during the time

ssigned to its traffic, and also during the active time assigned to
he rest of instances in which they participate. Clearly, the first

trategy may reduce the network performance due to the reduc-

ion of the node density of each instance. On the other hand, the

econd strategy may waste energy resources because of including

odes with different duty cycle in the same DODAG. As a result,

any nodes have to extend their active time, and thus increasing

he average energy consumption of the network. 

In LPL (Low Power Listening) MAC mechanisms, such as B-MAC

24] , X-MAC [25] or ContikiMAC [26] , nodes periodically wake up

nd check for activity on the channel, and stay awake only if they

eed to receive or transmit packets. These protocols use adaptive

reamble sampling before transmitting a packet, in which the

reamble length and the checking period need to be configured

ccording to the energy consumption and latency requirements

24] . Although in this case the active time does not depend on the

umber of instances that each node belongs to, a similar tradeoff

rises due to the preamble sampling mechanism. Since the net-

ork instances are independent from each other, they may have

heir own configuration parameters (e.g., sampling period, fre-

uency channel), which must be known by any node that belongs

o the instance. Then, the nodes that belong to multiple instances

ay need to increase their sampling frequency. Therefore, in order

o avoid that nodes unnecessarily waste their energy resources,

t is important to consider the particular network conditions and

oS requirements to efficiently define the instances that each

ode belongs to. Nevertheless, for the sake of clarity in this article

e assume a simpler MAC layer. 

In C-RPL, the nodes that belong to each instance do not need to

e predefined, and therefore C-RPL Instances can be constructed

ynamically according to the objective function of each instance,

he location of nodes and the particular network conditions. In

eneral, C-RPL defines the nodes of each C-RPL Instance following

 cooperative approach among the nodes that develop the same

ask in the network. The objective of each instance is to maxi-

ize its utility, taking into account the possible coalitions that can

e formed with the rest of instances in the network. We define a

oalition as a group of one or multiple instances that collaborate

mong them by sharing their nodes in order to improve their re-

pective utilities. 

A cooperation strategy among instances is adopted, rather than

 cooperation strategy among nodes, to prioritize the group inter-

sts in front of individual interests. Note that local decisions among

odes may also have an impact in the rest of the network. For ex-

mple, if a node increases its transmission rate due to a collab-

ration with another node, it is also increasing the transmission

ate of the nodes that forward its packets to the sink through the

ODAG. This increases their energy consumption and it may even

ause congestion problems in these nodes. Moreover, the traffic

rom the same instance can be generally aggregated thanks to its

patial and temporal correlation [27] , but the traffic from other in-

tances may contain different kind of measurements, not necessar-

ly correlated or with different accuracy requirements. Since these

annot be efficiently aggregated, the energy consumption of the as-

endant nodes is increased notably due to the additional traffic.

evertheless, considering coalitions among nodes requires the im-

lementation of highly distributed approaches, and therefore this

emains as future work. 

For the sake of clarity, in Table 1 we introduce the notation

sed in this article. 

.2. Rank computation and parent selection 

Following the RPL approach, each node selects its parent node

sing the concept of rank. The main difference between both ap-

roaches in this sense is that in C-RPL nodes compute additional
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Table 1 

Symbols and notation. 

n Node id 

i Instance id 

c Coalition id 

r Rank 

o Objective function 

e Energy consumption 

p Parent node 

u Utility of a node 

U Utility of an instance 

α Cooperation parameter 

P Set of possible coalitions 

O Set of objective functions 

C Set of nodes in coalition c 

I Set of nodes in instance i 

c ∗ Best coalition 

r ∗ Best rank 

e ∗ Energy consumption associated with the best coalition 

ā Mean-square normalization of a 
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ranks in order to evaluate the possible coalitions that may be cre-

ated in the network. 

In general, the n th node defines its rank and parent related to

each coalition and objective function, as 

r ∗,c 
n,o = min 

k ∈C 
r k,c 

n,o ∀ c ∈ P, o ∈ O, (1)

p c n,o = arg min 

k ∈C 
r k,c 

n,o ∀ c ∈ P, o ∈ O, (2)

where c is the coalition, C is the set of nodes that belong to this

coalition, P is the set of possible coalitions in the network, o is the

objective function, and O is the set of objective functions. 

In networks with more than three instances, we limit the co-

operation game to the coalitions between two instances, and the

coalition between all the instances (referred to as the grand coali-

tion). This is to avoid that the number of possible coalitions grows

exponentially with the number of instances. Note that when the

node density is low, the instances will tend to create the grand

coalition in order to improve their performance. On the other

hand, when the node density is high enough, the instances will

tend to create small coalitions in order to reduce their energy con-

sumption. This will be shown in Section 6 . 

Currently, DIOs in RPL have a unique RPLInstanceID and Rank

fields, and this is not energetically efficient in multi-instance pro-

tocols. Note that in C-RPL all nodes need to broadcast the informa-

tion associated with each possible coalition. Therefore, its signal-

ing overhead related to DIOs would be multiplied by the number

of objective functions and possible C-RPL Instances in the network.

As a result, the implementation of this kind of protocols may not

be feasible in many scenarios due to their high signaling cost. Nev-

ertheless, the management of multiple instances has been identi-

fied as one of the open issues in RPL that needs to be addressed

in the following versions [6] . Although this is out of the scope of

this paper, in this paper we propose that the size of DIO packets

should be more flexible, allowing nodes to include multiple RPLIn-

stanceID and Rank fields in DIOs. Note with this simple modifica-

tion, the nodes would not need to broadcast a different DIO for

each objective function and possible C-RPL Instance, and thus the

overall overhead compared to RPL would only be increased by the

additional length of DIOs required to include the additional fields. 

4.3. Coalition utilities 

The creation of larger C-RPL Instances using coalitions may

increase the performance of the network. However, coalitions are

generally energy consuming, since they increase the overall idle

consumption. Note that when two instances agree to collaborate,
hey both share their nodes. Since they have different duty cycles,

he nodes from different instances must coordinate their active

imes in order to communicate. In a slotted listening duty cycle

cheme, this means that either the transmitter or the receiver

ust remain active during the active time assigned to the other

nstance, increasing its duty cycle, and hence its idle consumption.

e consider that the node that adapts its duty cycle in C-RPL is

lways the transmitter. On the other hand, the nodes forwarding

ackets from other instances increase their transmission rate be-

ause they have to forward additional packets. Although this may

educe the total traffic managed by the instance, and therefore its

verall transmission consumption, in typical WSN applications the

dle consumption is much higher than the transmission consump-

ion (i.e., nodes remain in idle mode without transmitting most of

he time). Therefore, we need to decide which coalitions, if any,

re created based on their performance and energy consumption. 

The performance of a node is characterized by its rank, and its

nergy consumption is estimated taking into account its duty cy-

le and average transmission rate in that coalition. In particular,

e define the utility of the n th node in the coalition c , for a given

bjective function o i , which is related to the instance i , as a combi-

ation of its rank r ∗,c 
n,o i 

and its associated energy consumption e ∗,c 
n,o i 

sing linear aggregation as 

 

c 
n,o i 

= −
(
αr̄ ∗,c 

n,o i 
+ (1 − α) ̄e ∗,c 

n,o i 

)
, (3)

here r̄ ∗,c 
n,o i 

and ē ∗,c 
n,o i 

are the mean-variance normalization of r ∗,c 
n,o i 

nd e ∗,c 
n,o i 

, respectively. This is applied to homogenize the rank and

nergy consumption values. Note that the utility is inversely pro-

ortional to both rank and energy consumption. It is also worth

oting that the nodes with a higher duty cycle, and therefore a

igher ē ∗,c 
n,o i 

, will be more prone to create coalitions and share their

ctive time, since the impact of the additional consumption due to

hese coalitions is lower. 

A weighted linear utility has been chosen, since it allows the

etwork designer to easily adapt the willingness of nodes to in-

rease their rank at the expenses of increasing their energy con-

umption using the parameter α. Although this parameter does

ot represent a physical metric, the mean-variance normalizations

f the rank and energy consumption simplifies the selection of its

alue, which must be configured according to the application re-

uirements (i.e., using α = 0.5 nodes give the same importance to

he changes in terms of rank and energy consumption related to

 potential coalition). On one hand, low values will always tend

o prioritize the consumption, while high values will tend to give

ore priority to the rank. In Section 6.2 , we provide simulation

esults to guide the network designer in the configuration of this

arameter. 

Then, the instance i computes the utility of the coalition c as

he minimum utility, when its associated objective function o i is

onsidered, among the nodes in I (i.e., set of nodes that belong to

he instance i ) 

 

c 
i,o i 

= min 

n ∈I 
u 

c 
n,o i 

. (4)

Note that the minimum utility is considered to avoid unfair so-

utions among nodes. For example, solutions that overload a par-

icular node. 

.4. Cooperation game among RPL instances 

Once the utilities of each possible coalition have been com-

uted, the instances must decide which coalitions are created in

rder to form the C-RPL Instances. We model instances as selfish

ntities that aim to maximize their performance with the mini-

um energy consumption. In this section, we show that without

ny coordination, the instances would never agree to cooperate

mong them. 
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Table 2 

Prisoner’s dilemma game. 

Player 2 

Cooperate Not Cooperate 

Player 1 Cooperate R 1 , R 2 S 1 , T 2 
Not Cooperate T 1 , S 2 P 1 , P 2 

Table 3 

Cooperation game among RPL instances. 

I 2 

Cooperate Not Cooperate 

I 1 Cooperate U c 1 ,U 
c 
2 U c 1 ,U 

n 
2 

Not Cooperate - U n 1 ,U 
n 
2 
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Table 4 

Instances coexisting in the network. 

Instance Traffic Objective function 

I H Event detection H: Min. Hops 

I E Non-critical monitoring E: Min. ETX 

I P Critical monitoring P: Max. PDR 
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Following a game theoretical approach, we can model this game

imilarly to the prisoner’s dilemma game [8] ( Table 2 ). This game

efines R “reward” as the utility when both players cooperate, S

sucker” as the utility when a player cooperates but the other 

layer does not, T ”temptation” stands for the utility when a player

oes not cooperate but the other player does. Finally, if neither co-

perate, they both obtain a reward of P ”punishment”. The relation

mong them is T > R > P > S . 

Comparing the prisoner’s dilemma game with the cooperation

ame among two RPL Instances ( Table 3 ), we can observe that they

re very similar. In this game each instance is a player, where I 1 is

he instance that requests the collaboration and I 2 is the instance

hat decides whether to collaborate or not. U 

c is the utility when

n instance cooperates (i.e., it shares its nodes), and U 

n when it

oes not. Note that the Not Cooperate - Cooperate case is not con-

idered here because this would mean that I 2 accepts a collabora-

ion from I 1 that has not been requested. 

Since the utility function considers both the performance and

he energy consumption, U 

c can be either higher or lower than U 

n .

owever, analyzing this game, we can find that the Nash equilib-

ium is the Not Cooperate – Not Cooperate solution. This is because

ither if I 2 is willing to cooperate or not, I 1 always increases its

tility by defecting to cooperate, standing that I 2 cooperates (i.e.

he rank remains equal and the consumption is lower). As a result,

ven if I 2 had accepted to cooperate, it will also defect to cooper-

te because in this new situation its utility is higher if it does not

hare its nodes. Therefore, it is necessary to coordinate this process

n order to find the best possible solution. 

In order to decide which coalitions must be constructed, it is

ecessary the knowledge of the utility of each node in each pos-

ible coalition, and hence this decision cannot be distributed. In

-RPL, the sink node gathers the utilities computed by each node

nd computes the average utility of the network instances in each

ossible coalition. Then, it applies the cooperation game in order to

nd the best possible coalitions. Although the RPL protocol detects

ossible inconsistencies in the DODAG [6] , in C-RPL the sink should

lso detect the inconsistencies among instances, which can be de-

ected from the received packets. For example, if an instance in a

oalition do not collaborate with the rest of instances in the same

oalition, many packets of this coalition would not be received by

he sink. In this case, the sink should compute and broadcast the

ew coalitions to the rest of nodes, and these should adapt their

arent nodes accordingly. 

.5. Example of C-RPL 

Finally, we present an illustrative example of C-RPL in a net-

ork with three instances, which manage three different kinds of

raffic. In order to cover the main kinds of traffic that are present
n WSNs, we consider event detection, non-critical monitoring and

ritical monitoring traffic. For each of these traffics, a different ob-

ective function is defined. In particular, in this example we con-

ider the instances in Table 4 . 

The computation of ranks is related to their objective function.

hen, each node computes its own ranks as follows 

 

∗,c 
n,H 

= min 

k ∈C 
r k,c 

n,H 
= min 

k ∈C 

(
Hops k n + r ∗,c 

k,H 

) ∀ c ∈ P, (5)

 

∗,c 
n,E 

= min 

k ∈C 
r k,c 

n,E 
= min 

k ∈C 

(
ET X 

k 
n + r ∗,c 

k,E 

) ∀ c ∈ P, (6)

 

∗,c 
n,P 

= min 

k ∈C 
r k,c 

n,P 
= min 

k ∈C 

(
1 

P DR 

k 
n 

r ∗,c 
k,P 

)
∀ c ∈ P . (7)

The value of Hops k n , ET X k n or P DR k n is estimated by the n th node

sing the DIOs coming from the k th node [6] . On the other hand,

he values of r ∗,c 
k,H 

, r ∗,c 
k,E 

or r ∗,c 
k,P 

are broadcast by the k th node within

ts DIO packets. Note that ranks increase in the direction of the leaf

odes and decrease in the direction of the sink node. 

Fig. 1 illustrates the possible coalitions evaluated by I E . This in-

tance evaluates the C-RPL Instance constructed using only its own

odes ( Fig. 1 a), the C-RPL Instances constructed in coalition with

ach other group: { I E , I P } and { I E , I H } ( Fig. 1 b), and also the C-RPL

nstance that groups the whole network: { I E , I P , I H } ( Fig. 1 c). For

ach of these possible coalitions, the n th node in I E computes a

ifferent rank: 

 

∗, 1 
n,E 

= min 

k 
r k, 1 

n,E 
∀ k ∈ I E , (8) 

 

∗, 2 
n,E 

= min 

k 
r k, 2 

n,E 
∀ k ∈ { I E , I P } , (9) 

 

∗, 3 
n,E 

= min 

k 
r k, 3 

n,E 
∀ k ∈ { I E , I H } , (10) 

 

∗, 4 
n,E 

= min 

k 
r k, 4 

n,E 
∀ k ∈ { I E , I P , I H } . (11) 

On the other hand, the rest of the instances also evaluate all

heir possible coalitions. Then, the nodes in I E compute some ad-

itional ranks, in this case using the metrics of the other instances.

n particular, the rank using the nodes in I E and the nodes of each

f the other instances: { I E , I P } and { I E , I P } ( Fig. 2 a), and also the

ank using the whole network considering each respective metric

 I E , I P , I H } ( Fig. 2 b and c). Then, the n th node of I E computes the

ollowing additional ranks: 

 

∗, 5 
n,P 

= min 

k 
r k, 5 

n,P 
∀ k ∈ { I E , I P } , (12) 

 

∗, 6 
n,H 

= min 

k 
r k, 6 

n,H 
∀ k ∈ { I E , I H } , (13) 

 

∗, 7 
n,P 

= min 

k 
r k, 7 

n,P 
∀ k ∈ { I E , I P , I H } , (14) 

 

∗, 8 
n,H 

= min 

k 
r k, 8 

n,H 
∀ k ∈ { I E , I P , I H } . (15) 

Summarizing, ranks r ∗, 1 
n,E 

to r ∗, 4 
n,E 

are used by I E to evaluate the

ossible coalitions that can be formed with I P and I H , and are com-

uted using the metric ETX. On the other hand, ranks r ∗, 5 
n,P 

to r ∗, 8 
n,H 

re used to inform the rest of instances about the performance that

hey would obtain by creating a coalition with I E . Note that they

re computed using the metrics of the other instances, which are

ops and PDR in this case. 
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Fig. 1. Possible coalitions evaluated by I E . Circles indicate the nodes available to 

construct the C-RPL Instance. The color of the circle indicates the rank metric used 

to evaluate the coalition. (For interpretation of the references to color in this figure 

legend, the reader is referred to the web version of this article.) 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Possible coalitions that involve I E evaluated by other instances. Circles in- 

dicate the nodes available to construct the C-RPL Instance. The color of the circle 

indicates the rank metric used to evaluate the coalition. (For interpretation of the 

references to color in this figure legend, the reader is referred to the web version 

of this article.) 
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5. Fairness in networks with multiple instances 

The collaboration among instances can improve their perfor-

mance, but it also increases their energy consumption. Without

control, these collaborations may overload a particular instance,

depleting the batteries of its nodes too fast. This situation may

cause the loss of specific sensing capabilities. On the other hand,

it is also important that these collaborations try to satisfy all their

different requirements. Therefore, it is important that the available

resources are shared in a ”fair” manner among instances. Never-

theless, it is important to notice that the objective here is not to

distribute the resources uniformly, since instances perform differ-

ent tasks with different energy consumption demands. 
In order to evaluate fairness, many definitions can be found in

he literature [9] (e.g. weighted fairness, max–min fairness, propor-

ional fairness). However, to the best of the authors knowledge, not

ny of these definitions has been used before to evaluate fairness

n networks with multiple instances. In this paper, we propose to

se the following metric 

 = min 

I 

(
1 

| I | 
∑ 

n ∈I 
( x n − x ∗n ) 

)
∀ I ∈ K, (16)

here K is the set of instances in the network, x n is the utility

chieved by the n th node, and x ∗n is the optimum utility of this

ode. Since we evaluate fairness among instances, the average de-

iation of the instance’ nodes is computed. The maximum value of
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Table 5 

Simulation parameters. 

Parameter Value 

General 

Sensing area ( L × L ) 150 × 150 m 

2 

Path loss at 1 m ( PL 0 ) 50 dB 

Path loss exponent ( γ ) 3 

Flat fading variance ( σ 2 ) 6 

Packet size 127 bytes 

Radio Transceiver 

Maximum data rate 250 kbps 

Current consumption: 

Transmit state ( I tx ) 16.5 mA 

Idle state ( I idle ) 15.5 mA 

Sleep state ( I sleep ) 20 nA 

Transmission power 3 dBm 

Sensitivity −91 dBm 

Supply voltage ( V DD ) 3 V 
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Table 6 

Traffics managed by the network. 

Traffic Duty cycle Packets/s Objective 

Event detection 20 % 0.01 Min. Hops 

Non-critical monitoring 5 % 0.1 Min. ETX 

Critical monitoring 10 % 0.2 Max. PDR 
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airness is found when x n = x ∗n ∀ n . Then, fairness is always zero or

egative. 

In order to consider the tradeoff between performance and en-

rgy consumption, we evaluate fairness in both senses. In particu-

ar, the fairness in terms of rank ( F r ) and energy consumption ( F e )

re defined as follows 

 r = min 

i 

(
1 

| I | 
∑ 

n ∈I 

(
r̄ ∗, ∗

n,o i 
− r̄ ∗,c ∗

n,o i 

)) ∀ I ∈ K, (17)

 e = min 

i 

(
1 

| I | 
∑ 

n ∈I 

(
ē ∗, ∗

n,o i 
− ē ∗,c ∗

n,o i 

)) ∀ I ∈ K, (18)

here c ∗ is the coalition selected by i , and r̄ ∗, ∗
n,o i 

and ē ∗, ∗
n,o i 

are the

ptimum mean-variance normalized rank and energy consumption

f the n th node, respectively. These are the best values among all

he possible coalitions in terms of rank and energy consumption. 

This metric evaluates how the network resources are balanced

mong the instances in the network, taking into account the devi-

tion of each node from its best possible solution. In particular, a

ery low value in F r means that there is an instance that is not

eceiving enough resources, while a low value in F e means that

he network is overloading a particular instance. Since we want

o avoid both extreme situations, it is important to evaluate the

radeoff between both metrics. 

. Simulation results 

In this section, we compare the performance of C-RPL and RPL

n a WSN with heterogeneous traffic using Matlab. This has been

mplemented in a centralized manner, since global knowledge is

ecessary to decide the network coalitions, but a distributed im-

lementation of this algorithm remains as future work. On the

ther hand, we assume simple PHY and MAC layers to better ob-

erve the performance of C-RPL and RPL. Nevertheless, as we have

xplained in Section 4.1 , similar conclusions can also be applied

o networks using B-MAC [24] or ContikiMAC [26] , which are the

efault LPL MAC protocols in TinyOS and Contiki, respectively. 

We first evaluate C-RPL for different α values (i.e., cooperation

arameter), node densities and traffic loads. Finally, we compare

ts fairness with RPL. 

.1. Simulation environment 

In RPL, the nodes that may belong to each instance must be

efined in advance. In this context, we consider two different ver-

ions of RPL, that construct their RPL Instances using different cri-

eria. In the first version, simply referred to as RPL, RPL Instances
ay be composed of any node in the network, regardless of its

pecific tasks. In the second version, referred to as RPL II (Inde-

endent Instances), nodes belong only to the instance related to

ts tasks, and therefore to a unique RPL Instance. For the sake of

omparison, we also include a second version of C-RPL, referred

o as C-RPL NCG (No Cooperation Game), were each instance in-

ependently constructs the C-RPL Instance that maximizes its own

tility. Note that this strategy is not equivalent to RPL, since this

onsiders not only the rank, but also the energy consumption of

ach possible C-RPL Instance using (4) . This has been included to

how the lack of fairness that may arise without the cooperation

ame among instances. 

We assume a very simple MAC layer that adjusts the duty cycle

f each node according to its tasks in the network using a slotted

istening duty cycling scheme (See Section 3 ). Then, a node must

e active during the active time assigned to each of the instances

n which it participates. For instance, a node that belongs to the

nstances that manage event detection and non-critical monitoring

raffics would have a duty cycle of 25% (See Table 6 ). On the other

and, a TDMA-based scheme is used to avoid interferences among

odes from the same C-RPL Instance. Note that packet congestion

ay appear due to the limited bitrate of wireless sensors. 

The simulation scenario considers a total of N sensing nodes,

andomly deployed in a 150 × 150 m 

2 area. The information col-

ected by them is gathered at the sink node, that is located in the

iddle of the sensing area. 

The channel losses ( PL ) are modeled following the log-distance

ath loss model [28] 

 L (dB ) = P L 0 (dB ) − 10 γ log(d) + X, (19)

here PL 0 is the path loss at the reference distance d 0 (1 m), γ
s the path loss exponent, d is the communication distance, and

 is the attenuation caused by flat fading, which has zero mean

nd variance σ 2 . The values of these parameters have been empir-

cally measured using Iris motes ( PL 0 = 50 dB, α = 3 and σ 2 
γ = 6).

oreover, we assume the sensitivity value ( −91 dBm), the maxi-

um transmission power (3 dBm) and the current consumptions

n sleep, idle and transmit states ( i.e., 20 nA, 15.5. mA and 16.5

A, respectively) of the Iris transceiver (i.e., RF230). Table 5 sum-

arizes the main simulation parameters. 

In particular, the sink collects event detection, critical moni-

oring and non-critical monitoring information, coming from the

ensor nodes, transmitting up to 250 kbps. The size of pack-

ts is assumed to be 127 octets (i.e., standard packet size in

EEE 802.15.4). Each kind of data is sensed by a different instance,

hich are composed of the same number of nodes. Since instances

ay sense different magnitudes, the traffic originated at different

nstances cannot be aggregated. On the other hand, the traffic

rom the same instance can be compressed using data aggregation

echniques, since they may be spatially and temporally correlated.

n particular, we assume a compression rate of 80% [27] (i.e. nodes

an combine in average up to 5 packets into a single packet). The

uty cycle, the average packet transmission rate and the objective

unction of each instance (See Table 6 ) are defined according to

he particularities of their traffic. Note that these have different

uty cycles and therefore their willingness to create coalitions is

ot the same. For example, the instance for event detection traffic

ill push more frequently to create coalitions in order to share
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Fig. 3. Performance in terms of hops, ETX and PDR for different α values. Each 

instance is composed of 40 nodes, which are randomly deployed in a 150 × 150 

m 

2 area. 
the active time of their nodes, while the instance for non-critical

monitoring traffic will be less participative, since coalitions with

the rest of instances increase notably its overall idle consumption. 

6.2. Cooperation parameter 

In Fig. 3 , we show the impact of the cooperation parameter α
in the network performance, in terms of the particular objective

function of each instance. Although individual α values could have

been considered for each node or instance, we assume a uniform

α, for the sake of simplicity. We include the 95% confidence inter-

vals in our simulations. In general, we can observe that instances

do not cooperate until a minimum α is considered. This is be-

cause the network prioritizes the energy consumption in front of

performance when using low α values. On the other hand, when

the cooperation parameter is increased, C-RPL and C-RPL NCG tend

to the RPL solution, since instances are more prone to collaborate

with other instances, as long as they increase their performance.

We can also observe that without the cooperation game, the in-

stances start creating larger C-RPL Instances with lower α values.

This is because these are decided individually. In this case, the best

performance is always found using RPL, but in situations with con-

gestion problems this may not be always the case, as we discuss in

Section 6.4 . 

In Fig. 4 , the average energy consumption is shown for different

α values. As we have observed in Fig. 3 , the network prioritizes the

energy consumption using low α values. The average power con-

sumption in C-RPL increases with α, from 5.5 mW to 8.5 mW, due

to the additional communication among instances. This causes that

more nodes increase their duty cycles, and therefore their energy

consumption also increases. For the same reason, C-RPL NCG, has

a higher consumption than C-RPL. In fact, this may be even higher

than in RPL. 

From Figs. 3 and 4 , we have seen that we can manage the

tradeoff between performance and energy consumption in C-RPL

with α. 

6.3. Impact of node density 

In Fig. 5 , we evaluate the performance of RPL and C-RPL for dif-

ferent network densities, considering α = 0.9. In networks with a

low density of nodes, the best performance is achieved by RPL. On

the contrary, when instances are independent from each other as

in RPL II, the number of possible routes is reduced, and therefore

their performance is lower. When the density of the RPL Instances

increases, RPL II improves its performance, since the communica-

tion distances are shorter. In general, the performance of C-RPL is

an intermediate value between both solutions. Note that the per-

formance of each instance could be individually adjusted with in-

dividual α parameters. 

As we can observe in Fig. 5 c, a node density above 130 nodes

generates network congestion in RPL, reducing the network per-

formance. Note that I P is the instance that generates the highest

amount of traffic, and therefore it is congested at lower node

densities than the rest of instances. However, the impact of node

density is different in C-RPL, since C-RPL avoids creating C-RPL In-

stances with overloaded nodes. We discuss the network congestion

problem in the next section. 

In general, C-RPL reduces the average number of coalitions with

the node density, since instances do not need to create large C-

RPL Instances to have a good performance. As a result, the average

energy consumption of C-RPL can be always lower than RPL. This

can be observed in Fig. 6 , where C-RPL reduces the average power

consumption of RPL around 17%. 
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Fig. 5. Performance in terms of hops, ETX and PDR for different node densities. 

Each instance has the same number of nodes ( N /3). They are randomly deployed in 

a 150 × 150 m 

2 area. 
.4. Impact of traffic load 

The packet rates in the previous sections were not high enough

o cause congestion problems with 120 nodes. However, bottle-

ecks may frequently appear in convergecast networks when the

raffic is moderate, since the traffic is many-to-one. In this case,

ome nodes may not be able to forward all packets during their

orresponding duty cycle. In Fig. 7 , we show the impact of traf-

c congestion using different packet rates in I P , while the packet

ates of the rest of instances are not modified. We can observe

hat RPL is the most affected strategy due to the higher number

f communications among nodes from different instances. As a re-

ult, a large amount of traffic cannot be aggregated, causing con-

estion problems in the network. For example, when each node in

 P generates 4 packets/s, the PDR is around 0.3. On the other hand,

hen instances are kept independent, the traffic can be always ag-

regated and therefore its impact is much lower (above 0.6 in the

ame case). 

C-RPL manages this issue adjusting the cooperations according

o the traffic conditions. When the traffic is low, the instances tend

o form larger C-RPL Instances to achieve a better performance

y collaborating among them. However, when the traffic is high

nough to cause congestion problems, the C-RPL Instances tend to

e smaller in order to reduce the amount of traffic that cannot be

ggregated. 

.5. Fairness 

In applications with multiple sets of requirements, the network

ust not be focused in one specific task. Instead, it must distribute

he available resources in a fair way to satisfy the requirements

hat each traffic demands. Fig. 8 shows the fairness of each strat-

gy in terms of energy consumption and rank for different values

f α. As we can observe, using RPL II the fairness in terms of con-

umption is close to zero, but the worst fairness in terms of rank

s obtained (around −1.17). On the other hand, using RPL we can

btain a better fairness in terms of rank, but this is much worse in

erms of energy consumption (around −1.45). We can also observe

ere that using C-RPL we can obtain intermediate solutions accord-

ng to the α parameter. For instance, using α = 0 . 8 C-RPL obtains

 fairness around −0.75, both in terms of rank and consumption.

ote that intermediate solutions mean that the resources are fairly

hared, and any instance is overloaded. 



70 M. Barcelo et al. / Computer Communications 81 (2016) 61–71 

N
90 100 110 120 130 140 150 160 170 180

A
ve

ra
ge

 P
ow

er
 C

on
su

m
pt

io
n 

(m
W

)

5

6

7

8

9

10

11

12

13

RPL
RPL II
C-RPL
C-RPL NCG

Fig. 6. Average energy consumption of the network for different node densities. 

Each instance has the same number of nodes ( N /3). They are randomly deployed in 

a 150 × 150 m 

2 area. 

Packets/s
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

P
D

R

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

RPL
RPL II
C-RPL
C-RPL NCG

Fig. 7. Average PDR of I P for different packet rates. Each instance has the same 

number of nodes ( N /3). They are randomly deployed in a 150 × 150 m 

2 area. 

Fairness in Rank
-1.2-1-0.8-0.6-0.4-0.20

F
ai

rn
es

s 
in

 C
on

su
m

pt
io

n

-1.8

-1.6

-1.4

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

RPL
RPL II
C-RPL
C-RPL NCG

Fig. 8. Rank and consumption fairness for α= 0, 0.5, 0.6, 0.7, 0.8, 0.9 and 1, where 

the smallest α is located on the right bottom side. Each instance is composed of 40 

nodes, which are randomly deployed in a 150 × 150 m 

2 area. 

 

t  

t  

a  

R  

r

7

 

t  

d  

fi  

t  

d  

t  

i  

T  

t  

Q  

f  

i  

s  

t  

a  

s  

I  

t  

t  

i  

e  

l  

w  

n  

t  

f  

R

A

 

p

R

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this figure, we can also compare the fairness of C-RPL when

he cooperation game is applied or not. In general we can observe

hat thanks to the cooperation game, C-RPL avoids solutions with

 low fairness in terms of rank or energy consumption, while C-

PL NCG tends more to provide a good fairness in terms of rank,

egardless of the fairness in terms of energy consumption. 

. Conclusion 

Advanced WSN applications may need to sense, process and

ransmit data coming from different sensing units. As a result,

ifferent and maybe opposite sets of requirements must be satis-

ed in the same network. The well-known RPL protocol addresses

his problem creating independent RPL Instances for traffics with

ifferent objective functions. However, it does not define the nodes

hat must belong to each instance, and this decision has a strong

mpact in the network energy consumption and performance.

herefore, in this paper we introduce C-RPL (Cooperative-RPL),

hat creates energy efficient instances, adapted to the particular

oS requirements of each traffic. These instances are constructed

ollowing a cooperative strategy among nodes with different sens-

ng tasks. Since nodes would never agree to cooperate, as we have

hown in this paper, C-RPL coordinates them to create coalitions

hat improve the tradeoff between their own performance metric

nd energy consumption, using the cooperation parameter α. The

imulation results show that C-RPL efficiently creates the C-RPL

nstances according to their individual objective functions and

he particular network conditions. In particular, we have observed

hat C-RPL tends to create large instances when the node density

s low. Otherwise, it constructs smaller instances to reduce the

nergy consumption of the network and avoid congestion prob-

ems. Besides, we have proposed a fairness analysis for networks

ith multiple instances that measures the distribution of the

etwork resources when multiple objective functions coexist in

he network. The results show that C-RPL obtains a more balanced

airness in terms of performance and energy consumption than

PL approaches with non-cooperative instances. 
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