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a b s t r a c t 

Advance reservation services are being used by a range of applications to schedule connection bandwidth 

resources at future time intervals. To date many different algorithms have been developed to support 

various point-to-point reservation models. However, with expanding data distribution needs there is a 

need to schedule more complex service types to provide connectivity between multiple sites/locations. 

In particular, these offerings can help improve network resource utilization and help expand carrier ser- 

vice portfolios. Along these lines, this paper presents a novel, scalable optimization solution to schedule 

(virtual) overlay networks with fixed end-point nodes. An improved re-routing heuristic scheme is also 

proposed and analyzed for comparison purposes. 

© 2016 Elsevier B.V. All rights reserved. 
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1. Introduction 

Network advance reservation (AR) allows users to schedule

connection bandwidth at future time intervals [1] . These ser-

vices types are being widely used by a range of applications in

scientific computing, work flow process management, and data

archival/backup. Overall, AR service models differ from more tra-

ditional immediate reservation (IR) models, in which incoming

requests are provisioned in an immediate manner based upon

current resource levels (network state). Namely, AR solutions must

incorporate the time dimension in order to account for varying re-

source levels at future intervals. 

In general, connection scheduling is a challenging topic area,

and many AR solutions have been studied in recent years [2] . For

example, researchers have developed a range of service models

for point-to-point connection demands with fixed start/stop times,

variable start/stop times, and fixed transfer volumes, see survey in

[2] . Since most related scheduling sub-problems here are known

to be NP-complete, both optimization and heuristics-based solu-

tions have been proposed. However, as application paradigms ex-

pand, there is a growing need to schedule bandwidth interconnec-

tivity between multiple end-points, e.g., for applications in cloud

backup or mirroring, scientific workflow computing, and event
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roadcasting (sports, conventions, etc.). Along these lines, several

tudies have looked at more complex service request models. For

xample, Entel et al. [3] studied multicast connection scheduling

n wavelength-routing optical networks. Meanwhile, Gu et al. [4]

ntroduce the more generalized virtual overlay network scheduling

VONS) problem to schedule arbitrary mesh topologies. Consider

he details. 

Overlay network scheduling entails network resource (i.e.,

andwidth) reservation between multiple mesh end-points. This is

 very challenging topic since even the batch point-to-point con-

ection scheduling problem is NP-complete [4] , i.e., all known so-

utions are super-polynomial in time with the input size. Hence

y extension the global/batch VONS problem is at least of polyno-

ial degree higher complexity since multiple links are involved. In

ight of this, Gu et al. [4] specified a global integer linear program-

ing (ILP) optimization model to schedule a full batch of incom-

ng overlay demands. However, since the ILP is largely intractable

ue to high variable counts, the work in [4] proceeds to develop

nd analyze two basic heuristic schemes. Hence there is a need

o further investigate the VONS problem and develop more formal

erformance bounds. Along these lines, this paper makes two key

ontributions: 

a) Develops and solves a new VONS ILP optimization model that

only treats a subset of time-overlapping requests. Namely, each

incoming overlay request is considered in isolation in a dy-

namic manner in order to lower variable count complexity. In

contrast the work in [4] does not solve any ILP model or pro-

vide any sort of bounds for the heuristic schemes. 
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b) Develops an improved heuristic scheme that incorporates re-

routing/re-scheduling strategies to lower request blocking rates

and undo the effects of greedy allocation. Since overlay de-

mands are only active at future intervals, prior re-routing of as-

sociated link connections will not cause service disruption – a

key saliency. In contrast, Gu et al. [4] only present two basic

VONS heuristics using minimum hop count and minimum dis-

tance routing. 

Overall, this work provides a good basis from which to de-

elop further scheduling solutions for cloud-based infrastructure

ervices. Namely, these services require virtual network (VN) pro-

isioning over cloud substrates consisting of computing/storage

esource pools (datacenter sites) and interconnecting networks

switches, links), see Fig. 1 . Now VN requests differ from overlay re-

uests in that VN nodes also have (storage, computation) resource

equirements and are not necessarily bound to a fixed network lo-

ations [5] . Hence VN embedding (VNE) requires both node map-

ing and connection link routing, adding further dimensionality

o the provisioning problem (see Fig. 1 ). Although a range of VNE

chemes have been proposed, only immediate reservation scenar-

os have been studied [6,7] . Therefore as cloud-based infrastruc-

ure services continue to expand, there will be a need to develop

N scheduling schemes as well, and these can leverage from the

ONS solutions proposed herein. 

This paper is organized as follows. Section 2 first presents a

eview of existing work in network virtualization design and AR

cheduling. Section 3 then details an improved optimization for-

ulation for the topology overlay scheduling problem, followed by

 novel heuristic re-routing scheme in Section 4 . Detailed perfor-

ance analysis results are then presented in Section 5 along with

onclusions and future directions in Section 6 . 

. Background 

AR schemes perform resource (bandwidth) reservation for fu-

ure transfers. One of the key aspects of the AR problem is

hat user request durations are bounded over a given time inter-

al, either fixed or variable. Accordingly, various service models

ave been proposed with fixed start/stop times, variable start/stop

imes, and variable start/fixed file sizes, etc. [1] . Furthermore, a

ide range of point-to-point connection AR scheduling algorithms

ave also been developed to provision these service models, with

any focusing on optical networks, see survey in [7] . These so-

utions include both optimization [8,9] and heuristic strategies

10,11] . The former types assume time-slotted arrivals/departures

nd pursue various objectives such as minimizing resource uti-

ization, maximizing accepted requests. For example, Andrei et al.

8] formulates a mixed ILP (MILP) optimization model to jointly

chedule and route lightpath requests with sliding start/stop times.

wing to the complexity of the problem, a Langrangean approxi-

ation is developed to maximize the scheduled demands. Mean-

hile Zheng et al. [9] presents another optimization model to min-

mize wavelength resource utilization. However, optimization de-

igns pose notable scalability limitations due to increased vari-

ble counts from the discretized time dimension. Hence a range

f AR heuristics have also been proposed for on-line request ar-

ivals. For example, Zheng and Mouftah [10,11] present graph-

ased schemes to schedule fixed start/stop time lightpaths de-

ands (without wavelength conversion). These methods perform

 greedy search using fixed-alternate routing methods. 

Now unlike immediate reservation, advance reservation re-

uests are not active until their future scheduled time intervals.

ence these services can be re-routed prior to start without dis-

upting any active transfers. Along these lines, several AR connec-

ion re-routing schemes have been proposed to improve blocking
ates and accommodate more requests [12,13] . Most of these algo-

ithms use graph-based heuristics to achieve a tradeoff between

locking reduction (carried load) and re-routing attempts (com-

lexity). For example, Wallace et al. [12] present two algorithms to

inimize the number of re-routed reservations, and findings show

ood blocking reduction versus non-re-routing schemes. Mean-

hile Xie et al. [13] develops an ILP model to re-optimize sched-

led demands and accommodate new requests. This algorithm is

riggered if a regular (heuristic) scheduling algorithm fails and uses

 maximum look-ahead time parameter to bound optimization time

indows (complexity). Overall, this ILP scheme gives notably lower

locking as compared to some heuristic methods, but this solution

s only feasible for relatively small network sizes (under 10 nodes).

Meanwhile, the overlay network design problem has also been

nvestigated. The overall aim here is to embed dedicated client

opologies (sets of virtual links) between select network nodes to

rovide improved performance, e.g., quality of service (QoS), sur-

ivability, etc. In general, network overlays can be used to support

pecific applications such as packetized voice, video streaming,

atacenter interconnection, etc. For example, the service overlay

etwork (SON) [14] study develops an optimization model to stat-

cally allocate bandwidth resources for overlay topologies (sets of

onnection routes between gateways). This formulation uses queu-

ng models to incorporate oversubscription (in terms of load pa-

ameters) and tries to maximize revenues subject to oversubscrip-

ion penalties. An approximate solution is developed and results

re analyzed for different per-unit bandwidth prices and band-

idth levels. Meanwhile, the resilient overlay network (RON) project

15] uses overlays to improve network routing convergence and

esiliency. Specifically virtual links are provisioned between des-

gnated routers running dedicated link-state routing protocols to

chieve various objectives, e.g., delay or loss minimization, rapid

ecovery, etc. Results show notable reduction in failure recovery

imes versus the legacy border gateway protocol (BGP), i.e., seconds

ersus minutes. 

In addition, other effort s have also considered overlay topology

rovisioning in more specialized networks. For example, Xie et al.

16,17] present several schemes for extending Ethernet local area

etwork (LAN) services over SONET/SDH networks using full-mesh

r star/hub overlays. These algorithms use shortest-path heuris-

ics to route virtual link connections, and SONET/SDH inverse

ultiplexing capabilities are also leveraged for partial/tiered re-

overy via multi-path splitting. Other effort s have proposed optical

verlay provisioning in fiber-based networks with specialized

hysical-layer constraints/capabilities, e.g., wavelength continuity, 

xed/flexible spectrum, regeneration/amplification, etc. [18] . For

xample, Pages et al. [19] presents two ILP-based schemes for

aximizing carried loads in optical networks with both fixed and

exible spectrum grids. The findings show higher carried loads

ith the flexible spectrum approach, albeit the associated ILP

odel is less scalable. Researchers have also studied the more

eneralized virtual network (VN) embedding problem [6,7] where

he virtual node locations themselves are variable and subject to

lacement ( Fig. 1 ). 

Now as services expand, there is a need to schedule band-

idth connectivity between multiple sites, e.g., for applications in

loud/datacenter mirroring and backup, event broadcasting, sci-

ntific computing, etc. However, only a handful of studies have

ooked at scheduling non-point-to-point demands/services. For ex-

mple, Entel et al. [3] studied multicast connection reservation

n optical networks. Namely, several optimization and heuristics-

ased schemes are proposed to setup wavelength connection paths

ith/without multicast group members. However, the ILP mod-

ls are only solvable for relatively small networks (under 20

odes), and findings show improved wavelength conservation for

ulticast-aware routing schemes. Finally, Gu et al. [4] introduce
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Fig. 1. Overlay networks and virtual networks (VN). 
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the virtual overlay network scheduling (VONS) problem for schedul-

ing arbitrary mesh overlay topologies, i.e., sets of virtual links be-

tween designated network nodes. Namely, an ILP formulation is

introduced to minimize resource usage across a set of overlay re-

quests. However, due to excessive variable count complexity, only

basic greedy heuristics are presented instead to schedule virtual

link connections. Specifically, several link weighting schemes are

tested in [4] , including static (equal) link weights for resource min-

imization and dynamic bandwidth usage-based weights for load-

balancing. Overall the results show reduced blocking rates with the

latter weighting schemes. 

Nevertheless, although Gu et al. [4] present some good findings,

many further issues remain. Foremost, there is a need to develop

and solve proper optimization solutions in order to bound overlay

scheduling performance. Improved heuristics are also required to

improved carried load (revenues) for operators. These concerns are

now addressed. 

3. Optimization formulation 

As noted earlier in [2] , the point-to-point connection AR

scheduling problem is NP-complete. Hence by extension the over-

lay scheduling problem is also of at least polynomial-degree higher

complexity than NP-complete. In light of this, it is very difficult to

find tractable optimization-based solutions, particularly for larger

networks. For example, Gu et al. [4] present a “global” ILP formu-

lation to schedule a complete batch of a-priori overlay requests, but

this model cannot be solved due to excessive variable counts, i.e.,

as it tries to optimize all demands over the full time horizon (all

timeslots). 

To address these scalability limitations, a novel dynamic opti-

mization scheme is presented for overlay scheduling (VONS prob-

lem). This approach adapts the ILP model in [4] and only optimizes

a single overlay request over the residual substrate capacity graph

using a shorter time window, i.e., fewer time slots. This contrasts

with the optimization framework in [4] which tries to map all

requests over the full capacity graph and complete time horizon.

Namely, to achieve a tradeoff between performance and complex-

ity, the dynamic ILP only optimizes a subset of the accepted (ear-

lier scheduled) demands that overlap with the incoming request.

Since these requests are not yet active, re-optimizing them does

not cause any service disruptions. This revised optimization is now

detailed. 

First consider the requisite notation for substrate and overlay

network topologies, as shown in Fig. 2 . The substrate network
ere is modeled as a graph, G ( V , E ), where V is the set of

outer/switches nodes and E is the set of network links. Without

oss of generality, all links are assumed to have fixed capacity,

 , and connectivity is bi-directional, i.e., there are two opposing

ni-directional links between neighboring nodes. Each link e ∈ E

lso has an associated capacity function, c e ( t ), which represents its

sed (available) capacity as a function of time (future intervals).

eanwhile overlay network requests are denoted by the 5-tuple,

 

n = (S n , L n , t n s , t 
n 
e , b 

n ) , where n is the request index, S n is the set

f node/sites ( S n ⊆V ), L n is the set of overlay (virtual) links, t n s is

he request start time, and t n e is the request end time. Without

oss of generality, it is also assumed that all overlay links l n 
i j 

∈ L n 

equest b n units of bandwidth, b n ≤ C . Note that a request can

tart at any time after it is received. Hence immediate reservation

IR) requests can be regarded as special cases where the t n s values

re very close to the actual request arrival times, i.e., with some

inor added delays for provisioning and setup. 

Using the above notation, an overlay request is specified as a

et of directional connections, i.e., nodes in S n interconnected via

 set of “virtual” overlay links given in L n (see examples in Fig. 2 ).

arefully note that this formulation only incorporates bandwidth

esources, although its can be extended to include datacenter (i.e.,

omputing, storage) resources at the nodes as well. Also, in order

o satisfy integer constraints, time is discretized into fixed times-

ots of duration T , and all t n s and t n e values are chosen as integral

ultiples thereof. In addition, several other variables are also de-

ned here as follows: 

 

w incoming overlay request: (S w , L w , t w 

s , t 
w 

e , b 
w ) 

 

t 2 
t 1 

set of admitted inactive reservations from timeslot t 1 
to t 2 , i.e., r n ∈ R 

t 2 
t 1 

iff start time t n s ≥ t 1 and t n s ≤ t 2 
 w 

current time at which ILP is triggered and also the 
time when request r w received 

 m 

maximum look-ahead time allowed for ILP run 

T m 

= max 
n 

{ t n e | r n ∈ R 

t w e 

T w 
∪ { r w }} 

 

n 
i 

∈ S n the i th node in S n 

 

n 
i, j 

virtual link between v n 
i 

and v n 
j 
, v n 

i 
� = v n 

j 

v n 
i 

∈ S n , v n 
j 
∈ S n 

p n,e,k 
i, j 

binary flag for overlay link usage in time slot k, 

i.e., p n,e,k 
i, j 

= 1(0) if L n 
i, j 

does (not) use link e ∈ E 

in timeslot k 
 → e egress node of link e ∈ E if v ∈ V 

 → v ingress node of link e ∈ E if v ∈ V 
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Fig. 2. Virtual overlay network services example. 

Fig. 3. Example set of admitted inactive reservations in ILP. 
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Now consider the reduction of the optimization time window,

n example of which is shown in Fig. 3 . Here, T w 

denotes the

rrival time of the new request r w , and this also happens to

e when the ILP computation is triggered. Meanwhile, T m 

is de-

ned as the maximum look-ahead time and is set to the maxi-

um end time across all overlapping inactive reservations in set

 

t w e 
T w 

∪ { r w } . Hence any request that starts after request r w ends will

ot impact it. Based upon this maximum look-ahead time, the ILP

re)optimization only considers accepted but inactive reservations

n the interval [ T w 

, T m 

] , i.e., only those requests that start after T w 

nd end before T m 

. Hence for the case in Fig. 3 , only requests r 1 , r 2 ,

nd r 3 are included in the ILP formulation (and not request r 4 ). Al-

ernatively, if request r 2 had ended before r w arrived, then it would

ot be included in the re-optimization. Overall, reducing the num-

er of timeslots in the optimization improves computational scal-

bility, but can also result in a locally-optimal (sub-optimal) solu-

ion. 

Using the above notation, the overall objective function is de-

ned as: 

in 

∑ 

r n ∈ R t 
w 
e 

T w 
∪{ r w } 

∑ 

v n 
i 
∈ S n 

∑ 

e ∈ E 

∑ 

T w <k ≤T m 

b n p n,e,k 
i, j 

(1) 
ubject to the following constraints: 
∑ 

 

n 
i 
→ e 

p n,e,k 
i, j 

= 1 t n s ≤ k ≤ t n e , v n i ∈ S n , v n j ∈ S n (2)

∑ 

 → v n 
i 

p n,e,k 
i, j 

= 0 t n s ≤ k ≤ t n e , v n i ∈ S n , v n j ∈ S n (3)

∑ 

 → v n 
j 

p n,e,k 
i, j 

= 1 t n s ≤ k ≤ t n e , v n i ∈ S n , v n j ∈ S n (4)

∑ 

 

n 
j 
→ e 

p n,e,k 
i, j 

= 0 t n s ≤ k ≤ t n e , v n i ∈ S n , v n j ∈ S n (5)

∑ 

 → v 
p n,e,k 

i, j 
= 

∑ 

v → e 

p n,e,k 
i, j 

t n s ≤ k ≤ t n e , v ∈ V \ { v n i , v 
n 
j } , v n i ∈ S n , v n j ∈ S n 

(6) 

∑ 

 

n ∈ R t 
w 
e 

T w 
∪{ r w } 

∑ 

v n 
i 
∈ S n 

∑ 

v n 
j 
∈ S n 

b n p n,e,k 
i, j 

≤ C e ∈ E, T w 

≤ k ≤ T m 

(7)

p n,e,k 
i, j 

= p n,e,k +1 
i, j 

r n ∈ R 

t w e 

T w 
∪ { r w } , e ∈ E, t n s ≤ k < t n e , v n i 

∈ S n , v n 
j 
∈ S n 

(8) 

ere Eq. (1) tries to minimize the resource utilization across all re-

uests in set R 
t w e 
T w 

∪ { r w } , and thereby helping reduce request block-

ng rates. Meanwhile, the remaining equations specify some nec-

ssary constraints. For example, Eqs. (2) and (3) ( Eqs. (4) and (5) )

nsure flow conservation at the respective substrate source (desti-

ation) nodes. Meanwhile, Eq. (6) ensures input/output flow con-

ervation at transit nodes. Also, Eq. (7) limits the total provisioned

andwidth on a link to below its maximum capacity, whereas Eq.

8) ensures route consistency in the request interval. 

The pseudocode listing of the dynamic optimization solution is

hown in Fig. 4 . The scheme first identifies the set of overlapping
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Fig. 4. ILP formulation framework. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Two-stage overlay network scheduling re-routing strategy. 

Fig. 6. Overlay demand re-routing heuristic. 
scheduled reservations to (re)optimize when a new request arrives

and then frees up their reserved capacities. To do this, a tempo-

rary working copy of the residual bandwidth graph, i.e., G 

′ ( V , E ),

is generated and the maximum look-ahead time window used to

identify the overlapping demands. An ILP formulation is then run

for the request along with its set of overlapping reservations over

the substrate graph G 

′ ( V , E ). If this ILP is successful in finding valid

mappings for all reservations in the set, then the request is ac-

cepted and the residual resource graph G ( V , E ) is replaced by the

temporary working graph G 

′ ( V , E ). Otherwise the incoming request

is dropped. 

Overall, the dynamic ILP model greatly reduces run-time com-

plexity versus the “global” ILP formulation in [4] . For example, con-

sider a 10 node mesh topology with 100 overlay requests. If the

requests have average holding times of 10 timeslots and average

inter-arrival times of 5 timeslots, then approximately 500 times-

lots are required for the global optimization scheme in [4] . Fur-

thermore, if each overlay request demands 3 nodes and 3 links,

the total number of variables in the global optimization is approx-

imately 15,0 0 0,0 0 0 (i.e., 3 × 10 0 total links, 10 × 10 node-to-node

topology, and 500 timeslots). Clearly this value poses insurmount-

able complexity for most modern servers. Now consider the fact

that on average, only 2 requests will overlap in time. Hence assum-

ing a maximum look-ahead time of 10 timeslots in the dynamic

optimization, the total number of optimization variables drops to

about 90 0 0, i.e., 3 × 2 × 10 × 10 × 15 = 90 0 0 (i.e., 3 × 2 total

links, 10 × 10 node-to-node topology, and 15 timeslots). This fig-

ure is more than three orders of magnitude lower than that for the

global optimization and makes the solution much more tractable. 

4. Re-routing heuristic 

Some novel overlay scheduling heuristics are also presented to

improve upon the greedy schemes in [4] . The overall goal here is

to use re-routing techniques to re-map accepted overlay requests in

order to make room for a new demands, i.e., much in the in the

same way the dynamic ILP operates. This approach is motivated by

earlier work on AR connection re-routing, which has shown good

blocking reduction, see [13] . Consider the details. 

A high-level view of the proposed re-routing framework is il-

lustrated in Fig. 5 along with a more detailed psuedocode descrip-

tion in Fig. 6 . Overall, this heuristic comprises of two stages. The

first stage (Stage 1) attempts a regular setup for a new request. If

this stage fails, then the second stage (Stage 2) tries to re-route

a subset of time-overlapped (virtual link) connections to create

enough free resources to accommodate the new request. One of

the key objectives here is to achieve a balance between computa-

tional complexity (i.e., number of re-routing attempts) and request

blocking rates. The two stages are now detailed further. 
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Fig. 7. Sample link capacity function c e ( t ), two reservations ( r 1 , r 2 ) when r w arrives. 
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.1. Baseline scheduling (Stage 1) 

The initial stage simply runs a baseline heuristic to setup an in-

oming overlay request (steps 4 and 5, Fig. 6 ). Now technically any

verlay scheduling heuristic can be re-used here. However, for the

urposes herein, the load-balancing min-distance strategy is cho-

en as it gives the best performance out of all the schemes in

4] , i.e., reduced blocking (higher carried loads) versus the resource

inimization strategy. Specifically, this approach assigns dynamic

load-based” weights to links in G ( V , E ) and then uses them to

ompute minimum cost routes for all virtual link connections us-

ng Dijkstra’s algorithm (sequential manner). Namely, the weight

or link e is computed as inversely-proportional to its lowest resid-

al capacity in the request interval: 

 = 1 / (χ + ε) (9)

here 

= min 

t ∈ [ t w s ,t 
w 
e ] 

c e (t) (10) 

here c e ( t ) is the earlier-defined link capacity function, and ε is

 small value chosen to avoid division errors. Note that all the

bove computations are done using a temporary copy of the resid-

al bandwidth graph, termed G 

∗( V , E ), see steps 1 and 2, Fig. 6 .

his copy is used to track/store all accepted connection reserva-

ions (virtual links) in the request being processed. Now if the

verall setup is successful, then the original capacity graph G ( V , E )

s replaced by G 

∗( V , E ), i.e., steps 22 and 23, Fig. 6 . To further im-

rove setup success, Dijkstra’s algorithm only considers substrate

inks in G 

∗( V , E ) with sufficient capacity to provision the requested

andwidth for r w , b w (step 4, Fig. 5 ). Specifically, based upon the

 e ( t ), the bottleneck link capacity for link e in the interval [ t w 

s , t 
w 

e ]

s defined as follows: 

 

min 
e = min c e (t ) , t w 

s ≤ t ≤ t w 

e (11)

Based upon the above, all links with b min 
e < b w in G 

∗( V , E ) are

emoved to generate a reduced sub-graph for routing computa-

ion, labeled as G 

′ ( V , E ). This approach tries to achieve better load

istribution by preventing specific substrate links from becoming

verloaded. An example of bottleneck link capacity selection is also

hown in Fig. 7 . 

.2. Scheduling re-routing (Stage 2) 

The re-routing stage is triggered if a virtual link connection at-

empt in Stage 1 is unsuccessful, i.e., steps 9–21, Fig. 6 . Specifically,

 candidate path is first computed for the failed overlay link re-

uest. Next, a subset of the existing reservations on the candidate
ath links are re-routed to free up capacity for the failed request.

owever, since multiple reservations can be perturbed by this re-

outing/re-scheduling phase, it is important to limit the number of

e-routing attempts, i.e., generally divergent objective versus block-

ng reduction. Hence several candidate path selection approaches

re proposed here including: 

• Minimum Hop Re-Routing (MHR): This scheme selects the candi-

date path as the shortest hop count path between the (failed)

overlay link end-point nodes using Dijkstra’s algorithm. Choos-

ing the shortest path indirectly tries to minimize re-routing dis-

ruption. 

• Minimum Number Re-Routing (MNR): This scheme selects a can-

didate path to minimize the disruption of scheduled demands

(re-routing complexity). Namely, the k-shortest paths (k-SP) be-

tween the overlay link request’s end-point nodes are computed,

and the path giving the fewest number of (virtual link connec-

tion) re-routings is chosen. Specifically, this is done by ordering

all connection reservations on a link by decreasing bandwidth

size and then counting the minimum number needed to meet

the requested capacity, b w . 

• Threshold Re-Route (THR): This scheme minimizes the amount

of perturbation by selecting a path that already has a fraction

ρ (0 ≤ ρ < 1) of the requested overlay link capacity in the in-

terval. Namely, Dijkstra’s shortest-path algorithm is re-run over

G 

∗( V , E ), and all links with bottleneck capacity below the frac-

tional amount are precluded from consideration, i.e., link e with

b min 
e ≥ ρb w in [ t w 

s , t 
w 

e ] is kept. This approach is similar to the

connection-level AR re-routing scheme in [13] . 

Once a candidate path has been chosen, a subset of the ex-

sting (overlay link) connection reservations on its links are se-

ected for re-routing, i.e., termed as the re-routing connection set .

learly these reservations can span across multiple overlay de-

ands. Hence to minimize disruption of accepted demands, con-

ections on the candidate path (links) are first sorted in terms

f decreasing bandwidth size. The re-routing procedure then loops

hrough all candidate path links, and for each, iteratively moves a

ufficient number of scheduled connections (with overlapping du-

ations) to the re-routing connection set to free up capacity. Specif-

cally, upon each iteration at a candidate path link, the bottleneck

ink bandwidth b min 
e is recomputed until enough capacity is freed

or the new request (step 15, Fig. 6 ). 

Finally, the heuristic tries to sequentially re-schedule all reser-

ations in the re-routing connection set (steps 17–21, Fig. 6 ). This

tep basically re-runs the regular Stage 1 setup algorithm (from

ection 4.1 ) for each request over the temporary G 

∗( V , E ) graph.

f all reservations in the re-routing connection set can be suc-

essfully re-scheduled, then re-routing is deemed successful and

he request is accepted. Otherwise the request is rejected and the

etup attempt terminated. Note that additional improvements can

lso be devised here. For example, the reservations in the re-

outing connection set can be sorted based upon increasing or de-

reasing capacity sizes. This will have a potential impact on the

uture requests. However, such modifications are left for future

tudy. 

.3. Computational complexity 

Now consider the overall run-time complexity of the heuris-

ic approach, starting with Stage 1. Foremost, the bottleneck link

apacity filtering step is of O (| E |) complexity. Meanwhile, Dijk-

tra’s shortest path algorithm (used in the min-distance scheme)

s of O (| E| + | V | log (| V | )) complexity [20] . Hence the aggregate

un-time complexity for scheduling each virtual link is O (| E| +
 V | log (| V | )) . 
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Table 1 

Heuristic complexity comparison. 

Heuristic MHR MNR THR 

Stage 1 Baseline scheduling O (| E| + | V | log | V | ) 
Stage 2 Candidate path selection O (| E| + | V | log | V | ) O (| E| + | V | log | V | + | E|| V | 2 log | V | ) O (| E| + | V | log | V | ) 

Re-routing connection set selection O (| E || V | 2 log | V |) O (1) O (| E || V | 2 log | V |) 

Rerouting computation O (| V | 2 | E| + | V | 3 log | V | ) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Test network topologies. 
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Next consider the re-routing stage, Stage 2. The first step fo-

cuses on candidate path selection, and here both the MHR and THR

schemes use Dijkstra’s shortest path algorithm to compute a can-

didate path, i.e., O (| E| + | V | log (| V | )) complexity, akin to Stage 1.

However the MNR strategy is more involved since it first computes

k -shortest paths and then selects one with the smallest number of

overlay links to re-route. This latter step requires sorting all reser-

vations along each of the k -shortest paths. Now k -shortest paths

computation can be solved in time O (| E| + | V | log (| V | ) + k ) [21] . In

the worst case, the MNR scheme may have to process all O (| E |)

links in G 

∗( V , E ), and each link may have up to O (| V | 2 ) reservations

[13] . Sorting these reservations in decreasing order of bandwidth

size adds an additional O (| E || V | 2 log | V |) complexity, yielding a total

bound of O (| E| + | V | log (| V | ) + | E|| V | 2 log | V | ) for the MNR scheme.

Finally, to compute the re-routing connection set, both MHR

and THR schemes must sort the previously-scheduled reservations

in decreasing order, i.e., O (| E || V | 2 log | V |) complexity. However, since

the MNR scheme already performs this sorting step earlier, it has

constant time complexity here. Leveraging the above, the total

number of re-routing attempts (across all three candidate path se-

lection strategies) is upper-bounded by O (| V | 2 ), i.e. the same as

the maximum number of reservations on each link. This yields a

computational complexity bound of O (| V | 2 | E| + | V | 3 log | V | ) for all

three heuristics. In practice, however, the number of active con-

nections on a link will be well below | V | 2 , and this will give much

lower run-time complexity. These overall bounds are also summa-

rized in Table 1 . 

5. Performance analysis 

The performance of the overlay scheduling schemes is now an-

alyzed. Namely, advanced discrete event simulation models are

developed in the OPNET Modeler TM toolkit to generate and pro-

cess overlay requests/demands. Meanwhile, the dynamic optimiza-

tion model ( Section 3 ) is also solved by generating external file-

driven calls to the CPLEX optimization solver tool. Furthermore,

two topologies are tested here, including the NSFNET backbone

with 16 nodes/25 links (3.12 node degree) and a larger network

with 24 nodes/43 links (3.58 node degree), see Fig. 8 . All nodes are

assumed to be IP multiprotocol label switching (MPLS) routers with

10 Gbps links and advanced bandwidth provisioning capabilities. 

Meanwhile, the Inet topology generator is used to generate ran-

dom overlay requests (topologies) with 4–6 nodes each and an

average node degree of 2.5. The corresponding overlay link ca-

pacities are also chosen in a random manner, ranging uniformly

between 100 and 10 0 0 Mbps. Furthermore, incoming requests

have exponentially-distributed holding and inter-arrival times with

means μ and λ, respectively (rounded to nearest timeslot value).

In particular, the mean holding time is set to 10 timeslots, and

the mean inter-arrival time is varied according to the desired in-

put load. Carefully note that network load is commonly measured

using the dimensionless Erlang metric, defined as the ratio of the

service rate to the arrival rate [22] . However, in order to properly

account for varying numbers of virtual links (i.e., connections) in

an overlay request, a slightly modified load metric is proposed here
s follows: 

odified Erlang load = 

1 

3 

6 ∑ 

n =4 

(n − 1) × μ/λ (12)

or overlay topologies ranging from n = 4 –6 nodes. Consider the

ndings now. 

First, sensitivity tests are done to select the fractional band-

idth parameter, ρ , for the THR scheme. Namely, three different

values are tested for both network topologies, i.e., ρ = 0.1, 0.5,

nd 0.9. Overall blocking results (not shown) indicate very mini-

al variations between the different ρ values, i.e., blocking rates

or different ρ values within 1% of each other at any given input

oad. Meanwhile the average overlay connection path lengths are

hown in Fig. 9 and indicate slightly higher utilization with smaller

values (particularly at higher loads). Nevertheless, the respective

ifferences between the ρ values still fall within 1% of each other

t any given input load. Next, the number of re-routed reservations

s plotted in Fig. 10 , and these results show notably higher over-

eads with smaller ρ values, i.e., due to reduced re-route trigger-

ng thresholds. Finally, the re-routing success rates are also plotted

n Fig. 11 and indicate improved setup performance with larger ρ
alues. This is expected since larger ρ values result in fewer, more

uccessful re-routing attempts. Based upon these findings, a me-

ian value of ρ = 0 . 5 is chosen to maintain a balance between re-

outing overheads and blocking reduction. 

Next, detailed tests are done to compare the performances

f the dynamic optimization and heuristic schemes (MHR, MNR,

HR). The baseline scheduling heuristic in Section 4.1 is also tested

ere in order to provide a “non-re-routing” reference. As men-

ioned earlier, this baseline is the same as the best-performing

in-distance heuristic in [4] . Furthermore, since the ILP optimiza-

ion approach has notably higher run-time complexity, all tests
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Fig. 9. Average overlay link connection length (a) NSFNET and (b) 24-node network. 

Fig. 10. Total number of re-routed requests (a) NSFNET and (b) 24-node network. 
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Table 2 

Average run-time comparison. 

Schemes Heuristic Heuristic ILP 

no re-routing re-routing optimization 

Single request < 1 s < 1 s 5–10 s 

All requests 15–20 s 20–30 s 100–180 min 

p  

c  

t  

i  

r  

d

 

F  

t  

t  

t  

t  
omparing its performance are done using 10 0 0 random overlay

equests. Otherwise, all runs are averaged over 10 0,0 0 0 random re-

uests. 

Foremost, blocking results are shown in Fig. 12 and confirm

hat the dynamic ILP scheme gives the highest setup success rates.

or example, at higher input loads this scheme gives almost 25%

ower blocking versus the baseline min-distance heuristic and close

o 15% lower blocking versus the re-routing heuristics (for both

etwork topologies). Meanwhile, the separation between the re-

outing and non-rerouting heuristics is generally lower, but still

otable, i.e., averaging around 10% depending upon input load.

owever, only minor differences are seen between the various re-

outing (candidate path selection) schemes, with the respective

locking ratios falling within 2% of each other. The corresponding

un times for the dynamic ILP scheme are also shown in Table 2

for 10 0 0 requests processed on a 3.7 GHz quad-core processor

ith 8 gigabytes of memory). Although these values increase with

oad, they mostly fall within the 10s of seconds rage, indicating

ood applicability in on-line settings. 

Next, the average overlay connection path lengths are plotted

n Fig. 13 . As expected, the dynamic ILP scheme gives the low-

st resource utilization, followed by the non-re-routing heuristic. In
 c  
articular, the optimization approach gives about 5–10% lower hop

ount values than the baseline min-distance scheme. By contrast,

he re-routing schemes give slightly longer path lengths, indicat-

ng higher resource utilization. In general, this is expected as re-

outing procedures force longer detour routes to accomodate new

emands, i.e., tradeoff between blocking and resource efficiency. 

The individual re-routing heuristics are also compared here.

irst, Fig. 14 plots the total number of re-rerouted link connec-

ions for each scheme in order to gauge overall run-time dura-

ions. These findings indicate that the THR (MHR) algorithm gives

he lowest (highest) amount of re-routing. In light of the rela-

ively close blocking performances across all heuristics ( Fig. 12 ), it

an be concluded that the THR scheme gives the most compet-
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Fig. 11. Re-routing success rate (a) NSFNET and (b) 24-node network. 

Fig. 12. Request blocking rate versus load (a) NSFNET and (b) 24-node network. 

Fig. 13. Average overlay link connection length (a) NSFNET and (b) 24-node network. 
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itive re-routing performance. Meanwhile, re-routing success rates

are also plotted in Fig. 15 to gauge the efficiency of the re-routing

schemes. These findings show that re-routing is much more effec-

tive at lower load regimes, as there are fewer contending users and

more available network resources (resulting in fewer re-routings).
espite some fluctuations here, the THR scheme gives the high-

st overall re-routing success rates. Hence this heuristic is deemed

ore efficient than the MHR and MNR re-routing schemes, i.e.,

ven though all variants yield very close blocking and resource uti-

ization results (see Figs. 12 and 13 ). 
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Fig. 14. Total number of re-routed requests (a) NSFNET and (b) 24-node network. 

Fig. 15. Re-routing success rate (a) NSFNET and (b) 24-node network. 
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. Conclusions and future work 

Network advance reservation (traffic scheduling) is an im-

ortant area, and a range of studies have looked at reserving

oint-to-point connection demands. However, as user applications

ontinue to evolve, there is a further need to schedule more

omplex overlay topologies at future intervals. This paper ad-

resses this concern and presents a novel dynamic optimization

cheme for overlay scheduling. In addition, some advanced heuris-

ic solutions are also developed by using connection re-routing

trategies. Overall findings confirm that the optimization approach

ives the lowest blocking and resource utilization. However, the

roposed re-routing heuristics also provide very good gains over

 baseline greedy heuristic scheme. In particular, strategies which

se thresholding to minimize the amount of re-routed capacity

ive the highest request acceptance rates. Future effort s will look

t extending these schemes to address the more general virtual

etwork scheduling problem for cloud-based settings. 
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