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a b s t r a c t 

Green networking becomes more and more important, especially with the rapid development of data 

centers in recent years. In this paper, in order to minimize the energy consumption of a network, we 

present a novel energy saving approach, called Predictive Green Networking Approach (PGNA), based on 

a spatial Hidden Markov Model (sHMM). The sHMM is proposed to describe both the topology and the 

traffic distribution of the network. Loads of links in the network can be predicted based on the sHMM, 

and the links that most likely become near idle can be put into sleep mode to save energy. A deep- 

sleep method is proposed to maximize the energy saving while the network satisfies the connectivity 

and the maximum utilization constraints. We test the performance of PGNA with two real ISP backbone 

topologies and real traffic demands. The results show that our approach is effective and works better 

than related approaches. 

© 2016 Published by Elsevier B.V. 

1. Introduction 1 

The emission of greenhouse gases (such as CO 2 ) is increasing 2 

faster than originally predicted, and the information and communi- 3 

cations technology (ICT) sector is one of major contributors. As we 4 

all know, over the last two decades, the ICT equipment is widely 5 

used across all industries, including industrial and residential sec- 6 

tors. In the past, ICT equipment is designed aiming at high perfor- 7 

mance and low cost, regardless of energy consumption and adverse 8 

impact on the environment [1] . ICT products and services yielded 9 

about 3.9% of total worldwide electricity consumption in 2007, and 10 

the number has increased to 4.6% in 2012 [2] . Furthermore, the 11 

report in [3] shows that the ICT sector yielded 0.53 billion tones 12 

carbon dioxide equivalent in 2002, and the number was expected 13 

to 1.43 billion in 2020. Moreover, the equipment in ICT is responsi- 14 

ble for 80% of ICT carbon emissions. Thus it is imperative to reduce 15 

the energy consumption of ICT, especially for the ICT equipment. 16 

It is well known that the Internet traffic fits the daily pattern, 17 

and the network equipment is typically designed for network loads 18 

in the peak time in order to guarantee the network performance 19 

and traffic growth in the future. Therefore, networking systems are 20 

designed traditionally with two flaws: over-provisioning and re- 21 

dundancy [4] . Obviously it is an enormous waste of resources espe- 22 

cially when the network is in off-peak time. Hence, it’s necessary 23 
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and also feasible to save energy for the Internet by improving the 24 

efficiency and putting spare resources into sleep mode. 25 

Traditional solutions for green networking can be classified into 26 

single element oriented and whole network oriented based on the re- 27 

search objects. The single element oriented solutions focus on re- 28 

ducing energy consumption of a single element (e.g. a line card 29 

[5] or a router [6] ). In this work, we focus on saving energy for a 30 

whole network. 31 

Our aim in this paper is to shut off (i.e., put into sleep mode 32 

in this paper) redundant links in the network under the connec- 33 

tivity and the maximum link utilization constraints. We propose 34 

a spatial Hidden Markov Model (sHMM) and a sHMM-based solu- 35 

tion, called the Predictive Green Networking Approach (PGNA). The 36 

sHMM models both the network topology and the traffic distribu- 37 

tion over the network. Data of the network topology and traffic 38 

matrices of the network collected in the current period are used 39 

to train/update the model parameters. Then, the model parameters 40 

are applied to predict loads of all links in the next period. The links 41 

that most likely become near idle in the next period will be tried 42 

to shut off. 43 

A method called deep-sleep is proposed to make sure that the 44 

number of links to be shut off is maximized and the network sat- 45 

isfies some constraints. The constraints are to keep full connectiv- 46 

ity of the network and its maximum link utilization from being 47 

increased or beyond over a given limit. Based on this method, if 48 

the links to be shut off do not affect already existed “hot” links 49 

or cause new “hot” ones, they can be shut off. Therefore, it is ex- 50 

pected to shut off more links compared with related works that 51 

do not allow existing of any hot link. Because the method can put 52 
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more links into sleep mode, the network seems “sleeping deeper”, 53 

without significant degradation of network performance due to the 54 

constraints. 55 

To the best of our knowledge, it is the first time to apply a 56 

sHMM and the deep-sleep method to the energy saving problem. 57 

It is also the first time in the wired network to use prediction but 58 

present network traffic loads to choose the closable links. 59 

The rest of the paper is organized as follows. Section 2 60 

overviews the related work. Section 3 introduces a sHMM. Then 61 

the deep-sleep method is proposed in Section 4 . Section 5 describes 62 

PGNA in details. Section 6 presents a performance analysis for 63 

PGNA. Section 7 presents a discussion about the implementation 64 

of PGNA. Finally, conclusions are drawn in Section 8 . 65 

2. Related work 66 

The green networking in wired networks has been introduced 67 

since several years ago. Most of them focused on individual ele- 68 

ments (e.g., a line card, a router, or a switch) [5–8] . Most recently, 69 

some works began to focus on a whole network instead of a single 70 

or few elements. The pioneering work [9] on this subject exploited 71 

the impact of network protocols on reducing energy consumption 72 

of the Internet, and showed that sleeping is a feasible strategy to 73 

save the Internet’s energy consumption. Solutions in [10–14] fo- 74 

cused on exploring network topology to save energy without utiliz- 75 

ing any knowledge of traffic loads. Among them, [10,11] modified 76 

the link-state routing protocol (i.e., OSPF), and [12–14] exploited 77 

algebraic connectivity of the topology to detect a set of network 78 

links for powering down. The topology oriented solutions work 79 

only when the network is in off-peak periods. However, without 80 

the knowledge of traffic loads, they cannot guarantee the network 81 

performance (e.g., network congestion and packet loss). 82 

In traffic aware solutions, the green networking problem typ- 83 
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given networking constraints. However, unlike HESA, PGNA tries to 117 

shut off the link based on the knowledge of prediction via sHMM. 118 

Moreover, a deep-sleep method is proposed to make PGNA shut off 119 

much more links. The networking constraints in PGNA are more 120 

optimized than HESA. 121 

In addition, Heller et al. [27] focused on saving energy for data 122 

center and proposed ElasticTree which included an ILP method, a 123 

greedy heuristic method and a topology-aware heuristic method. 124 

In [28] , the authors presented a solution in which an OpenFlow 125 

controller that can create an energy-efficient spanning tree over- 126 

lay. Wang et al. [29] and Markiewicz et al. [30] applied green ap- 127 

proaches to the controller for global power management in SDN, 128 

by rerouting traffic in a dynamic manner and powering down the 129 

idle switches/routers and links. The solution in [31] , from another 130 

perspective, focused on energy saving on data center network with 131 

SDN by scheduling flows with exclusive routing. The solution in 132 

[32] minimized the network energy consumption by exploiting 133 

the idea of eliminating redundant data traffic so that the network 134 

links’ capacity increases virtually. 135 

3. A spatial HMM 136 

Hidden Markov Model (HMM) is a statistical Markov model for 137 

modeling a wide range of time series data, in which the Markov 138 

states are unobserved or hidden [33,34] . We define a spatial hid- 139 

den Markov model (sHMM) to model an arbitrary packet transmits 140 

through a series of nodes over the network. 141 

Suppose a network consists of N nodes (i.e., routers and 142 

switches). We treat all the hosts and other networks that are con- 143 

nected to the network as a virtual node, which is denoted as the 144 

N + 1 th node of the network. Then the virtual node is treated as 145 

both the source and the sink of all packets. In an equilibrium state 146 
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Pl

ht
lly uses both the traffic routing and the topology of the net- 

rk as input, and an Integer Linear Programming (ILP) or a 

ed-Integer Linear Programming (MILP) formulation is applied 

solve it. However, the problem turns out to be NP-complete, and 

refore heuristic approaches are needed to reduce the compu- 

ion and make the solution practically. Among those solutions, 

–17] used an ILP to formulate the problem to reduce the en- 

y consumption in an Internet service provider (ISP) backbone 

work, and proposed corresponding heuristic solutions [18–21] . 

ilarly, formulated the energy saving problem as an/a ILP/MILP 

mulation and proposed heuristic algorithms for exploiting bun- 

d links in backbone networks. Andrews et al. [22] tried to re- 

e energy consumption via speed scaling by studying a min-cost 

eger routing problem, and [23] focused on the energy down 

del by considering that each network element either works in 

o-rate mode or full rate mode. In [24] , an energy-aware traf- 

engineering mechanism was proposed by formulating as a MILP 

blem, and a heuristic solution was proposed to reduce the com- 

ation time by adding a bound on maximum link utilization (e.g. 

) and reducing the candidate paths to k-shortest paths instead 

searching for all paths. Lee et al. [25] took the energy saving 

blem as a link weight assignment problem for OSPF protocol 

 also proposed a heuristic approach. 

In particular, the solution in [26] tries to minimize energy con- 
ption for Internet service provider (ISP) networks. The energy 

ing problem is formulated as an ILP formulation, and a heuristic 

orithm (we call it Heuristic Energy Saving Algorithm (HESA)) is 

posed to solve it. HESA tries to shut off the links iteratively in 

 order of utilization from small to large. For every try to shut 

a link, HESA checks the network’s connectivity and then checks 

ll links’ new utilizations are below a given bound by rerouting 

the traffic data after the shut-off. Both HESA and PGNA are to 

 to shut off links heuristically while the network satisfies some 
Fig.

q 1 , q
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the network, the total number of packets entering the network 1

expected to be equal to the ones flowing out (note that the 1

ket loss is not considered here). Thus the packets arriving at 1

 virtual node are assumed to depart it eventually. 1

There are a massive number of packets transmitted in the net- 1

rk. If we randomly select one of the packets for consideration, 1

path over the network is a random series of nodes. We do not 1

ce every packet. Our observations are arriving rates of packets 1

ough every one of the links. In considering that we cannot know 1

ich series of nodes a packet passed through just from the ob- 1

ved arriving rates of packets, each node in the network is thus 1

umed as a hidden state, and the links as the transitions be- 1

en states. Therefore, the network topology represents the state 1

nsition graph. It can be equivalently expressed using a trellis di- 1

am, as shown in Fig. 1 , where each series of states represents a 1

bable path that a packet may take. 1

The spatial HMM is represented as a quintuple, i.e. λ = 1

+ 1 , M, A, B, π) where 1

N + 1 is the number of states (i.e., nodes in the network plus a 1

virtual node) as aforementioned; 1
 1. A trellis diagram of spatial states transition graph with a transmission path 

 2 , . . . , q T . 
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Note that the complexity of training the sHMM is O ( N T ), and 228 

the complexity of computing μi j 
K is O ( N 

2 K ). 229 

4. The deep-sleep method 230 

We propose the deep-sleep method to make sure that the num- 231 

ber of shut-off links are maximized, while the network can satisfy 232 

the constraints. There are two networking constraints: 233 

1. the network connectivity constraint; 234 

2. the maximum utilization constraint. 235 

The network connectivity constraint is to make sure that the 236 

network is always connected after the selected links are shut off. 237 
2. M is the number of distinct observable values (i.e., discrete a

riving rate of packets over a link); 

3. A = { a i j } is a matrix of state transition probabilities, where 

is the state transition probability from state i to j , and 

a i j = P [ q t = j| q t−1 = i ] , 1 ≤ i, j ≤ N + 1 , (

where q t is denoted as a state at time t ; 

4. B = { b i j (v ) } is a matrix of observation probability distributio

where b i j (v ) is the probability that v is observed while trans

ing from state i to state j , and 

b i j (v ) = P [ o i, j 
t = v | q t−1 = i, q t = j] , 1 ≤ i, j ≤ N + 1 (

where o 
i, j 
t is the observation on the arriving rate of packe

passed through link E ( i , j ) at time t ; 

5. π = { πi } is the initial state distribution, where 

πi = P [ q 0 = i ] , 1 ≤ i ≤ N + 1 . (

We assume that a packet in the network is located in node 

at time t . The packet’s transmission route is q 0 , q 1 , . . . , q t , . . . ,

as shown in Fig. 1 , where T is the length of the path. The co

responding sequence of observations is o 
q 0 q 1 
1 

, . . . , o 
q T−1 q T 
T 

. Then t

probability that a packet routed through this path is 

P 
(
q 0 , q 1 . . . , q T , o 

q 0 , q 1 
1 

, o q 1 , q 2 
2 

, . . . , o 
q T−1 , q T 
T 

)
= 

P [ q 0 ] 

T ∏ 

τ=1 

P [ q τ | q τ−1 ] P [ o 
q τ−1 , q τ
τ | q τ−1 , q τ ] , (

where q 0 is the initial node in which we assume the packet is 

cated initially. When all possible paths are taken into account, t

likelihood function of the observations is 

P [ o 1 o 2 . . . o t ] = 

∑ 

q 0 q 1 ... q t 

P 
(
q 0 , q 1 · · · . . . , q t , o q 0 , q 1 1 

, o q 1 , q 2 
2 

, . . . , o 
q t−1 , q t 
t 

)
, 

(

where o t is the snapshot of the network traffic distribution at tim

t with element o 
i, j 
t denoting the rate of packets passed through li

E ( i , j ) at time t , and o 1 , o 2 , . . . , o t (or o 1 → T for short) denote 

observations while taking into account all possible paths of leng

t . To compute Eq. (5) , we define a forward variable αt ( i ) ( 1 ≤ i

N + 1 ) by 

αt (i ) = P [ o 1 → t , q t = i ] 

= 

∑ 

q 0 q 1 ... q t−1 

P [ q 0 ] 
t−1 ∏ 

τ=1 

P [ q τ | q τ−1 ] P [ o 
q τ−1 , q τ
τ | q τ−1 , q τ ] 

·P [ q t = i | q t−1 ] P [ o 
q t−1 ,i 
t | q t−1 , q t = i ] . 

(

It yields the forward algorithm 

αt+1 (i ) = 

∑ 

q t 

αt ( q t ) a q t ,i P [ o 
q t ,i 
t+1 

| q t , q t+1 = i ] 

= 

∑ 

q t 

αt ( q t ) a q t ,i b q t i (o q t ,i 
t+1 

) . (

The likelihood of the observations given by (5) is thus 

P [ o 1 → t ] = 

∑ 

i 

αt (i ) . (

Therefore, αt (i ) 
P[ o 1 → t ] 

= P [ q t = i | o 1 → t ] represents the probability th

a packet is located in node i at time t , given the observati

sequence o 1 → t . In other words, since 
∑ 

i 

αt (i ) 
P[ o 1 → t ] 

= 1 , αt (
P[ o 1 →

represents the normalized load (i.e., ratio of total packets in t

network) that node i processes at time t . 

With the sHMM, we can compute each link’s Predicted Tran

tion Probability (PTP). 
Please cite this article as: Q.-L. Lin, S.-Z. Yu, A spatial HMM ap
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Let the forward variable at future time T + k ( k = 1 , 2 , . . . ) 

αT + k ( i ) . We have 

αT + k ( j) = P [ o 1 → T , q T + k = j] = 

∑ 

q T 

P [ o 1 → T , q T , q T + k = j] 

= 

∑ 

q T 

αT ( q T ) P [ q T + k = j| q T ] 

= 

∑ 

q T 

αT ( q T ) 
∑ 

i 

P [ q T + k −1 = i, q T + k = j| q T ] 

= 

∑ 

i 

αT + k −1 ( i ) a i j . 

(

Denote � αT + k as the vector of αT + k (i ) for all 1 ≤ i ≤ N + 1 , or 

�
 αT + k = 

[
αT + k ( 1 ) , αT + k ( 2 ) , . . . , αT + k ( N + 1 ) 

]
. (1

Then from Eq. (9) , we can compute � αT + k for ∀ i, 1 ≤ i ≤ N + 1 by

�
 αT + k = 

�
 αT + k −1 A = 

�
 αT A 

k , k ∈ N . (1

Therefore, the ratio of packets through link E ( i , j ) in the next k

time interval is 

μi j 

T + k = P ( q T + k −1 = i, q T + k = j| o 1 → T ) = 

αT + k −1 (i ) a i j ∑ 

l αT (l) 
. (1

The average ratio of packets through link E ( i , j ) during the ne

period [ T + 1 , T + K] , denoted as μi j 
K 
, is 

μi j 
K 

= 

∑ K 
k =1 αT + k −1 (i ) a i j 

K 

∑ 

l αT (l) 
, 1 ≤ i, j ≤ N + 1 . (1

Because packets that will pass through E ( i ∗, j ∗) in the next p

riod will be routed to other links if E ( i ∗, j ∗) is shut off. Therefo

the state transition probability matrix A must be changed wh

link E ( i ∗, j ∗) is shut off. Denote S as the set of links that are slee

ing, A ( S ) is the state transition probability matrix with elemen

a i ∗, j ∗ = 0 if E ( i ∗, j ∗) ∈ S . Let A ( S ) be normalized so that A (S) � e =
where � e is a vector with all unity elements. Accordingly, let μi j 

K 
(

denote the average ratio of packets that will pass through link E

j ) in the next period when the links in S are shut off. In the ca

that all output links of node i ∗ are shut off, a i ∗, i ∗ = 1 and node

becomes an absorbing state/node. 

Suppose S � = φ and the state transition probability matrix 

A ( S ). Using Eqs. (11) to (13) , we get μi j 
K 
(S) ( ∀ i , j ). Let 

E( i ∗, j ∗) = arg min 

∀ E(i, j) / ∈ S 

{ 

μi j 
K 
(S) 

} 

. 

Then E ( i ∗, j ∗) is the link that will have the smallest traffic load 

the next period and can be shut off if μi j 
K ( S ∪ E( i ∗, j ∗) ) ( ∀ i , j ) sa

isfies some constraints, where μi j 
K ( S ∪ E( i ∗, j ∗) ) is computed usi

Eqs. (11) to (13) . Because μi j 
K 
(S) and μi j 

K ( S ∪ E( i ∗, j ∗) ) are pred

tions of the future traffic loads, the current traffic load 

�
 αT do

not change while computing them using Eqs. (11) to (13) . 
2 
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ht
 2. An example for the deep-sleep method. (For interpretation of the references 

olor in this figure, the reader is referred to the web version of this article.) 

achieve this, we leverage on the theory of Laplacian matrix to 

ck the connectivity of a network [14,35] . First, we take a net- 

rk as a graph, and then denote the adjacency matrix of the 

ph as � and the degree matrix of the graph as D . Then the 

lacian matrix, denoted as L , will be 

 D − �. (14) 

 N (the number of nodes in the network) eigenvalues of L 

 be computed. We sort the eigenvalues in ascending order: 

 ε 2 , . . . , ε N . The second eigenvalue, i.e., ε 2 , is called the alge- 

ic connectivity which is the indicator of the network’s connectiv- 

 The network is connected if ε 2 � = 0, otherwise the network is 

connected. 

The second networking constraint, i.e., the maximum utilization 

straint, is to make sure that after the selected links are shut off, 

 following two conditions are satisfied: 

there will not exist any link whose utilization becomes exceed- 

ing the given threshold (denoted as σ max ) after shutting off the 

selected links. In other words, the cardinality of the set 

E = { E(i, j) | ut(i, j) > σmax } (15) 

will not increase, where E is called the exceeding set and ut ( i , 

j ) is denoted as the utilization of E ( i , j ). 

and for the links whose utilizations are already exceeding σ max 

before the shut-off, their utilizations must not increase after the 

shut-off. In other words, for any E(i, j) ∈ E , ut ( i , j ) will not be 

increased by shutting off the selected links. 

In this regard, there is no any link that will become congested if 

s not congested yet, or more congested if it is already congested. 

pared with existing approaches which usually stop shutting off

s in the case of E � = ∅ , our approach can shut off more links. To 

lain this, we depict a simple example in Fig. 2 . The utilizations 

red link AB and BC exceed σ max , and the utilizations of blue 

s are below σ max . If the link DF is shut off, the traffic from DF 

l be rerouted through the link DC and CF . In this regard, both 

 A , B ) and ut ( B , C ) do not increase at all. Hence, the link DF can 

shut off. In other words, when E � = ∅ , it is still reasonable to try 

shut off more links that do not affect the network performance. 

Suppose the total load is L = 

∑ 

i, j o 
i, j 
T 

. Then the utilization of 

 E ( i , j ) in the next period will be μi j 
K 
(S ) L/ C i, j , where S is the 

 of links to be shut off in the next period, and C i , j is the ca- 

ity of link E ( i , j ). Let E ( i ∗, j ∗) be the link to be checked if it can 

shut off in the next period. Suppose the shutting off satisfies 

 connectivity constraint. Now we check whether it satisfies the 

ximum utilization constraint: 

if for all E ( i , j ) � = E ( i ∗, j ∗), 

 

 

( S ∪ E( i ∗, j ∗) ) L/ C i, j ≤ max 

{ 

μi j 
K 
(S ) L/ C i, j , σmax 

} 

, (16) 
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n the maximum utilization constraint is satisfied and link E ( i ∗, 2

can be shut off in the next period. Then let S = S ∪ E( i ∗, j ∗) and 2

eat the procedure to add more links into the set. 2

PGNA approach 2

In the current period, PGNA collects the sequence of observa- 2

s o 1 , . . . , o T , and uses o 1 , . . . , o T to train the sHMM. Then in 2

 end of the current period, it uses the trained sHMM to com- 2

e � αT , μ
i j 
K 
( S 0 ) and μi j 

K 
( S 0 ) L/ C i, j for all E ( i , j ) �∈ S 0 , where S 0 is the 2

 of links that are currently in sleep mode. 2

The procedure to determine the set of links that will be shut 2

in the next period is as follows. 2

Let S ′ = S 0 . 2

Let E( i ∗, j ∗) = arg min E(i, j) / ∈ S ′ { μi j 
K 
(S ′ ) } be the link that will have 2

the smallest APTP in the next period. 2

Check whether it can be shut off: 2

if the connectivity constraint is satisfied and for all E ( i , 2

j ) �∈ S ′ ∪ E ( i ∗, j ∗), 2

μi j 
K 

(
S ′ ∪ E( i ∗, j ∗) 

)
L/ C i, j ≤ max 

{ 

μi j 
K 
(S ′ ) L/ C i, j , σmax 

} 

, 

then let S ′ = S ′ ∪ E( i ∗, j ∗) ; otherwise, let E ( i ∗, j ∗) be the link that 2

will have the next smallest load; go back to Step 3; 2

Go back to Step 2, and repeat the procedure until no more links 2

can be added into S ′ . 3

After the set S ′ is determined, in the beginning of the next pe- 3

d, the links of S ′ are shut off. Then start a new period to collect 3

ew sequence of observations. 3

The complexity of PGNA includes the training of sHMM and 3

putation of checking the network’s connectivity and the max- 3

m utilization constraints. The complexity of the algebraic con- 3

tivity computation is equal to O ( N 

2 ). Checking the utilization 3

straint has the complexity of O ( N 

2 ). Therefore, the algorithms 3

plexity is equal to O ( N 

2 T ) (if T > logN ) or O ( N 

2 logN ) (if T ≤ 3

N ). 3

Performance analysis 3

In this section, we present simulations to test the performance 3

GNA, and make a comparison with another energy saving solu- 3

. Since the solutions in [15–17,24,26] , which are most relevant 3

PNGA, are similar to each other, and HESA [26] is the typical 3

 of them, we therefore selected HESA as the most appropriate 3

roach to be compared with. 3

Two real ISP topologies will be used, and two case are consid- 3

d: 3

A test case with generated traffic matrices; 3

A test case with real traffic data. 3

 Topology description 3

The two topologies we used in this paper are real ISP topolo- 3

s: 3

GERMANY50, with 50 nodes and 88 links, as shown in Fig. 3 (a); 3

ABOVENET, with 138 nodes and 372 links, as shown in Fig. 3 (b). 3

The topology GERMANY50 which is a German research net- 3

rk, is from the library: Survivable fixed telecommunication Net- 3

rk Design library (SNDlib) [36] . The SNDlib also provides one 3

’s actual traffic demands of networks. But since it does not pro- 3

e the information of link capacities, we have to set capacities for 3

links: we use Dijkstra’s algorithm to route all traffic demands to 3
h for green networking, Computer Communications (2016), 

http://dx.doi.org/10.1016/j.comcom.2016.03.021


Q.-L. Lin, S.-Z. Yu / Computer Communications xxx (2016) xxx–xxx 5 

ARTICLE IN PRESS 

JID: COMCOM [m5G; March 30, 2016;7:24 ] 

o rea

ults u

as 333 

of 334 

re 335 

a- 336 

nk 337 

sts 338 

339 

el 340 

ic- 341 

 342 

he 343 

n- 344 

by 345 

346 

7) 

n- 347 

on 348 

d; 349 

 ̄c 0 350 

7) , 351 

let 352 

ge 353 

to 354 

355 

 in 356 

all 357 

lts 358 

359 

te 360 

lts 361 

e). 362 

al 363 

364 

nd 365 

on 366 

he 367 

of 368 

369 

8) 

370 

te 371 

e, 372 

nd 373 

n- 374 

erated traffic formulations for each pair of access nodes are 375 
Fig. 3. Tw

Fig. 4. The comparative res

the network, and find out the maximal link traffic load denoted 

L max ; then each link is assigned a capacity with the granularity 
L max 
30% , 

L max 
30% ×10 , 

L max 
30% ×100 , denoted as 100 c 0 , 10 c 0 , c 0 , while make su

that the utilizations of all links are below 30%. Note that the c

pacity granularity (i.e., 100 c 0 , 10 c 0 , c 0 ) is the unit to form a li

capacity. This is because, in real networks, a link typically consi

of several channels to achieve the link capacity. 

The second topology ABOVENET is from the project Rocketfu

[37] which is an ISP topology mapping engine. For sake of simpl

ity, we assign all links with the same capacity for this topology.

For energy consumption of each link, we do not consider t

energy-consuming factor of air conditioning of the device. The e

ergy consumption model of link E ( i , j ) presented in [26] is given 

P i j = 

(
P 

g 
i j 

+ P 

l 
)C i j 

c̄ 0 
, (1

where P i j is the energy consumption of link E ( i , j ); P 

g 
i j 

is the e

ergy consumption of link (optical) regenerators which depends 

the link length; P 

l is the energy consumption of a single line car

c̄ 0 is granularity channel capacity to achieve a link capacity; C i j /

is the number of granularity channels. As we can see from Eq. (1

if we assume the length of all links are almost the same (i.e., 

L = L , ∀ i , j ; L is the length of link E ( i , j ), and L is the avera
i j ij 

Please cite this article as: Q.-L. Lin, S.-Z. Yu, A spatial HMM ap
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l ISP topologies. 

nder different assignments of L ij . 

length of links), then P i j ∝ C i j / ̄c 0 . We have done simulations 

show the assumption is reasonable: 

We have simulated in three cases. In case one, L i j = 5 ( ∀ i , j );

case two and three: L ij is assigned from 1 to 10 randomly for 

i , j . Note that P 

g 
i j 

is assumed being proportional to L ij . The resu

are shown in Fig. 4 . 

Fig. 4 (a) shows the results as a function of threshold σ max (no

that u o is fixed to 3.91% in this case). Fig. 4 (b) shows the resu

as a function of u o (note that σ max is fixed to 50% in this cas

Note that u o is denoted as the mean link utilization of the origin

network in which all links are active. 

As we can see in Fig. 4 , the three results show similar tre

under different assignments of L ij . In other words, the assumpti

(i.e., L i j = L ) is reasonable. In this regard, we therefore simplify t

energy consumption model in which the energy consumption 

each link proportional to its capacity for simplicity, i.e., 

P i j = δC i j , 1 ≤ i, j ≤ N, (1

where δ is a constant. 

Besides the real traffic demands from the SNDlib, we genera

two sets of traffic matrices with ascending and descending curv

respectively. PGNA needs T traffic matrices to train the sHMM a

uses the T + 1 th traffic matrices to verify the result. Then the ge
proach for green networking, Computer Communications (2016), 
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Fig. 5. Generated traffic. 

1. Ascending Exponential Curve (AEC) as shown in Fig. 5 (a), and 376 

the generating formulation is 377 

f ( t ) = 

l T +1 

e 3 
exp ( 

3 t 

T + 1 

) , 0 < t ≤ T + 1 , (19) 

where l T +1 is a constant and equal to f (T + 1) . 378 

2. Descending Exponential Curve (DEC) as shown in Fig. 5 (b), and 379 

the generating formulation is 380 

f ( t ) = 0 . 5 − 0 . 5 − l T +1 

e 2 − 1 

[ 
exp 

(
2 ( t − 1 ) 

T 

)
− 1 

] 
, 

0 < l T +1 < 0 . 5 , 0 < t ≤ T + 1 . (20) 

Therefore, for each pair of access nodes, the generated traffic 381 

series are f (1), f (2) , . . . , f (T + 1) . In particular, since l T +1 = f (T + 382 

1) , we can test the performance of PGNA by setting different val- 383 

ues of l T +1 to generated different slope of line: ascending and 384 

descending curve, respectively. Moreover, the smaller l T +1 is, the 385 

more gently the traffic curve is, and vice versa. Note that l T +1 is 386 

proportional to u o . 387 

6.2. Performance metrics 388 

We use the following parameters to test the performance of 389 

PGNA: 390 

1. λ, the shut-off ratio (SOR), denoted as the ratio of links that are 391 

put into sleep mode, and is computed by 392 

λ = 

| S | 
| E| , (21) 

where S is the set of links that are shut off, and E is the set of 393 

394 

2. 395 

3. 396 

397 

4. 398 

399 

400 

401 

402 

of 403 

pac404 

cre405 

the406 

6.3. Results analysis 407 

In the following simulation, we will test the performances un- 408 

der different thresholds and traffic loads by setting different values 409 

of l T +1 . where in particular we set 410 

l T +1 = l · c 0 , l ≥ 0 , (25) 

where l is a factor that determines the value of l T +1 . 411 

6.3.1. Results with different thresholds 412 

In this section, we randomly choose 20 nodes to be access 413 

nodes for the topology GERMANY50 and 50 access nodes for the 414 

topology ABOVENET. We start by exploring the impact on perfor- 415 

mance under different σ max . 416 

For topology GERMANY50, we fix l = 0 . 05 and generate the two 417 

sets of traffic matrices, namely AEC and DEC. Therefore, the MU 418 

of the original network (i.e., u o ) is fixed too and u o = 3 . 91% . The 419 

results are shown in Fig. 6 as a function of the σ max varying from 420 

0 to 100%. 421 

Fig. 6 (a) and (b) show the effectiveness of PGNA to save the 422 

energy for the network GERMANY50. We can see that both λ and 423 

P increase as the threshold σ max increases, and they grow fast 424 

until the inflection point, namely σmax = 20% . When σ max ≥ 65%, 425 

PGNA’s performance reaches its limit ( λ = 36 . 4% and P = 45 . 1% ), 426 

and no more energy can be saved even if σ max grows. As Fig. 6 (c) 427 

and (d) shows, when σ max grows, u and H grow too as a price of 428 

the increase of P . When σ max ≥ 65%, u and H reach the maxi- 429 

mum which are u = 31 . 5% and H = 1 . 08 . Therefore the larger σ max 430 

is, the more energy PGNA can save while the larger MU and AHI 431 

are which means the resulting network congestion as a tradeoff. 432 

For topology ABOVENET, we fix l = 0 . 05 and u o = 4 . 40% . The 433 

results are shown in Fig. 7 . Since the capacity of all links in 434 

ABOVENET is the same, the energy consumption of each link is the 435 

same due to Eq. (18) , and therefore the result of λ is the same 436 

with P . We can see that the results in ABOVENET show a trend 437 

similar to the results in GERMANY50, however SOR in ABOVENET 438 

is less than GERMANY50 because there are less ratio of redundant 439 

links in ABOVENET than in GERMANY50. The maximal λ is 9.4%, 440 

however the maximal u and H are small, namely 4.9% and 0.049, 441 

respectively. 442 

6.3 43 

 4 4 

nod 45 

top 46 

par 47 

thr 48 

diff 49 

50 

in t 51 

res 52 

foc 53 

54 

the 55 

inc 56 

link 57 

Fig 58 

u o ’s 59 

the 60 

43. 61 

tion 62 

AH 63 

64 

wo 65 

dur 66 

Pl

ht
all links in the network; 

P, the Energy-Saving Ratio (ESR), and 

P = 1 −
∑ 

E(i, j) is on P i j ∑ 

i, j P i j 

, (22) 

u , the Mean Utilization (MU) of the network, computing by, 

u = 

∑ 

∀ i, j 

u i j 

| E | , (23) 

where u ij is the utilization of the link E ( i , j ). 

H, the Average Hop Increase (AHI) of all routes after links are 

shut off, computed by 

H = 

∑ 

H 

′ 
i j −

∑ 

H i j ∑ 

H i j 

(24) 

where 
∑ 

H i j is the sum of hops of all paths, while 
∑ 

H 

′ 
i j is the 

sum of hops of all paths after the selective links are shut off. 

In general, the change of MU and AHI can reflect the change 

network performance. Specifically, both network congestion and 

ket loss increase when MU increases; the packet latency in- 

ases when AHI increases after links are shut off. In other words, 

 network performance degrades when MU or AHI increases. 
ease cite this article as: Q.-L. Lin, S.-Z. Yu, A spatial HMM approac
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.2. Results with comparison 4

In this section, we randomly choose 20 nodes to be access 4

es for the topology GERMANY50 and 50 access nodes for the 4

ology ABOVENET. We explore the performance of PGNA com- 4

ing with HESA under different peaks of the traffic. We fix the 4

eshold σmax = 50% and test the PGNA with AEC and DEC under 4

erent values of u o by setting different values of l . 4

Results in GERMANY50. We start by evaluating the performance 4

opology GERMANY50 with AEC and DEC. Since the comparative 4

ults in DEC show a trend similar to the results in AEC, we just 4

us on the results of AEC as shown in Fig. 8 . 4

We start by focusing on the results of PGNA. As we can see in 4

 Fig. 8 (a) and (b), both λ and P decrease in general with the 4

rease of u o . That is, the smaller u o is, the more spare network 4

s exist, and the more energy that can be saved. As shown in 4

. 8 (c) , with the increase of the u o , the PGNA curve gets closer to 4

 curve until they overlap. In other words, as the SOR decreases, 4

 increment of MU decreases. In particular, for u o ≤ 1 . 56% , up to 4

18% of links are shut off, and up to 55.35% of energy consump- 4

 is saved, while as a tradeoff, the MU rises to 8.65% and the 4

I is up to 1.10. 4

As pointed out in [38] , the MU in the Internet backbone net- 4

rks is less than 5% during the idle time, and is less than 30% 4

ing the peak time. Therefore we can analyze the performance 4
h for green networking, Computer Communications (2016), 
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Fig. 6. The comparative results of PGN

Fig. 7. The comparative results of P

for the network during the idle time by approximatively consi

ering the scenario where u o ≤ 5% , and compute the average pe

formance by approximatively considering the scenario where u o
30% . In other words, when the network is idle, the average SOR

computed by 

λ5% = 

1 

| x | 
∑ 

x ≤5% 

λ( x ) , (2

where x is the value of u o , λ( x ) is denoted as the value of λ
u o = x, and | x | is the length of x with x ≤ 5%. Similarly we c

compute the average ESR denoted as P 5% , the average MU denot

as u 5% and the average AHI denoted as H 5% . Another parameter

the increase of the MU after the shut-off, denoted as 
ū 5% a

computed by 


ū 5% = 

1 

| x | 
∑ 

( u ( x ) − x ) , (2
x ≤5% 

Please cite this article as: Q.-L. Lin, S.-Z. Yu, A spatial HMM ap
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a function of σ max in topology GERMANY50. 

ith different σ max in topology ABOVENET. 

Table 1 

The performance of the idle network in topol- 

ogy GERMANY50 with AEC. 

Parameter PGNA HESA 

λ5% 35 .23% 23 .11% 

P 5% 47 .77% 24 .97% 

u 5% 9 .89% 6 .06% 


ū 5% % 7 .15% 3 .33% 

H 5% 0 .83 0 .57 

where u (x ) is the MU after the shut-off at u o = x . The results a

shown in Table 1 . 

As we can see in the Table 1 , when the network is in id

time (e.g. the network during late at night and early in the mor

ing), more than one-third of links in the network can be put in

sleep mode, and nearly half of energy consumption can be sav
proach for green networking, Computer Communications (2016), 
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Fig. 8. The comparative results as a function of u o with the AEC in topology GERMANY50. 

Table 2 

The average performance in topology GERMANY50 

with the AEC. 

Parameter PGNA HESA 

λ30% 12 .05% 3 .65% 

P 30% 12 .98% 3 .94% 

u 30% 17 .05% 15 .77% 


ū 30% 1 .08% 0 .53% 

H 30% 0 .19 0 .09 

by PGNA. As a tradeoff, the network’s MU increases to 9.89%, and 484 

AHI rises to 0.83. 485 

Furthermore, we approximatively compute the average perfor- 486 

mance of the network by considering the scenario where u o ≤ 30% . 487 

Like the way we compute the parameters for the network in idle 488 

time, we compute λ30% % , P 30% % , u 30% % and 
ū 30% % in a similar 489 

way, and the results are shown in Table 2 . Therefore we can see 490 

that on average PGNA can shut off about 12% of links and about 491 

12% of energy consumption can be saved. As a tradeoff, the MU 492 

and AHI increase, namely 
ū 30% = 1 . 08% and H 30% = 0 . 19 . 493 

Now, we focus on the comparison between the performance of 494 

the PGNA and the HESA. As shown in Fig. 8 , we can see that the 495 

res496 

the497 

tha498 

2 , P499 

wo500 

sav501 

a t502 

and503 

for504 

thr505 

abo506 
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508 

HE509 

unt510 

PG511 

512 

DE513 

Table 3 

The performance of the idle network in ABOVENET 

with AEC. 

Parameter PGNA HESA 

λ5% % 16 .8% 11 .4% 

u 5% % 3 .8% 3 .7% 


ū 5% % 0 .83% 0 .81% 

H 5% 0 .60 0 .09 

parative results in DEC show a trend similar to the results in AEC, 514 

we just focus on the results of AEC as shown in Fig. 9 . 515 

The result of λ is the same with P because the energy con- 516 

sumption of all links in ABOVENET is the same. As shown in Fig. 9 , 517 

the largest SOR is about 30% less than 43% in GERMANY50. Table 3 518 

shows the comparative results of the network in idle ( u o ≤ 5% ), 519 

and we can see that PGNA can shut off about 5.4% more links 520 

than HESA, while the MU is maintained below a low level (namely 521 

3.8%) which is only 0.1% more than HESA’s MU and AHI is only 522 

0.60. As Fig. 9 (a) shows, when u o > 3% , HESA cannot shut off any 523 

link while PGNA still works well which benefits from the deep- 524 

sleep method in PGNA, and u and H is small as shown in Fig. 9 (b) 525 

and (c). 526 

6.3.3. Results with real traffic 527 

The real traffic demands of topology GERMANY50 is from the 528 

SNDlib [36] . The SNDlib sampled the network’ traffic demands for 529 

every 5 minutes while anonymized some privacies (e.g. the abso- 530 

lute time information) and lasted for one day (i.e., from 0 0: 0 0 531 

to 23: 55). In this simulation, we use one hours’ traffic matrices 532 

for training and predicting the next 15 min link traffic, In other 533 

words, we set T = 12 and K = 3 , and the given threshold is fixed 534 

as σmax = 50% . We assume PGNA can turn on or shut off the net- 535 

work links every 15 min . The results are shown in Fig. 10 . 536 

37 

nal 38 

hou 39 

As 40 

mo 41 

off- 42 

Pl

ht
ults of PGNA and HESA are the same at the beginning, but with 

 increase of u o , both λ and P of HESA drop much more rapidly 

n PGNA’s until they become zero. As we can see in Tables 1 and 

GNA can shut off much more links than HESA. In the idle net- 

rk, PGNA can shut off about 12% more links and the energy 

ed by PGNA is about twice as much as that saved by HESA. As 

radeoff, the MU and AHI in PGNA is larger but are only 3.83% 

 0.25 more than HESA , respectively. For the average of the per- 

mance of the network, the links PGNA shuts off are more than 

eefold of those HESA does, and the energy PGNA saves is also 

ut threefold of that HESA does, while the MU and AHI in PGNA 

 1.28% and 0.10 more than HESA, respectively. 

Notice that, another big difference as we can see in Fig 8 is that 

SA stops working when u o ≥ 3 . 91% , while PGNA still works well 

il u o ≥ 24 . 23% . This thanks to the deep-sleep method we use in 

NA. 

Results in ABOVENET. We test our solution with the AEC and 

C in topology ABOVENET comparing with HESA. Since, the com- 
ease cite this article as: Q.-L. Lin, S.-Z. Yu, A spatial HMM approac
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As we can see in Fig. 10 (c), the average utilization of the origi- 5

 topology (namely u o ) fits the day-night pattern. Since the first 5

r’s data are used for training, the results are started at 01: 00. 5

shown in Fig. 10 (a) and (b), both λ and P reach the top in the 5

rning while u o reaches the bottom because the network is in 5

peak time. We denote λ as one day’s average SOR computing 5
h for green networking, Computer Communications (2016), 
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Fig. 9. The comparative results as a function of u o with the AEC in topology ABOVENET. 
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Fig. 10. The results of PGNA in to

by 

λ = 

1 

|N T ′ | 
∑ 

t 

λ(t) , (2

where |N T ′ | is the length of data in period T ′ (e.g., the morning 

the whole day), and λ( t ) is the SOR of PGNA at time t ( t ∈ T ′ ). In
similar way we compute P as one day’s average ESR and H as o

day’s average AHI. We denote 
u as the average increase of u aft

the shut-off computed by 


ū = 

1 

|N T ′ | 
∑ 

t 

( u ( t ) − u o ( t ) ) , (2

where u ( t ) is the MU of PGNA at time t and u o ( t ) is the M

of original topology at time t . Table 4 shows the average perfo

mance for both morning (from 01:00 to 07:00) and whole d

From Table 4 we can see that PGNA can shut off about one fif

of links and save about one fifth of energy consumption in t

early morning while the network is in idle state. Meanwhile, t

MU increases only 2% after the shut-off and the AHI is only 0.17
Please cite this article as: Q.-L. Lin, S.-Z. Yu, A spatial HMM ap
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 GERMANY50 with real traffic demands. 

Table 4 

The average performance of GERMANY50 with 

real traffic. 

Parameter Morning Whole day 

λ 20 .2% 8 .3% 

P 20 .0% 6 .5% 

H 0 .176% 0 .076% 


u 2 .0% 1 .0% 

which means PGNA can save much energy with a light impact 

network performance. For the results of the whole day, the ave

age SOR can reach about 8% and the average ESR reaches about 

while the MU and the AHI are both maintained at a small value

7. Implementation discussion 

To approximate the optimal solution, we have to determine t

least set of links which need to be active, and the idle links c
proach for green networking, Computer Communications (2016), 
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Fig. 11. The hierarchical architecture of the PGNA. 

be shut off while the network performance is perfectly guaran- 563 

teed in the present and the near future. Due to the computation of 564 

the least set is a NP-complete problem, our approach PGNA com- 565 

putes the least set heuristically based on predicted traffic, with 566 

two network constraints to guarantee the network performance. 567 

With sHMM, the computation for the least set is reduced, and the 568 

traffic prediction reaches the maximum likelihood probability. The 569 

simulation results show that there is a great opportunity to de- 570 

ploy PGNA in a real network. PGNA can be deployed in any cen- 571 

tralized control network. In this section, we take Software-Defined 572 

Networking (SDN) as an illustration. 573 

SDN becomes a hot issue in recent years, which is an innova- 574 

tive clean-slate networking architecture [39] . SDN is a centralized- 575 

control networking architecture and consists of control plane 576 

which makes decisions where the traffic should be sent, and data 577 

plane which is focusing on routing traffic data to the selected des- 578 

tination. The control plane in SDN has the situation awareness of 579 

the whole network, including network topology and historical traf- 580 

fic demands. 581 
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600 

2. Processing unit, in which PGNA trains the sHMM model and 601 

computes the prediction for the network; 602 

3. Decision making, in which PGNA decides which links to be put 603 

into sleep mode every t ′ time (e.g. every 30 min ). 604 

When an energy-management decision is made every t ′ time, 605 

PGNA sends power commands to all affected device’s LCP. Then 606 

the device’s LCP sends commands to its affected elements’ LCP (e.g. 607 

line card and the physical link) in the element layers. Finally, the 608 

affected elements’ LCPs turn on or shut off the elements according 609 

to the commands. 610 

It is worth noting that in some networks (e.g. a backbone net- 611 

work) there exists some links that cannot be shut off because of 612 

carrying backup paths for fault-tolerant. Therefore PGNA should al- 613 

low some links to be denoted as no-shutoff. 614 

8. Conclusion 615 

In this paper, we solve the energy-consumption problem by 616 

proposing PGNA to predict the network traffic and then try to shut 617 

off the links as long as the network constraints are satisfied. In 618 

PGNA, a sHMM is used to model the network, and a deep-sleep 619 

method is proposed to shut off the near idle links as many as 620 

possible. 621 

In order to evaluate the performance of our solution, we used 622 

two real ISP topology from the SNDlib and the Rocketfuel, respec- 623 

tively. Two typical sets of traffic matrices were generated and real 624 

traffic demands from SNDlib were used to test the PGNA. The re- 625 

sults show that our solution are effective for energy saving, es- 626 

pecially when the network is during off-peak time. Comparing to 627 

anther energy-saving approach, namely HESA, PGNA works much 628 

better in both topology. For instance, when the network is in idle 629 

time, the energy PGNA saves is about twice as much as HESA in 630 

GERMANY50. 631 
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