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ABSTRACT

In traditional wireless sensor networks communicating on a single channel data throughput measured
at the sink is constrained by the radio capability, interference, and collisions. Enabling a multi-channel
transmission is a potential solution to alleviate the above problem and improve the network perfor-
mance. Many approaches have been proposed to exploit multiple channels on unlicensed frequencies.
The advanced development of cognitive radio enables wireless sensor networks to use vacant licensed
channels. Cognitive radio wireless sensor networks enable a dynamic channel selection with the restric-
tion of releasing a channel when a primary user is present. When nodes are set on different channels,
coordination has to be carefully designed to ensure a successful transmission. This issue is mainly ad-
dressed at the MAC and network layers. In this paper, we provide an intensive survey on various aspects
of traditional and cognitive multi-channel wireless sensor networks. Different approaches are categorized
based on their underlying topology. Major developments are discussed and drawbacks of the existing

approaches are identified.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

A Wireless Sensor Network (WSN) consists of a group of sen-
sor nodes linked by a wireless medium which perform distributed
sensing tasks [1]. Sensor nodes send their measurements to a sink
using direct or multi-hop communication. Convergecast communi-
cation is used for data collection by the sink. WSNs constitute the
platform of a broad range of applications related to national secu-
rity, surveillance, military, health care, and environmental monitor-
ing.

Conventional WSNs usually communicate on unlicensed bands,
transmit small amounts of data, and have no strict restrictions on
latency. Conventional WSNs are mostly suitable for low-duty cy-
cling and monitoring applications. These applications do not have
strict requirements on throughput and end-to-end delay. How-
ever, emerging WSN applications support more complex operations
such as real time surveillance and target tracking and they require
timely data delivery and high data rate. Once a certain event is de-
tected, a WSN usually experiences a bursty traffic which results in
contentions and collisions that limit the data throughput. The im-
pact of interference in single channel WSNs also limits the network
capacity.
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By enabling transmissions over multiple channels, interference
can be alleviated and collisions can be largely reduced. An effi-
cient use of multiple channels in WSNs enables parallel transmis-
sions over multiple channels, therefore timely communication with
high data rate can be achieved. In multi-channel communication
nodes may operate on different channels. An important objective
is designing efficient schemes for channel assignment to ensure
network connectivity and coordination between nodes, besides the
performance improvement.

Besides approaches exploiting unlicensed channels, the ad-
vances in the technology of cognitive radios makes the utilization
of licensed channels possible. Cognitive Radio Sensor Networks
(CRSN) which employs cognitive technology into WSNs merged re-
cently. A cognitive radio is capable of spectrum sensing, which en-
ables it to work on both licensed and unlicensed channels. The li-
censed channels in the lower frequency bands have better prop-
agation characteristics. With the same transmission power, the
transmission range is larger on lower frequency. This characteristic
makes cognitive radio based approaches promising for energy con-
strained WSNs. Extra benefit will add to the advantages brought in
by the conventional multi-channel approaches.

There are several surveys in literature discussing multi-channel
approaches for WSNs. A survey on multichannel assignment pro-
tocols in WSNs is presented in [42], which is further extended
in [43]. According to [43], there are three types of channel as-
signment: static channel assignment, dynamic channel assignment,
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and semi-dynamic channel assignment. Some representative ap-
proaches from each category are specified. A survey on using
multi-channel communication to increase WSN capacity is pre-
sented in [44]. The classification is similar to [43] and approaches
from different categories are introduced and analyzed. The multi-
channel assignment in CRSN is more dynamic and has more re-
strictions.

Article [45] provides a comprehensive survey on channel as-
signment in cognitive radio networks. This survey discusses chan-
nel assignment approaches for various types of networks includ-
ing Cognitive Radio Ad-Hoc Networks (CRAHNSs), Cognitive Wire-
less Mesh Networks (CWMNs), Cognitive Radio Cellular Networks
(CRCNs), and CRSNs. CRAHNSs are infrastructure-free and a CR node
is able to communicate with another CR node via ad-hoc connec-
tions [63]. CWMNSs is a special type of CRAHNs consisting of CR
mesh clients and CR mesh routers. CR mesh routers form a con-
nectivity backbone which performs packet forwarding and provides
network access to mesh clients [64]. CRCNs are centralized and
infrastructure-based networks where a CR base station is respon-
sible for assigning channels and controlling communication among
users [45]. A CRSN usually consists of a large number of sensor
nodes and one or multiple sinks performing data aggregation us-
ing a convergecast communication model. These types of wireless
networks have different architectures and communication models,
thus algorithms designed for one type of network usually cannot
be used directly on another type of network.

In this paper we focus on channel assignment in WSNs and
give an in-depth analysis of this particular area. Papers [46] and
[47] discuss both single-channel and multi-channel MAC layer pro-
tocols. However, channel assignment can be done both at MAC and
network layers. We discuss channel assignment approaches at both
MAC and network layers. Instead of using the method of channel
assignment for classification, we provide a classification in terms
of underlying topology in our survey. Furthermore, we discuss both
multi-channel approaches using unlicensed bands and cognitive ra-
dio approaches which dynamically access licensed bands. These
approaches share some common objectives, such as efficient spec-
trum utilization and reduced interference, while CRSNs have some
unique advantages as well as extra challenges which will be dis-
cussed later.

In this paper, we introduce traditional multi-channel assign-
ments with cognitive radio based multi-channel approaches. This
is not discussed by prior surveys. The reminder of this paper is
organized as follows. In Section 2, we first identify challenges in
conventional multi-channel assignments, and then we discuss ex-
isting approaches based on their underlying topology. In Section 3,
we introduce cognitive radio based multi-channel approaches. We
present unique challenges using cognitive radio in WSNs and ana-
lyze various approaches proposed in literature. We highlight some
possible future research directions in Section 4 and we conclude
our paper in Section 5.

2. Conventional multi-channel approaches

Conventional multi-channel WSNs approaches are mainly ex-
ploiting 16 channels within the 2.4 GHz band, in 5 MHz steps, spec-
ified by the IEEE 802.15.4 standard. Current radios used by wireless
sensor motes such as CC2420 [2] and DigiXbee [3] use multiple
programmable channels. For example, the operating frequency can
be programmed with 1 MHz resolution in CC2420.

Table 1 provides an overview of existing sensor nodes with dif-
ferent radios working on different channels. The existing hardware
allows exploiting multi-channel communication which alleviates
contentions and collision during bursty traffic and reduces inter-
ference in WSNs. Next sections discuss multi-channel approaches
based on their underlying topology.

The major challenges in conventional multi-channel WSNs are:

+ Channel selection: Current radios used by wireless sensor
motes can be tuned to operate on different channels. Channel
selection plays an important role in multi-channel WSNs. Ob-
jectives on channel selection including minimize interference,
robust topology and energy efficiency. Two-hop neighbor nodes
need to be assigned to different orthogonal channels to elim-
inate interference. For fixed channel assignment, the channel
has to be assigned carefully to prevent network partitioning.
Channel switching: The energy cost of channel switching and
switching delay are not negligible. For example, the CC2420
radio uses around 200 us to perform channel switching [44].
During channel switching, any incoming packet is not received.
When designing a multi-channel protocol, channel switching
should be taken into account. A desirable multi-channel proto-
col should minimize channel switching without degrading the
network performance.

Channel coordination: In WSNs, a sensor is usually equipped
with a half-duplex transceiver which is capable of switching
channels dynamically. However, it can only transmit or listen on
one channel at a time. Channel assignment may lead to sender
and receiving nodes setting their radios on different channels.
The coordination of channel switching is required for success-
ful communication. Channel coordination is also important for
resolving the multi-channel hidden terminal problem and deaf-
ness problem which are associated with CSMA/CA.

Broadcast support: Broadcasting requires a successful transmis-
sion from one node to all its neighboring nodes. In multi-
channel networks, a node may have neighboring nodes listen-
ing on different channels. This makes broadcasting more chal-
lenging in multi-channel WSNs.

Scalability: WSNs are usually densely deployed over an area of
interest. The size of WSNs varies from a few nodes to thousands
of node. The designed protocol should be able to support large
and dense networks.

Energy efficiency: one of the major challenges in deploying
WNSs is their dependence on limited battery power. Energy
consumption is dominated by the node’s radio consumption in
typical sensor applications [46]. Main causes of radio’s energy
consumption include: collisions, overhearing, protocol over-
head, and idle listening. An energy-efficient multi-channel pro-
tocol for WSNs has to take all the above factors into considera-
tion.

2.1. Tree based multi-channel approaches

A WSN usually consists of a large number of sensor nodes and
one or multiple sinks. There are two main types of data collection
in WSNs:

« Periodic data collection: sensor nodes periodically send their
measurements to the sink.

« Event based data collection: when a certain event is detected, a
set of sensor nodes simultaneously send data to sink.

An important operation in data collection is data aggregation,
which can be performed by the nodes in the network before for-
warding the data to the next hop. Data collection follows a con-
vergecast communication model, where data flow from the nodes
to the sink. A natural topology used in convergecast communica-
tion is the tree topology. The parent of a node in the tree is one
of its one hop neighbors located closer to the sink. The parent is
usually used as the next hop when forwarding data to the sink.

Different approaches for tree based multi-channel WSNs have
been proposed. One of the techniques partitions nodes into differ-
ent subtrees working on different channels so that the interference
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Table 1
Sensor motes working on different frequencies.

SensorMotes TX range 1/2 wave dipole antenna/ LOS  Frequency band  Data rate (max) Radio module
Mica2 [4] 868/916 MHz 152 m, outdoor 868/916 MHz 38.4Kbps €C1000
Mica2 [4] 433MHz 304 m, outdoor 433 MHz 38.4 Kbps CC1000
MicaZ [5] 75~100 m, outdoor 2.4 GHz 250 Kbps CC2420
Waspmote [6,7] 2.4 GHz 7000 m, outdoor 2.4GHz 250 Kbps XBee-PRO-ZB
Waspmote [6,8] 900 MHz 10 km 900 MHz 156 Kbps XBee-900
Waspmote [6,9] 868 MHz 12 km 868 MHz 24 Kbps XBee-868

is reduced. If the trees are operating on different channels, then O Frequency 1

parallel transmissions can be used, resulting in an increase perfor- @ Frequency 2

O Frequency 3

mance. Several tree based approaches are discussed in this section.

(a) HyMAC: HyMAC [10] is a hybrid MAC layer protocol combin-
ing both TDMA and FDMA schemes. It aims to achieve an energy-
efficient collision-free network by utilizing multiple frequencies.
After a tree rooted at sink is constructed using Breadth First Search
(BFS), frequency and transmission time slot(s) are assigned for
each node in a centralized way by the sink.

The communication period in HyMAC is a fixed length TDMA
cycle consisting of a number of frames, where each frame starts
with scheduled slots followed by contentions slots. The nodes that
have already joined the tree, called scheduled nodes, are send-
ing data in the schedule time slots as assigned by the sink. The
newly joined nodes, called unscheduled nodes, randomly choose a
time slot in contention slots to send a HELLO message to the sink.
At the same time, the scheduled nodes also periodically trans-
mit HELLO messages to the sink. The HELLO message includes the
node’s neighbor list. The neighbor list of all the nodes is gathered
at the sink and used to construct the schedule. The schedule is
then sent to each node in a schedule packet. As a result, each node
is able to send data to its parent using the assigned slot and fre-
quency.

HyMAC constructs a tree rooted at the sink using BFS. When
traversing each node, the interference condition with its one-hop
and two-hop neighbors is checked. In this algorithm, two nodes
within each other’s communication range are considered as con-
flicting neighbors. If a node N; is conflicting with its sibling node
N;, then N; is assigned a different time slot, otherwise N; is as-
signed a different frequency.

The HyMAC protocol was implemented on FireFly [34] platform
which uses CC2420 IEEE 802.15.4 wireless transceiver. HyMAC is
compared with MMSN [19] for potential conflicts. The results show
that HyMAC achieves less potential conflicts when node density in-
creases.

HyMAC employs a simple centralized channel assignment
method to alleviate interference and conflicts. The sink constructs
the schedule and frequency assignments for nodes to achieve a
minimum delay schedule. HyMAC is able to provide a bound on
the end-to-end delay with relatively high throughput. The disad-
vantage of this approach is that periodically updating the neighbor-
ing information at the sink involves considerable overhead. Also,
since a child node may be assigned a different channel than its
parent, strict synchronization is required otherwise the deafness
problem may occur. Broadcast may be supported in HyMAC if
neighboring nodes exchange their channel information, however
broadcasting requires channels switching and multiple transmis-
sions on different channels.

(b) TMCP: Another tree based multi-channel protocol (TMCP)
is proposed by Wu et al in [11]. TMCP is designed for data col-
lection and uses a greedy channel allocation algorithm. The whole
network is partitioned into disjoint subtrees operating on different
orthogonal channels rooted at the sink. The number of subtrees is
equal to the number of available orthogonal channels.

Fig. 1. The conceptual design of TMCP.

The interference in TMCP is determined according to the dis-
tance between nodes. The interference set of a node consists of
all the neighbors located in its interference disk. The radius of the
interference disk is computed according to the protocol model pro-
posed by Gupta and Kumar [18]: I,=(1+a)xR, a > 0 where I, is
the interference range, R is the node’s transmission range, and « is
a “bound” parameter. The interference value of a node is the num-
ber of nodes in its interference set. The intra-tree interference of
a subtree is defined as the maximum interference value of all the
non-leaf nodes in the tree. When constructing the tree, the inter-
ference set is assumed to be already known.

The tree construction in TMCP is combined with the chan-
nel assignment. First, a fat tree rooted at sink is computed us-
ing the Breadth-First-Search algorithm. In the fat tree, nodes can
have multiple parents operating on different channels and with the
same minimum hop count to the sink. Channels are allocated in
increasing order of the level, from the top to the bottom of the fat
tree. At each level, the node with the fewest number of parents
is the first to choose an optimal channel. A node will always join
the subtree with the minimum interference as result of its joining.
After joining a tree, the node chooses the parent with the least in-
terference value. Using this process, multiple subtrees working on
different channels are formed, thus eliminating the inter-tree inter-
ference. Fig. 1 shows the conceptual design where multiple trees
are rooted at the sink.

The protocol is simulated using GloMoSim and implemented on
MicaZ motes. Aggregate throughput, packet delivery ratio, delivery
latency, and energy consumption are evaluated. Results show that
TMCP achieves higher delivery ratio and throughput compared to
MMSN [19].

TMCP assigns different channels to different sub-trees such that
the inter-tree interference is eliminated assuming that the as-
signed channels are orthogonal. TMCP does not require channel
switching after channel assignment phase. Intra-tree communica-
tion uses CSMA/CA single channel communication thus it inherits
the hidden terminal problem and the contention between nodes in
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the same subtree remains unsolved. Another disadvantage is that
TMCP restricts transmission between nodes in different sub-trees
thus broadcasting is restricted.

(c) DRCS: Another tree-based topology mechanism is proposed
by Pal and Nasipuri in [12]. The Distributed Routing and Channel
Selection Scheme (DRCS) aims to improve the network lifetime by
reducing the energy consumed from overhearing. Tree construction
is combined with routing and channel assignment.

DRCS argues that overhearing consumes the most energy in
WSNs and the use of multiple orthogonal channels alleviates the
overhearing problem thus prolonging the network life. Battery
health metric and path metric are defined for channel assignment
and route selection. The health metric H of a node represents the
remaining battery which is proportional to the remaining capacity
of the battery divided by the estimated current drawn. The path
metric is defined as the sum of the expected number of transmis-
sion on each link.

In the DRCS scheme each node has a receiver channel and a
transmit channel. Nodes work on the receiver channel by default
while temporarily switching to the transmit channel for data trans-
mission. Periodic beaconing is used to allow nodes to be aware of
their neighboring information. Initially all the nodes operate on the
same channel. Each node then chooses the least used channel in
its neighborhood as its receiver channel after a random backoff.
The selected channel is then broadcasted to the neighbors using a
beacon message. After a certain interval, nodes begin their trans-
mit channel selection. A node selects one of its neighbor’s receiver
channel as its transmit channel based on its health and path met-
rics. The selected neighbor node becomes its parent for relaying
data to the sink.

DRCS is implemented using an experimental testbed consisting
of 18 MICAz motes and is simulated using Castalia [35] for a larger
network of 150 nodes. The results show that DRCS reduces over-
hearing without significantly affecting the delivery ratio.

The overhearing problem is alleviated in DRCS by distributing
the traffic over multiple orthogonal channels. However, to ensure
the connectivity of newly joined nodes, each node has to send a
beacon message on each channel in rotation. Broadcast in DRCS
can only be done by sending the message multiple times on each
neighbor’s receiving channel. A drawback of this technique is the
constant channel switching for data transmission. Multi-channel
hidden terminal and deafness problem exist in this approach. Also,
the power consumption for channel switching which is usually not
negligible, was not taken into account.

(d) Game theoretic multi-channel: Paper [30] proposes a game
theoretic framework for channel selection in multi-channel WSNs.
The proposed framework aims to reduce the amount of overhear-
ing by reducing the number of neighbors operating on the same
channel based on a tree topology.

The multi-channel allocation game is formulated as a coalition
formation game. Neighboring nodes are assigned different receiv-
ing channels in the game. Non-leaf sensor nodes are considered a
player set and a set of orthogonal channels form coalitions. The
payoff that a player receives by joining a coalition is defined as
1/|Cx|, where |C| is the number of neighbors in the same coali-
tion including the player. A balanced coalition structure is achieved
when all nodes have a minimum number of neighbors in the coali-
tion where the node belongs. Initially all sensor nodes communi-
cate on the same channel and the communication topology is a
tree rooted at the sink. A player will join another coalition if its
payoff can be improved. The required knowledge is the number of
neighbors assigned to each receiving channel. The coalition game
ends when a balanced coalition structure is achieved.

The proposed algorithm is simulated with 100 nodes deployed
uniformly in a 70 x 70 m area. The results show that the lifetime
of the network increases when the number of available channels

increases. However, some key performance metrics such as packet
delivery ratio, throughput, and delay are not evaluated.

The proposed channel assignment method reduces overhearing
through the multi-channel allocation game. However, this approach
adds a relatively large overhead since each iteration involves a
large number of actions and multiple iterations are needed to
reach the equilibrium. The authors did not provide a theoretical
bound for how many iterations are needed to reach the equilib-
rium. In this approach, the assigned channel is the node’s receiving
channel and a child node has to switch to the parent’s receiving
channel in order to transmit data. This approach does not guaran-
tee that two nodes within each other’s interference range are as-
signed different channels, thus the interference and contention are
not fully resolved.

(e) HMC-MAC: HMC-MAC [31] is a multi-channel MAC protocol
which reduces the interference and collisions by channel allocation
and network segmentation. The network has a Network Coordina-
tor (NC) used for central control and data collection. In HMC-MAC
the time is divided into cycles, where each cycle starts with a bea-
con exchange period, followed by a data transmission period and
an inactive period. Each node sends a beacon in a unique time slot
during the beacon period, as determined by the NC. A 3-hop neigh-
borhood needs to be discovered during the beacon period. A tree
topology is built starting from the root and each branch is indexed.
Nodes are organized into groups according to their depth (hops to
sink) and the branch index it belongs to. Nodes at even depth and
belonging to a branch with odd branch index, as well as nodes at
odd depth and belonging to a branch with even branch index form
the Group 1. The other nodes form the Group 2. Nodes alternate
between transmission and reception mode. When Group 1 is in
transmission mode, Group2 is in reception mode, and vice versa.
The NC (i.e. the sink) is equipped with multiple interfaces and set
in reception mode all the time.

A total of 16 channels are available for channel assignment and
each node chooses dynamically its own channel. The node with
the smallest network address has the highest priority in choosing a
channel. Each node tries to assign a free channel that is being used
by its 3-hops neighbors and sends its channel selection through a
beacon. If it is not able to find a free channel among the channels
that are already used by its 3-hops neighbors, then it tries to find
a free channel among its 2-hops neighbors, and then among its 1-
hop neighbors. If all channels are used, then the node randomly
chooses a channel among those which are least used by its 1-hop
neighbors.

The HMC-MAC is evaluated using NS2 simulator. The results
show that HMC-MAC achieves larger aggregate throughput com-
pared to an earlier version of HMC-MAC [36] which does not con-
sider a multi-interface sink.

HMC-MAC reduces the interference by assigning different chan-
nels to neighboring nodes and by staggering the transmission time.
However, since each sensor node has only one radio interface,
channel switching is needed to communicate with a parent node
operating on a different channel. This coordination process is not
specified. Network wide synchronization is required for the alter-
nation between transmission and reception phases. With limited
number of available channels, neighboring nodes may still be as-
signed the same channel. HMC-MAC cannot totally eliminate inter-
ference. CSMA/CA is used by nodes transmitting on the same chan-
nel, thus it inherits the hidden terminal problem and contention
between nodes in the same sub-tree remains unsolved. In addition,
the proposed centralized approach does not scale well because the
beacon transmission is scheduled by the NC.

(f) RMCA-FR: Routing-based Multi-Channel Allocation with
Fault Recovery (RMCA-FR) is proposed in [48]. We focus on the
channel allocation mechanism. Based on the routing tree, RMCA-FR
defines a Logical Node (LN) as the set of nodes that have the same
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parent. An interference link exists between two LNs if any node in
one LN is within the interference range of any node in another LN
or its parent node. An interference graph is defined where vertices
are LNs and an edge exists if there is an interference link between
two LNs.

The network is divided into layers, where each layer consists of
LNs with the same hop-count to the sink. Graph coloring is used to
assign channels to each layer with the aim of minimizing the inter-
ference between nodes belonging to the same layer. The algorithm
begins by coloring the LN with the highest degree, then all logical
nodes not interfering with the first node are colored with the same
color. If no more colors are available, each node is colored with the
color of the node having the smallest number of conflicts.

RMCA-FR is simulated with Omnet++ and compared with an
earlier work [49]. Work [49] addresses the channel allocation in
a centralized way following a similar idea. The results show that
RMCA-FR generates less collisions and requires less radio switching
in a single path.

RMCA-FR is a distributed solution based on routing trees for the
multi-channel allocation. It aims to minimize the interference by
assigning different channels to interfering logical nodes. However,
due to a limited number of channels, this solution cannot avoid
all interferences. RMCA-FR may assign parent and children to dif-
ferent channels. Lack of a proper coordination between parent and
child nodes to synchronize them on the same channel when trans-
mitting leads to network partition. Broadcast is limited in this ap-
proach as well.

(g) MinMax: MinMax [55] is a link-based channel-assignment
protocol which aims to minimize the maximum interference ex-
perienced by any transmission link. MinMax approach first builds
a tree based on the conflict graph G, consisting of all the nodes
in the network, except the sink, as vertices and an edge between
every interfering sender pair. Initially, all nodes assign a random
channel then broadcast their IDs and the selected channel to the
neighbors in G;. Each node calculates its conflict based on the
channel assignments received from neighbors in G, then broad-
casts this information.

After a node receives conflict values from its neighbors in Gy,
it excludes the channels used by neighbors with higher conflict
value, and assigns a channel that can reduce its own conflict. This
procedure repeats as long as a node can decrease its conflict value
by assigning an available channel. MinMax minimizes the maxi-
mum conflict in the network by avoiding to assign channels with
higher conflict among neighbors. Switching to such a higher con-
flict channel may further increase the conflict value of that neigh-
bor which may lead to a higher maximum conflict in the network.

The proposed protocol is evaluated through simulations based
on data traces collected from a WSN testbed with 74 TelosB motes.
The simulation results are compared with GBCA [56]. MinMax
achieves less conflict and interference as well as less delay. The
biggest drawback of this approach is energy efficiency. The chan-
nel assignment process runs in rounds and it can take up to EI
rounds to converge, where EI is the number of interfering links in
the network. EI can be very large in densely deployed WSNs. Syn-
chronization between sender and receiver is also required for this
approach. A packet may be lost if the receiver is tuned to another
channel. The link-based channel assignment also involves frequent
channel switching as a parent node may need to switch to differ-
ent channels to receive packets from children.

(h) WAVE: The routing tree-based protocol WAVE is proposed
in [37]. WAVE first builds a conflict graph. A node n’s conflict graph
includes the node itself, its parent, its children, all nodes that are
1-hop away from its parent, and all nodes whose parent is 1-hop
away from n. WAVE assumes that each node knows the number
of packets it has to transmit, including packets generated by itself

and from its children, before the channel and time slot assignment.
Only one packet can be sent in a time slot.

One cycle of data gathering phase contains W successive waves
(i.e. joint channel and time slot schedule), where W is the maxi-
mum number of packets a node has to transmit. All nodes assign
their time slot and channel in decreasing order of the number of
packets they have to send. In the first wave, the node with the
largest number of packets to send has priority. Each node tries to
assign the earliest time slot on any available channel as long as
there is no conflict. The wave pattern is reproduced in an opti-
mized way (i.e. only the slots needed by at least one node are re-
produced in the next wave) for W times, until all packets in the
current data gathering cycle reach the sink.

WAVE is evaluated and compared using GNU Octave with ear-
lier works [38] and [39]. Results show that WAVE requires less
time slots, thus less delivery delay. The authors did not evaluate
the packet delivery ratio and throughput which are important met-
rics for WSN performance evaluation.

WAVE is a multi-channel approach using TDMA. Not all interfer-
ing links have been removed by channel allocation. Collision free
transmission is achieved by assigning interfering nodes to differ-
ent time slots. However assigning different time slots may result
in a longer schedule, thus an increased delay. WAVE is efficient if
all nodes, except the sink, generate packets in each cycle. However,
a non-leaf node without a packet still occupies time slots, waiting
packets from its children.

Among the tree based approaches discussed above, HyMAC,
MinMax and WAVE are schedule-based MAC protocols which ad-
dress multi-channel communication. In schedule-based protocols,
collision free access to the medium is guaranteed if each node
sending packets is assigned an exclusive time slot in its 2-hop
neighborhood. HyMAC and MinMax assign channels and time slots
for a newly joined node while WAVE assumes a fixed topology
with nodes aware of the number of packets they have to send.
DRCS [30] and HMC-MAC are contention based multi-channel MAC
protocols. These contention based protocols suffer from the prob-
lems associated with CSMA such as the deafness problem and the
hidden terminal problem. RMCA-FR [48] addresses the channel al-
location problem at the network layer. TMCP address the channel
assignment problem by constructing sub-trees communicating on
different channels. Any single-channel MAC and routing protocols
can be applied to a single sub-tree.

2.2. Cluster based multi-channel approaches

In cluster based approaches the network is divided into clusters,
where each cluster is usually equipped with a cluster head. Cluster
heads are sometimes resource rich devices that have extra energy
or multiple radios. A cluster head can be responsible for channel
assignment of all nodes within the cluster such that to minimize
the interference within the cluster. One approach assigns nodes
within the same cluster to transmit on the same channel and the
cluster head is responsible to forward the data between different
clusters. Some mechanisms do not use cluster heads. In such cases
channel switching is needed for communication between nodes in
different clusters. This section presents different cluster-based ap-
proaches proposed recently in the research literature.

(a) Dynamic multi-channel MAC: A dynamic multi-channel
MAC protocol based on clustering is proposed by Le et al in
[13]. Nodes are categorized into different clusters based on their
transmitting channel. Nodes transmitting on the same channel are
within the same cluster. Initially, all the nodes are working on the
same channel called the home channel which means that the whole
network is within the same cluster in the beginning. When a chan-
nel gets overloaded, nodes switch the channel and the network
gradually partitions into several clusters.
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The crowdness of a spectrum is measured by the parameter o,
and each node periodically broadcasts a tuple ( s, f ). A node i re-

ceives tuples from its neighbor set j and computes «; = %

AR
where s; is the neighbor j's total number of successful acquirement
of the current channel and f; is the total number of unsuccess-
ful acquirement. When «; is below a threshold, it indicates that
the channel is too crowded and the node i considers switching the
channel.

Each node also computes a sink factor which measures its re-
ceived messages versus the transmitted messages. A node receiv-
ing heavy traffic behaves more like a sink and has a higher proba-
bility to switch channels (i.e. initiate the cluster split). The neigh-
bors who have heavy traffic destined to that node will switch to
the same channel. This approach creates well-isolated clusters and
inter-cluster communication involves channel switching.

Each node keeps neighboring table storing its neighbors’ IDs
and operating channels. When a node joins the network it broad-
casts a HELLO message on the home channel to inform neighbors
of its presence. When a node has to send a message to a neighbor
but does not know its operating channel, then it sends a WHERE
IS message (including the sender’s ID and the channel) on each
available channel in a round robin manner until an acknowledg-
ment is received. The neighboring table is updated for the sender
and for all the nodes receiving the message. If the destination
channel is known, then the node just switches to that channel in
order to transmit the message. After the acknowledgment is re-
ceived, the node switches back to its original channel. Before a
node switches to a new channel, it uses a message of type BYE
to inform its neighbors. Each node i periodically sends a CHAN-
NEL UPDATE message containing the pair ( t; s; ) which is used to
estimate the channel crowdness as discussed earlier. Simulations
and experiments using a MicaZ testbed show that throughput and
delivery ratio are increased compared to single channel MAC pro-
tocols.

[13] is a simple and light-weight MAC protocol which does not
require synchronization. Channel switching is performed dynami-
cally according to the channel crowdness, thus network congestion
is avoided in an efficient way. However this approach has a consid-
erable overhead due to the periodical broadcast of nodes’ status.
The impact is more drastic in large-scale networks where energy
efficiency is degraded. This protocol also suffers from the deafness
problem. This happens when a node switches to a new channel
and the BYE message is not successfully received by all neighbors.
Some nodes might be in transmit mode when the leaving node
sends the BYE message.

(b) Implicit prioritized-access: An implicit prioritized-access
protocol based on a structure similar to a cellular network is pro-
posed by Caccamo et al in [14]. The network is partitioned into
hexagonal cells using seven different channels. Adjacent cells are
assigned to different channel frequencies in order to avoid inter-
ferences. Intra-cell messages are exchanged between nodes inside
each cell and inter-cell messages are exchanged among neighbor-
ing cells. In order to exchange messages with neighboring cells,
each cell is equipped with a router node located in the center of
the cell. A router node has two transceivers. It transmits inter-cell
messages using the channel of the cell where it belongs to and it
receives inter-cell messages on the channel of the cell from where
the message is received. Non-router nodes are equipped with a
single transceiver. They transmit intra-cell messages to the router
who is then responsible to forward the message throughout the
network. To avoid conflicts, the intra-cell communication is sched-
uled using the Earliest Deadline First (EDF) mechanism [15].

The nodes within the same cell have an identical schedule
table. The schedule table contains nodes’ priorities to transmit
messages according to their deadlines and each node’s reserved

frames for transmitting. Based on the table, a node can select the
right frame to transmit just by counting the frames. An inter-cell
frame is reserved every Ty, frames for inter-cell communication.
A router node can only communicate with its six adjacent cells’
router nodes and they are assigned statically to inter-cell frames
following a periodic fashion.

The authors simulated the proposed protocol in NS2. The av-
erage delivery delay and throughput are evaluated. Simulation re-
sults show that the proposed protocol achieves better throughput
and less delay compared to IEEE 802.11 CSMA/CA access protocol.

A frame sharing technique is also proposed for a more efficient
use of the frames. Collision free communication within the same
cell is achieved by assigning different transmission slots to nodes
in the same cell. The interference between adjacent cells is elimi-
nated by assigning them different channels. Since each cell is adja-
cent to six different cells, seven orthogonal channels are needed to
fully eliminate interference. In this protocol each node schedules
all messages in the network, thus the complexity grows linearly
with the number of messages. Another drawback of this technique
is the requirement of a rather strict deployment of router nodes
in the center of the cell. In addition, the assumption that router
nodes have two transceivers may constitute a disadvantage for a
large number of cells. The energy consumption is not considered
in this approach.

(¢) MCMAC: MCMAC [16] is another TDMA based multi-channel
protocol based on the cluster topology. The network is grouped
into many overlapping clusters and each cluster has a cluster head
(CH). Each node is only required to be equipped with a single half-
duplex transceiver, while the CHs are assumed to transmit with
more power so that they can communicate with each other. In this
approach CHs are not responsible for aggregating messages from
all the member nodes. A CH works as a coordinator who is respon-
sible for the channel assignment of all the nodes in the cluster.

In MCMAC the time is divided into cycles, where each cycle
has four stages: synchronous beacon, transmission request, chan-
nel schedule, and data convey. With N available channels, one is
used as the control channel and the remaining are used as data
communication channels. Initially, all the nodes listen on the con-
trol channel.

In the first stage, each CH sends out a synchronous beacon so
that all the member nodes in the cluster synchronize. In the trans-
mission request stage, the time is divided into a number of slots
equal to the number of member nodes in the cluster. The CH dis-
tributes a fix time slot to every member. When a node has data to
send, it first sends a request containing the destination information
to the CH. This request is sent in the node’s appointed slot, during
the transmission request stage.

In the schedule stage, each CH performs the channel assign-
ment for the source and destination nodes based on the received
requests. Different channels are assigned to different communica-
tion pairs. After a node receives a channel assignment information
packet, it switches to the data transmission channel. The commu-
nication structure of a frame is illustrated in the Fig. 2. Neighboring
clusters negotiate their sleep time. They enter the active period al-
ternatively so that the inter-cluster interference is eliminated. They
also negotiate a Contact-Time when CHs can communicate with
each other.

MCMAC protocol is simulated using OMNET++. Simulation re-
sults show that energy consumption per byte decreases when
the number of available channels increases. MCMAC achieves bet-
ter energy efficiency than MMSN [19]. This protocol is mainly
designed to save energy and to alleviate interference and colli-
sions. Data throughput and delivery delay are not taken into ac-
count. Collision free communication is achieved by slot sched-
ule. The request and schedule stages increase communication
latency and precise time synchronization at nodes is required.
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Fig. 2. MCMAC frame structure.

MCMAC works well for duty-cycle sensor networks that only trans-
mit small amounts of data. However, it is not well suited for real-
time applications. In addition, these two stages increase the over-
head and consume more energy. CHs are transmitting messages
with a stronger power, thus they may deplete their energy re-
sources at a faster rate compared to other nodes. Broadcast is not
supported in MCMAC.

(d) Application based channel assignment: Article [17] is
proposing an application based clustering mechanism for topology
control and channel assignment. Nodes with similar type of sensed
data (e.g. temperature) are assigned the same channel, thus form-
ing a data plane (e.g. a cluster). It is assumed that geographical
proximity implies high data correlation. CHs in each data plane and
the sink communicate though the common control channel, while
sensor nodes forward their data to their CHs through the assigned
intra-cluster channel.

Nodes are usually densely deployed in WSNs. In many moni-
toring applications (e.g. forest fire monitoring applications), nodes
deployed within a certain proximity are sensing the same data. If
all the nodes simultaneously transmit data to the sink, they will
generate many collisions and many messages will be lost. In addi-
tion most of the data transmitted are redundant. Ideally, only one
node in the event area is sending data to the sink. Based on this
observation the nodes with similar sensed data are grouped into
a cluster. Each cluster is assigned a different communication chan-
nel. When a node has data to send and senses that the communi-
cation channel is busy, it assumes that another node has already
forwarded the data to the sink and it drops the data.

Channel assignment can be programed to minimize inter-
cluster interference. For example, if we want the WSN to sense
temperatures 10° apart, we can use 12 channels as follows. One
channel is used for inter-cluster communication between cluster
heads and the rest of the channels are assigned separately for tem-
peratures below 10 °F, 10 °F ~20 °F, 20 °F ~30 °F, and so on. A node
automatically tunes its radio to the specific channel based on its
sensed temperature value.

The proposed mechanism is simulated using GloMoSim. Results
show that the proposed multi-channel mechanism transmits less
packets than the single channel approach, thus it consumes less
energy. This clustering mechanism uses a simple channel assign-
ment scheme and is easy to implement. It also reduces the energy
consumption since only few nodes within a cluster are involved in
data transmission. However, the proposed mechanism reduces en-
ergy consumption by sacrificing sampling accuracy. Dropping pack-
ets when channel is sensed to be busy may lead to information
being lost. This approach is also application dependent. Clustering

based on sensed data makes this scheme unsuitable for certain ap-
plications.

Among the cluster based protocols discussed above, approaches
[13] and [17] are contention-based MAC protocols. Both approaches
assign different channels to different clusters. [13] assigns channels
based on the crowdness of a channel, while [17] assigns channel
based on the sensed data. The protocol proposed by [17] is also
restricted by the application.

The implicit prioritized-access protocol [14] and MCMAC
[16] are schedule-based multi-channel protocols. MCMAC elimi-
nates collisions and overhearing by scheduling a time slot and
channel for a specific pair of sender and receiver. The implicit
prioritized-access protocol schedules just the sender. It eliminates
collisions, but overhearing still remains an issue since all receiving
nodes are still required to listen.

In cluster based approaches the channel assignment and trans-
mission schedule are usually computed by the CH using a local
centralized scheme. The main drawback of the cluster based ap-
proaches is the large overhead experienced by the CH.

2.3. Node based multi-channel approaches

In node based multi-channel approaches, no underlying topol-
ogy is specified. A node may switch channels dynamically, based
on the current network condition. The channel assignment can be
done locally using nodes’ neighborhood information. By assigning
different channels among neighboring nodes, the interference can
be minimized. Frequent channel switching usually occurs in node
based approaches. Several node based approaches are discussed
next.

(a) MMSN: MMSN [19] is one of the first multi-channel MAC
protocols designed for WSNs. No specific topology is required for
this approach. It aims to assign different frequencies among 2-hop
neighbors for interference free data reception.

In this approach four frequency assignment schemes are pro-
posed: exclusive frequency assignment, even-selection, eavesdrop-
ping, and implicit-consensus. In the exclusive frequency assign-
ment nodes exchange their IDs among 2-hop neighbors through
beacon messages. Frequency decisions are made in a distributed
manner in increasing order of their IDs. The node with the small-
est ID chooses the lowest frequency among the available ones and
then beacons the choice to its 2-hop neighbors. Other nodes wait
for the decisions of all the neighbors with smaller IDs and then
choose the smallest frequency among those not chosen by its 2-
hop neighbors. If there are not enough frequencies, then the even-
selection scheme is used. When a node finds out that all the avail-
able frequencies have been chosen by neighbors, then it randomly
chooses one of the least selected frequencies.

The eavesdropping scheme can be used to reduce the over-
head since it does not require neighborhood information. In the
eavesdropping scheme, each node selects a random backoff inter-
val and eavesdrops its 1-hop neighbors’ frequency decisions during
this period. Nodes randomly choose one of the least used frequen-
cies and broadcast their decision after a random backoff interval.
The last channel assignment scheme is implicit-consensus, where
all nodes share the same pseudo-random number generator. In the
implicit-consensus scheme, the 2-hop neighbors’ IDs are also col-
lected. Each node calculates a random number for itself and a ran-
dom number for all its 2-hop neighbors. A node chooses the cur-
rent frequency only if its current random number is higher than
those of its 2-hop neighbors.

Media access takes place after the frequency assignment, when
each node is assigned a data reception frequency. The broadcast
frequency fy is used by all the nodes. The receive frequency of
a node is called f and the intended destination’s receiving fre-
quency is called fg . A node is snooping on these frequencies. A
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time slot is divided into a broadcast contention period Tj, and a
transmission period Tyqn. When a node has a unicast packet to
send, it first listens to the broadcast channel f,. If it senses any
signal during Tj., then the node sets the rest of the time slot re-
ceiving the broadcast packet. Otherwise, the node takes a random
backoff. During the backoff period, the node snoops fr and fyes
alternately. If the fr is sensed busy, then it gets ready for receiv-
ing possible incoming packets on its receiving channel. If the fj;
is sensed busy, then it assumes that there is another node trans-
mitting to the destination and choses not to transmit in this time
slot in order to avoid collision. If neither fr nor fges are busy, the
node proceeds with the transmission of the unicast packet.

MMSN is implemented using GloMoSim and its performance
is compared with single channel CSMA. MMSN achieves better
throughput when the number of available channels increases, and
better delivery ratio.

MMSN's four frequency assignment schemes allow users to
choose frequencies depending on the WSN attributes. Due to the
limited number of available channels, MMSN cannot eliminate the
interference between interfering nodes. Back-off based CSMA is
used when a node intends to transmit on the destination channel
frequency. MMSN supports broadcast and it allocates a broadcast
period in each time slot. Synchronization is required. A node alter-
natively snooping on different channels may lose packets. A node
will miss incoming packets when listening on another channel. The
frequent channel switching required by this approach makes this
protocol less energy efficient.

(b) MC-LMAC: MC-LMAC [20] is another distributed node-based
multi-channel MAC protocol based on the single channel MAC pro-
tocol LMAC [21]. In this approach, all nodes are initially communi-
cating on the same predefined base channel. A node only switches
channels when the current channel is overcrowded.

Initially, when all the nodes communicate on the base chan-
nel, each node selects its transmitting time slot based on the 2-
hop neighbor information similar to LMAC. Each node stores the
slot selection of its 2-hop neighborhood in a vector whose length
is equal to the number of timeslots in a frame. Each node trans-
mits the time slot selected and its 1-hop neighbors’ slot selection
through a control message.

On receiving a packet, a node executes the logic OR operation
to update the information about the occupied slots of its neigh-
borhood and its vector. If the node has not yet selected a trans-
mitting slot, then it selects one from the free slots. The time slot
selection scheme is shown in Fig. 3, where the node 7 is seeking
a time slot. When node 7 receives information from its neighbors,
the logic OR operation is executed and it takes the free slot 7 as
its transmitting time slot. If a node seeking a time slot finds all of
them occupied, then the node becomes slotless. Such a node will
try to switch channels for data transmission.

In MC-LMAG, the slots occupied by the 2-hop away neighbors
can be reused on a different channel. A node broadcasts the slots
occupied by its 2-hop away neighbors as free slots to the neigh-
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bors. A slotless node monitors the advertised free slots and se-
lects one node to negotiate a slot and a frequency pair. After this,
both nodes are switching to the negotiation channel in the speci-
fied time slot.

MC-LMAC is simulated using OMNeT++. The results show that
MC-LMAC is more energy efficiency than single channel LMAC.
However, energy efficiency is measured in terms of collisions
which is not sufficient.

MC-LMAC is a schedule-based MAC protocol, which supports
broadcast. Synchronization is required. MC-LMAC enables more
transmissions in the same time slot by assigning slot-less nodes to
different channels. Thus it allows more nodes to communication
during the same time slot compared to LMAC. The disadvantage of
this protocol is the overhead of control messages. Large overhead
occurs in the exchange of messages used to discover channels used
in different TMDA slots by the nodes in the 2-hop neighborhood.

(c) Y-MAC: An approach similar to MMSN is Y-MAC proposed in
[22]. Unlike MMSN, which divides a time slot into two periods, Y-
MAC divides a frame into a broadcast period and a unicast period,
each consisting of a different number of time slots. The frame ar-
chitecture is illustrated in Fig. 4. Among all the available channels,
one is defined as the base channel. Originally, all the nodes com-
municate on the base channel.

The time slot assignment is similar to LMAC [21], where each
node chooses its receiving time slot by OR-ing the slot allocation
vectors of its 2-hop neighbors. The broadcast messages are ex-
changed in the broadcast period. At the beginning of each broad-
cast period all the nodes tune to the base channel. A channel hop-
ping mechanism is employed for the unicast messages. When a
node receives a unicast message on the base channel, it hops to
the next channel to receive the following message. Any node that
has the pending message to the receiver hops to the same channel.

The channel change information is transmitted by the receiver
to all the neighbor nodes using a small independent packet. The
channel hopping mechanism is illustrated in Fig. 5. The next
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channel is calculated by the hopping sequence algorithm, which
must guarantee that among the 1-hop neighbors there is only one
node on any particular channel.

Y-MAC is implemented with real sensors. Authors compared
Y-MAC with LPL [40] and Crankshaft [41] in terms of delivery
rate, reception rate, and duty cycles. The results show that Y-MAC
achieves better reception rate under high traffic conditions. Also
the delivery latency of Y-MAC remains relatively steady when the
traffic load increases.

For unicast communication, when multiple nodes have packets
for the same destination, they need to compete in the contention
window. The winner and receiver will hop on the same channel
sequence for data communication. In this way, Y-MAC reduces la-
tency by distributing bursty messages across multiple channels.
Y-MAC requires time synchronization. However, the channel hop-
ping mechanism involves frequent channel switching. The channel
switching information sent out by receiver nodes to inform neigh-
bors every time they hop on a new channel increases the overhead.

(d) MCAS-MAC: A multichannel asynchronous scheduled MAC
protocol (MCAS-MAC) is proposed in [50]. MCAS-MAC extends the
asynchronous scheduled MAC protocol (AS-MAC) [51] to support
multi-channel communication. MCAS-MAC is a duty cycling based
protocol where nodes periodically turn on their radio for short pe-
riods of time for transmitting or receiving packets.

Each node in the network periodically sends out Hello messages
including the communication channel (home channel), the wake
up interval, and the hello interval. When a node first joins the net-
work, it gathers information about all its neighbors by listening to
Hello messages on all available orthogonal channels. The least used
channel of all the neighbors is chosen as the home channel. The
new node decides its wake up interval so that its waking up period
is unique among all neighbors. When a node has to send a packet
to a neighbor, it calculates the receiver’s next waking up time and
switches to the receiver’s home channel to send the packet.

MCAS-MAC is implemented in TinyOS for Mica2 platform to
evaluate its performance in terms of energy efficiency, delay, and
packet delivery ratio. MCAS-MAC is compared with other single
channel based protocols such as AS-MAC. MCAS-MAC achieves a
better delivery ratio in high density networks. However, MCAS-
MAC does not outperform AS-MAC in terms of energy efficiency
and delivery ratio.

MCAS-MAC alleviates interference and collisions by assigning
neighboring nodes to either different wake up times or different
receiving channels. A sender needs to wait for the wakeup pe-
riod of the receiver to send buffered packets. It mainly suits duty
cycling-based WSNs which do not have strict restrictions on deliv-
ery delay. When multiple senders intend to transmit to the same
receiver at the same time, the media access method is contention
based, thus it inherits the drawbacks of contention based MAC pro-
tocols such as deafness and hidden terminal problems. Broadcast is
limited in this approach.

Among the node based multi-channel approaches discussed
above, MMSN and Y-MAC use a combination of schedule based and
contention based access protocol. The difference is that MMSN di-
vides each time slot into broadcast and unicast periods, and it fol-
lows a contention based media access in each period. Y-MAC di-
vides a frame into broadcast and unicast slots and each slot starts
with a contention period. The winner of the contention period
transmits all its packets in the following time slots. MCAS-MAC is a
contention based MAC protocol. MCAS-MAC involves longer delays
since it assigns different wake up periods for neighboring nodes.
Thus a sender has to wait for the receiver to wake up in order
to perform data transmission. MC-LMAC is a schedule based MAC
protocol which allows multiple nodes to transmit in the same time
slot at the cost of an increased overhead.

3. Cognitive radio multi-channel approaches

The multi-channel approaches discussed previously aim to
achieve higher throughput, alleviate interferences, and avoid colli-
sions. They mainly operate on the unlicensed channels, usually on
the 2.4 GHz ISM band, such as the 802.15.4 networks for example.
IEEE802.15.4 standard defines 16 channels on the 2.4 GHz ISM band
with 2 MHz bandwidth and 5MHz inter-channel spacing. Among
them, only four are not overlapping with the IEEE802.11 channels.
It has been showed in [23] that the interference with IEEE802.11
is not negligible. Any 802.15.4 sensor network is actually critically
affected by the coexistence. Recent advancements in Cognitive Ra-
dio (CR) technology allow opportunistic spectrum access of the li-
censed spectrum. CRs have been incorporated into the WSNs as
well.

A cognitive radio is capable of spectrum sensing, which enables
it to work on both licensed and unlicensed channels. In CRNs, a
wireless user who is assigned with certain channels is called a Pri-
mary Users (PUs), for example a TV transmission tower. The other
wireless devices which access the spectrum opportunistically as
long as they do not interfere with the PUs are called Secondary
Users (SUs). This means that when a PU starts transmitting on the
channel used by a SU, the SU is able to detect it and stop or switch
its transmission to another channel.

Cognitive Radio Sensor Networks (CRSN) enable more applica-
tions than conventional WSNs and have the potential to better
solve the interference and collision issues in WSNs. CRSNs bene-
fits many recently wireless sensor applications [24]. A WSN usu-
ally experiences a bursty traffic once a certain event is detected;
contentions and collisions cause transmission delay. The dynamic
spectrum access to licensed channels in CRSN better solves this
problem compared to conventional multi-channel approaches due
to the limited number of orthogonal channels in the unlicensed
band. This makes CRSN suitable for military applications such as
surveillance, which requires timely delivery.

Even more, licensed channels provide better propagation char-
acteristics and larger bandwidth. This is especially relevant for
multimedia WSNs which may need to transmit multimedia data
such as image and audio files which demand high bandwidth. Tra-
ditional WSNs are not able to support QoS for such applications.
CRSNs can provide better indoor sensing because of the crowded
spectrum in 2.4 GHz ISM band. Indoor sensing applications usually
coexist with IEEE802.11 applications such as WiFi. In the traditional
WSNs the coexistence causes interference with each other.

CRSN has many benefits and distinguishes as a research direc-
tion worth investigating. It brings many challenges from the physi-
cal to the application layer. We focus our discussion on the channel
assignment/spectrum allocation and topology control.

Channel assignment in CRSN is essentially multi-channel as-
signment in a more dynamic environment. It inherits the chal-
lenges from the conventional multi-channel approaches identified
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in Section 2. The extra challenges that are unique to CRSNs are
identified as follows:

- Spectrum sensing: A PU may not occupy its spectrum continu-
ously. The unused portion of the spectrum is called a spectrum
hole. A cognitive radio is capable of scanning the wireless spec-
trum at any time and detecting spectrum holes. Channel as-
signment is based on the available channels sensed during the
channel sensing period. Spectrum sensing is usually abstracted
from the MAC layer. Longer sensing periods lead to high energy
consumption while insufficient sensing may degrade the net-
work performance. Finding an optimal sensing time is an im-
portant research direction in CRSN.

Spectrum handoff: CRSNs are more dynamic than conventional
multi-channel WSNs. A certain channel which is sensed avail-
able may be assigned to a SU at a specific time. However, once
a PU is detected, the SU must vacate the channel and switch to
an idle channel for transmission. This process is referred to as
the spectrum handoff.

3.1. Single node channel assignment approaches

One of the challenges of using CRSN is designing energy-
efficient approaches. Energy-efficiency is an important design cri-
teria in WSNs. Cognitive radios with spectrum sensing ability con-
sumes more energy. When incorporating cognitive radio technol-
ogy into WSNs, energy efficiency has to be considered. Channel as-
signment is usually based on the availability of sensed channels,
which vary between nodes, thus making it more challenging than
conventional multi-channel approaches. A few works addressing
channel assignment of a single node or a pair of nodes have been
proposed.

(a) Residual energy aware channel assignment: [25] proposes
a cluster-based residual energy aware channel assignment scheme
for multi-channel CRSN. Residual energy for each node is esti-
mated by an R-coefficient. Channel assignment is based on the R-
coefficient and it aims to balance the residual energy of each sen-
SOr.

In this approach, the whole network is composed of differ-
ent clusters where each cluster has a cluster head (CH). A com-
mon control channel is defined for nodes within the same cluster.
Nodes exchange information on the common control channel and
the CH is responsible for assigning data transmission channels for
the nodes in its cluster. A frame is divided into k+1 time slots,
where the first slot is reserved for channel assignment and the re-
maining k slots are used for data transmission. Since this work ad-
dresses the issue of channel assignment within a cluster, we still
consider it as an approach for single node channel assignment.

In this work the PU behavior for each channel is modeled as a
two-state Markov model. The channel activity level is modeled us-
ing Pidle _ the probability that the channel j is idle and P]?”“ess - the
probability that the channel j is idle for the next L slots given that
it is idle initially (L is the number of time slots needed to transmit
a packet). The R-coefficient R;; predicts the residual energy after the
node transmits a packet on a particular channel. The coefficient is
calculated as R;j = Rf — E‘U where Rf is the current residual energy
of the node i and Eij is the expected energy consumption of the
node i transmitting on the channel j. I::ij is calculated as follows:

L
Eij =Y E (P! + E;(L)Py ecess
I=1
E;(L) is the energy consumption for the successful transmission
of a packet on the channel j, E;(l) is the energy consumption of a
successful transmission for [ (I < L) slots, and PJ’ is the probability

that channel j has a PU activity on I slot.

Two channel assignment strategies are proposed: greedy chan-
nel assignment and optimization-based channel assignment. The
greedy algorithm assigns channels in iterations. The R-coefficient
of each unassigned node on each available channel is calculated
in each iteration. The node and channel pair with maximum R-
coefficient is selected in each iteration and marked as assigned. A
channel can only be assigned to one node within the same cluster.
The algorithm terminates when all nodes are assigned with avail-
able channels or all available channel are used. The optimization-
based channel assignment aims to maximize the cluster wide
residual energy. Suppose there are N sensors and M available chan-
nels in a cluster. The objective is to maximize >'; Y"1, Rijxij,
where x;; is 1 if sensor i is assigned to the channel j and 0 oth-
erwise. Also in this case if N >~ M then N—M nodes will not be
able to transmit in this frame.

The greedy channel assignment, the optimization-based chan-
nel assignment, and the random paring mechanism are evaluated
via simulations. The optimization-based channel assignment mech-
anism has a longer network lifetime compared to the two other
schemes. In addition, the optimization-based channel assignment
mechanism is also compared with OSA-MAC [52]. Results show
that optimization-based channel assignment mechanism consumes
less energy per slot over frames. Other important metrics such as
packet deliver ratio and delay are not evaluated.

The residual energy aware channel assignment is a locally cen-
tralized approach. CHs assign channels to each pair of nodes in the
cluster and aim to achieve residual energy balance. The proposed
channel assignment does not consider the interference between
neighboring clusters. Two neighboring nodes belonging to differ-
ent clusters may be assigned the same channel, resulting in inter-
ference. The spectrum handoff is not addressed in this approach. In
this scheme a frame consists of one channel assignment slot and
a number of data transmission slots. However, scheduling for data
transmission is not specified. A proper scheduling of transmissions
between the CH and CMs is needed in order to address the multi-
channel hidden terminal and deafness problems. Broadcast is not
supported by the proposed scheme.

(b) Energy aware channel selection: Another single node chan-
nel assignment approach is proposed in [26]. It incorporates CR
technology into WSNs and proposes an energy aware channel se-
lection scheme. This work focuses on the channel decision between
a pair of nodes in order to minimize the energy consumption. Ini-
tially nodes communicate on a common control channel. When a
node S; has to send packets to S, S; first transmits the number of
packets to S,. S, estimates the energy cost of each available chan-
nel, selects an optimal one, and informs S; of the selected channel.
After that both nodes tune their radios to the selected channel for
data transmission.

Channel occupancy is modeled using a simple semi-Markov
model which is similar to the work in [25] where a channel can
be either in the state idle or busy so that the average channel oc-
cupancy can be calculated. The purpose is to determine whether to
stop the sensing procedure and to choose one of the channels from
the already sensed channel set S, or to continue sensing other
channels until it finds a better one.

Suppose that k channels are already sensed and stored in the
set Si. The total energy cost for stopping sensing and choosing the
best channel so far is

ETr(Sl(s u) =k- Es+N- C(U)

where C(u) is the energy cost for successfully transmitting a packet
over the channel with the minimum estimated channel load (i.e.
the average channel occupancy) in the set S;. N is the number of
packets needed to send, and E; is the energy required to sense one
channel. E7; is updated accordingly if more channels are sensed. If
a new channel j is sensed, then the sensed channel set is updated
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to SpU{j} and C(u) is updated if the channel j has the minimum
channel load.

There are two scenarios for channel selection. In the first sce-
nario channel load of each available channel is known to all sensor
nodes. In such a case a node can take a decision that results in
the minimum total energy consumption. Since this is often not the
case in reality, we focus on the second scenario where nodes do
not have any prior information on channels condition. A satisfying
energy threshold is Er=er - N, where ey is the satisfying energy
threshold for transmitting one packet. Ey, =epin - N , where ey,
is the energy required to transmit a packet over an interference
free channel. When Ep(Sk, u) < Er then it means that a satisfac-
tory channel has been found and the node will transmit on the
best channel sensed so far. If k - Es+Ey;, > E7 , then no satisfying
channel can be found any more. If neither of the conditions is met,
then the node keeps sensing a new channel.

The two schemes are evaluated using simulations and com-
pared with a sensing scheme that senses all available channels. The
proposed sensing schemes show good energy improvements com-
pared to the sense-all scheme.

The proposed energy-aware channel selection scheme focuses
on a sensing strategy that allows nodes to decide whether to stop
sensing or to sense additional channels. Energy efficiency is im-
proved by reducing the sensing time. However, it does not spec-
ify the channel selection criteria or the spectrum handoff mech-
anism. The proposed scheme addresses the channel assignment
problem with the sole objective of minimizing energy consump-
tion. The multi-channel problems such as multi-channel hidden
terminal problem, deafness problem, and broadcast support de-
pend on the underlying MAC protocol which is not specified.

(c) KoN-MAC: A MAC protocol (KoN-MAC) for CRSN is pro-
posed in [53]. Nodes are clustered using a simple clustering al-
gorithm from [32]. For intra-cluster communication, cluster mem-
bers (CM) only communicate with the cluster head (CH) and inter-
cluster communication is made through gateways. The proposed
protocol contains the following phases: channel sense and selec-
tion phase (CSSP), channel schedule phase (CSP), data transmission
phase (DTP), and the sleep phase (SP). Channel weight is defined to
measure the channel condition. Channel weight increases when a
channel is sensed idle in CSSP or when a successful data transmis-
sion is made over that channel in DTP. Channel weight decreases
when a channel is sensed busy in CSSP or when collisions occur in
DTP.

In the CSP, CH allocates channels and time slots for CMs such
that to guarantee collisions free intra-cluster data transmissions.
Since in the cluster-based structure two-hop neighbors are either
within the same cluster or in adjacent clusters, adjacent clusters
try to assign different channels to mitigate the multi-channel hid-
den terminal problem according to the channel weights.

KoN-MAC is evaluated by simulations using NS-2. Its perfor-
mance is compared with traditional multi-channel MAC protocol
CR-COM which is transformed from [54] by adding an additional
channel sensing process. Simulation results show that KoN-MAC
achieves better throughput, less delay, and lower packet loss.

KoN-MAC proposes a cluster based MAC protocol to reduce col-
lisions and the hidden terminal problem for CRSN. The communi-
cation between gateways, i.e. inter-cluster communication, is not
addressed. Since two gateway nodes belong to different clusters,
they are most likely assigned different channels, and therefore a
coordination mechanism is need for a successful communication.

(d) CogLEACH: CogLEACH [57] is a probabilistic clustering algo-
rithm which uses the number of sensed idle channels as a met-
ric in choosing CHs. A node with more sensed idle channels has
a higher probability to become a CH. The cluster formation starts
by CHs broadcasting their sensed idle channel list. If a node has
one or more common channels with a CH, then it replies with a

tentative join request message containing its idle channels and ID.
CHs decide a final communication channel based on the received
channel lists from non-CH nodes. The channel sensed available by
most nodes is chosen as the communication channel. Cluster com-
munication is performed on the common control channel.

With the assumption that all nodes share spectrum similarity,
a node is able to identify itself as a CH in a decentralized manner,
otherwise, CogLEACH has to be performed in a centralized man-
ner. In CogLEACH, intra-cluster communication uses a collision free
TDMA schedule calculated by the CH. CogLEACH is compared with
the single channel protocol LEACH [58] through simulations. The
results show that CogLEACH achieves better throughput and longer
lifetime.

In CogLEACH, member nodes transmit data to CHs on the as-
signed time slots and channels, thus CogLEACH is considered to be
a single node channel assignment approach. Once the communica-
tion channel is determined, the media access follows a single chan-
nel schedule, thus collision-free communication can be achieved.
In CogLEACH, CMs only transmit to the corresponding CH, there-
fore broadcast is not supported since CMs are set on different
channels. This schedule-based protocol is not affected by the hid-
den terminal and deafness problems associated with carrier sens-
ing. The inter-cluster communication is not addressed in this ap-
proach. This is more challenging since inter-cluster communication
requires channel coordination between CHs as well as a schedule
which efficiently addresses both inter- and intra-cluster communi-
cation.

Among the node based channel assignment approaches dis-
cussed above, [25] and [26] address the channel assignment prob-
lem alone. They both aim to achieve energy efficiency. [25] selects
channels to balance the residual energy of sensors, while [26] fo-
cuses on designing a stopping rule of the sensing process such
that to minimize the energy spent on spectrum sensing. KoN-MAC
and CogLEACH are joint channel assignment and medium access
control protocols. They both address medium access in order to
achieve collision-free transmissions. However, KoN-MAC is mainly
designed for duty-cycled WSNs with sleeping phases. WSN appli-
cations supported do not usually have strict restrictions on deliv-
ery delay, thus cognitive radio wireless networks do not necessarily
outperforms conventional WSNs.

3.2. Network wide channel assignment approaches

In CRSN, SUs are required to vacate the spectrum when a PU
starts transmission on the same channel. When a PU transmission
affects a certain area of a WSN, nodes originally transmitting on
that channel either switches to another available channel or sus-
pend transmission. This causes disconnection and network parti-
tion. Robust topology maintains connectivity in the presence of PU.
This is an important property in CRSNs. Few works have been pro-
posed to address topology control in WSNs.

(a) Grid-CA: A gird based channel assignment Grid-CA for CRSN
is proposed in [27]. The channel assignment aims to provide a ro-
bust topology control and the network wide connectivity is en-
sured with the presence of a primary user. The network is divided
into girds with cell size equal to r/+~/5 where r is the communi-
cation range of the senor nodes. In this way any two sensors in
neighboring cells are one-hop neighbors. Each cell locally elects a
representative based on the residual energy. Nodes in a cell for-
ward data to the representative who routes data between cells.
Nodes are equipped with Q radios and there are C channels avail-
able. The paper discusses in detail the case Q=2 and C=4.

The network is modeled as an undirected graph with the
set of vertices being the set of sensors and an edge ex-
ists between two nodes if they are within each other’s com-
munication range. The graph is denoted by Ga(V, Ex), where
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Eps={(u.v.0): (u,v) €E and c € A(u) *(v)} and A(u) is the set of
channels assigned to a node u. The channel assignment A is per-
formed such that G, remains connected if any channel c is re-
claimed by a PU. A secondary objective is to reduce network inter-
ference. At the beginning of channel assignment, each sensor com-
putes the grid cell; ; it belongs to based on its location. Assume
that the available channels are {1, 2, 3, 4}. The static channel as-
signment is illustrated in Fig. 7. Fig. 7a illustrates the channel used
for inter-cell communication. For example, all nodes in cell, , are
assigning their radios to the channels {1, 3}. The representative in
celly , uses the channel 1 to communicate with the representatives
in left and right adjacent cells and uses the channel 3 to commu-
nicate with the representatives in adjacent cells above and below.
Also the channel 1 is used for intra-cell communication. Fig. 7b
shows the channel assignment for intra-cell communication. Ad-
jacent cells are using different channels for intra-cell communica-
tion so that the interference is minimized. Fig. 8 shows that the
network is connected when one of the channels, channel 4, is re-
claimed by a PU.

The performance of the Grid-CA is evaluated through sim-
ulations using NS-3. Packet delivery ratio, end to end delay,
and throughput are evaluated based on different PU interference
ranges. It is showed that Grid-CA outperforms the case when
nodes have single-radio single-channel.

(b) Distributed-CA: The grid-based mechanism proposed in
[27] provides a robust topology control with low overhead. An-
other distributed channel assignment scheme (Distributed-CA) is
proposed in [28]. The network model and assumptions are the
same as in [27]. The mechanism has two phases. In phase 1, neigh-
bor nodes’ ID and hop count to the sink are obtained by each node.
The channel assignment is performed in phase 2 based on the in-
formation obtained in phasel.

In phase 1, each node broadcasts a HELLO message contain-
ing its ID. These messages are transmitted on a common channel.

Nodes receive the HELLO message from the sink resend another
HELLO message including its neighbor table, so that the sink has its
2-hop neighbor information. After this, the sink broadcast a Hops
message containing a parameter hops - the number of hops from
the sink. When a node receives the Hops message for the first time,
it increments the value of hops by 1 and rebroadcasts it. When a
node receives another Hops message and the value of hops is less
than its current value, it updates hops and retransmits the Hops
message. Otherwise, the Hops message is dropped. At the end of
phase 1, each node obtains its hop count to the sink.

The channel assignment mechanism starts from the sink. First
the sink assigns channels to cycles of length 4, computed using
depth-first search, starting from the sink, such that all the avail-
able channels are used and interference is minimized. For each
cycle connected to the sink, the sink assigns the channel so that
each pair of neighboring nodes communicates on a different chan-
nel and all four channels are used. An example is shown in Fig. 8a
where the sink computes the channel assignment for 2 cycles: (S,
A, C, D), (S, D, G, H). The list of channel assignment is then broad-
casted to its 2-hop neighborhood via a SinkLNChannelSet message.
Nodes receiving the message set their channels accordingly and
broadcast a ChannelSet message containing their channels to their
1-hop neighbors.

The unassigned nodes set a timer that is proportional to the
hop count to the sink. When the time expires, it examines all the
ChannelSet messages received and assigns its radios to the two
least used channels among the channels received from the Chan-
nelSet messages. The assignment is then broadcasted to its 1-hop
neighbors. For example the node B knows the channels assigned
by A and C and selects the two least used channels {1, 4}. Fig. 8b
shows the robustness of the topology. When channel 4 is no longer
available due to a PU, the networks is still connected.

Distributed-CA algorithm is evaluated through simulations us-
ing NS-3 and packet delivery ratio, end to end delay, and through-
put are measured. The performance of Distributed-CA is compared
with Grid-CA. Results show that the Distributed-CA has higher
throughput and delivery ratio than the Grid-CA mechanism.

The approaches proposed in [27,28] assign channel with small
overhead which is suitable for WSNs. Once the channels are as-
signed, the communication between neighboring nodes is actually
single channel communication. Broadcast is supported by sending
packets on all radios. Main drawbacks are in the assumption that
sensor devices are equipped with multiple radios and knowing the
channels prior to executing the channel assignment mechanism.
Also, a change in the set of available channels requires an addi-
tional broadcast by the sink with the new channel set in [27] and
a new execution of the channel assignment algorithm in [28].

(c) CNOR: Some of the CRSN approaches are combining the
routing algorithm with channel assignment mechanism. An oppor-
tunistic routing algorithm (CNOR) is proposed in [29]. There are
four types of packets: Request To Send (RTS), Clear To Send (CTS),
DATA, and ACK. When a node t has a packet to transmit, it first
senses the medium for available channels. If there is an available
channel, then the node broadcasts a RTS over that channel. When
the neighbor node n receives the RTS packet, it replies with a
CTS after a time Tgyeop- The time Tgoeopy is inverse proportional
to Dy y—Dp 4, where Dy 4 is the distance from the node ¢ to desti-
nation d and D, 4 is the distance from the node n to destination d.
In this way neighbor nodes closer to the destination have a smaller
backoff time. Node t transmits the data packet to the first neighbor
node replying CTS and waits for a time T4k to receive an ACK mes-
sage. If no ACK is received, the node t retransmits the data packet.
When a node sends out a RTS and no CTS is received after a time
Trrs, the node rebroadcasts the RTS.

CNOR is evaluated through simulations using OMNeT-++. Simu-
lation results show that CNOR outperforms traditional routing and
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opportunistic routing in terms of energy consumption, throughput,
and average end-to-end delay.

In this approach the routing path changes dynamically accord-
ing to network conditions and data packets follow different paths
toward the destination. However, network connectivity is not guar-
anteed. When a node does not receive CTS after sending a RTS, it is
possible that no neighbor node is operating on that channel. One
intuitive way to improve communication is to retransmit RTS on
a different channel and wait for CTS. This will increase the overall
overhead. It is not specified in the paper which MAC protocol is
used. It is clear that a CSMA-based protocol should be used rather
than a schedule-based protocol. The multi-channel hidden termi-
nal and deafness problems are not addressed. Broadcast can be im-
plemented by sending the packet to all nodes, following the same
strategy used for unicast, however there is no guarantee of delivery
success.

(d) SEA-OR: Another opportunistic channel assignment SEA-OR
is proposed in [59]. Channel allocation is done at the routing layer
in an opportunistic manner and it aims to enhance network life-
time and delivery ratio. When a node has to transmit a packet,
it broadcasts a RTS packet on a sensed available channel. Nodes
receiving the RTS reply with CTS after a backoff time. The back-
off time is calculated such that a node with more residual energy
and less distance to the sink replies first. The sender forwards the
packet to the node that replied first.

The performance of SEA-OR is evaluated through simulations
and compared with traditional geographic routing. Results show
that SEA-OR achieves longer network life time and better delivery
ratio. SEA-OR has similar drawback as CNOR. SEA-OR is guaranteed
to work only if the radio can operate on different channels simulta-
neously which is usually not the case. If a transmitting node broad-
casts RTS on its sensed available channel and no neighbor node is
operating on that channel, then the transmitting node is not able
to forward the packet.

(e) PUawareRMA: PUawareRMA [33] proposes a distributed al-
gorithm used by sensor nodes to reconfigure their radios according
to some predefined radio-modes, such that the resulting topology
is connected to the sink and is robust to the presence of a PU.
PUawareRMA constructs multiple overlapping topologies account-
ing for the fact that different radio-modes are characterized by
different transmission ranges and different data rates. Each sensor
node is assigned a primary radio-mode (prm) and a backup radio
mode (brm). The sink switches to the brm when a PU is present on
the prm.

The sink is equipped with multiple radios and each sensor node
is equipped with a single radio. Initially all nodes communicate on
the radio-mode with the smallest transmission range. The sink as-
signs radio-modes to its 1-hop neighbor sensors with the objective
of balancing the number of nodes using each radio-mode as well
as minimizing the interference, by assigning neighboring nodes to
different frequencies. All other nodes assign their radio-modes in
increasing order of their distance to the sink. A node selects its
prm from the prm advertised by neighbors that are closer to the
sink, and with a higher probability will select a prm with higher
data rate. The “switch distance” of a node is defined as the num-
ber of ancestors that have to switch from prm to brm in order to
avoid network partition. A node chooses its brm such that to mini-
mize its switch distance. If a node u has a neighbor v with w.prm #
v.prm, then u assigns its brm to v.prm.

After the radio-mode assignment, all nodes switch to their prm
to transmit data. If a PU claims a channel, then all nodes with the
prm on the same channel will switch to brm while the topology is
still connected.

PUawareRMA algorithm is evaluated through simulations using
NS-3. The performance metrics considered are packet delivery ra-
tio, end to end delay, and throughput. PUawareRMA is compared

with RMA [60], a channel assignment algorithm which does not
address the PU interference. PUawareRMA achieves better delivery
ratio and throughput in the presence of a PU. PUawareRMA pro-
vides a low overhead robust topology for CRSN and any routing
protocol can be applied in the data gathering phase. The channel
switching is also minimized. Since the protocol partitions the net-
work into sub-trees transmitting on different channels using the
convergecast communication model, packets are only forwarded
to the parent node within the same sub-tree. Communication be-
tween neighboring nodes in the same sub-tree is actually single
channel communication. Broadcasting in this approach can only be
initiated by the sink node. The major drawback of this approach is
that the case when multiple channels are reclaimed by PUs is not
addressed in this paper.

(f) CRSN hybrid MAC: [61] proposes a hybrid MAC protocol for
CRSN based on a two-level cluster architecture. The network is or-
ganized into clusters and each cluster is equipped with a cognitive
radio based cluster head (CR-CH). Non-CH nodes send data to the
corresponding CHs using CSMA/CA over a single ISM channel. Each
CH transmits data to the sink directly.

When a CR-CH has packets to send, it first sends a RTS message
to the sink requesting a data channel on the control channel. If
all channels are sensed busy, then the sink replies with a negative
CTS. In this case the CR-CH runs a backoff mechanism and tries
again later. Otherwise, the sink assigns a data channel to the CR-CH
in the CTS packet. Data transmission is performed on the agreed
data channel.

The proposed protocol is implemented on a real sensor testbed.
The intra-cluster communication uses a ZigBee transceiver oper-
ating on 2.4 GHz ISM band. CR-CHs and the sink are equipped
with two MRF49XA RF modules transmitting over 434 MHz and
868 MHz, and one ZigBee module transmitting over the 2.4 GHz
band. Packet success and loss rate are evaluated over a relative
small network consisting of three clusters.

The proposed protocol assumes the sink and CR-CHs are
equipped with multiple radios and one of them constantly listens
on the control channel. By doing this, multi-channel hidden ter-
minal and deafness problems can be resolved since a node is able
to overhear RTS and CTS messages on the control channel, even
when it performs data transmission on another channel. The pro-
posed work assumes CHs are able to transmit packets to the sink
directly, which is not practical for large WSNs. Increasing the trans-
mission power of CHs may be a solution to this problem, however,
CHs will drain their battery fast, leading to network partitioning.

Among the network wide channel assignment approaches dis-
cussed above, Grid-CA, Distributed-CA and PUawareRMA address
the channel assignment problem with the objective of ensuring
connectivity in the presence of a PU. The medium access and rout-
ing mechanisms are not affected. CNOR and SEA-OR are oppor-
tunistic approaches that combine channel assignment and rout-
ing. The opportunistic approaches are more dynamic and do not
require a control channel. CNOR selects a forwarding node closer
to the sink, while SEA-OR selects a forwarding node with higher
residual energy. However, CNOR and SEA-OR do not guarantee
packet delivery even assuming no packet loss at lower layers.

4. Future research challenges

This section highlights some challenges and future research di-
rections.

- Common control channel:
Except opportunistic approaches which do not guarantee data
delivery, most of the channel assignment approaches for CRSN
depend on the use of a common control channel. Information
exchange and channel negotiation are performed on a common
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control channel that is assumed to be available throughout net-
work. However, a dedicated control channel has several draw-
backs. First of all, a control channel would get saturated as the
number of users increases [62]. Contentions and collisions over
the control channel remain unsolved. Second, using a common
control channel makes the network vulnerable to attacks. Since
all control messages are exchanged over the control channel, a
jamming on the control channel leads to network failure. Third,
WSNs are usually deployed over large areas and nodes may
experience different PU activities. It is not feasible to find a
globally available channel unless using a channel from the ISM
band. There are only a few works in literature addressing the
development of CRSN protocols without using a dedicated com-
mon control channel. This topic remains a challenging task for
future research.

Deciding between conventional and cognitive radio based
multi-channel approaches:

Multi-channel approaches using ISM unlicensed bands and
mechanisms for cognitive radios using licensed bands are of-
ten addressed separately. CRSNs have many advantages as dis-
cussed in Section 3. However, cognitive radio hardware is more
expensive than traditional transceivers. CRSN also brings chal-
lenges such as spectrum sensing and spectrum handoff. It
should be noted that CRSNs are suitable for high throughput
and delay-sensitive applications. It is not justified for example
using cognitive radio networks for duty-cycled sensor networks
intended for applications transmitting limited amount of data
with no strict restrictions on the delay. The trade-offs have to
be carefully analyzed before deciding whether to use cognitive
radio based sensor networks.

Cross layer design:

Channel assignment is critical to the design of MAC and routing
protocols. Very few works are considering all aspects. Especially
in CRSNs, many proposed approaches only focus on one aspect
of the performance. Cross layer designs that jointly optimize
channel assignment, medium access, and routing are worth in-
vestigating.

Energy efficiency:

Energy efficiency is critical in WSNs since sensors are battery
powered with limited energy. There is no comparison between
single channel WSNs, multi-channel conventional WSNs and
cognitive radio WSNs regarding to energy efficiency. Current re-
search works lack realistic models to estimate power consump-
tion.

Multiple applications running simultaneously and QoS support:
QoS is the ability to provide different priority to different ap-
plications or data flows, and guarantee a certain level of perfor-
mance to a data flow. QoS should guarantee a certain bit rate,
delay, jitter, and bit error rate. WSNs are mainly used for low-
duty cycle and monitoring applications. Recently, multi-channel
and cognitive radio approaches enable various QoS demanding
applications such as real-time surveillance and target tracking.
It is possible to support different applications running simul-
taneously within the same network. Different applications may
require different QoS. In multi-channel approaches, channel us-
age should be monitored and channels with sufficient capacity
should be selected for QoS demanding applications.
Implementation on real platforms:

There are a number of conventional multi-channel approaches
evaluated on real platforms. However, most of the cognitive ra-
dio approaches are evaluated only with simulations. Nowadays,
with the occurrence of affordable SDR development platforms,
evaluating cognitive radio approaches on real platform is real-
istic. Many CRSN approaches assume an ON/OFF random pro-
cess to model PU behavior in simulations. In reality, PU behav-
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ior changes dynamically and it depends on the location, thus
evaluation on real platforms is of great importance for CRSNs

5. Conclusions

Utilizing multiple channels in WSNs can alleviate interferences
and reduce collisions, thus enhancing the network capacity. Ex-
isting approaches incorporate channel assignment to MAC proto-
cols, routing protocols, or address it as a separate topology control
problem. In this paper, we categorized and described WSN multi-
channel approaches proposed recently in the research literature.
We further extended our discussion to the CRSN which is a newly
emerging research area. CRSN is a multi-channel WSN utilizing li-
censed frequencies. The opportunistic access to licensed frequen-
cies enabled by cognitive radio technology brings appealing bene-
fits to WSNs as well as new design challenges due to the unique
characteristics of cognitive radios. The approaches discussed in this
paper are summarized in Table 2.
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