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a  b  s  t  r  a  c  t

Currently,  writer’s  soft-biometrics  prediction  is gaining  an  important  role  in various  domains  related  to
forensics  and  anonymous  writing  identification.  The  purpose  of  this  work  is to  develop  a  robust  predic-
tion  of  the writer’s  gender,  age  range  and handedness.  First,  three  prediction  systems  using SVM classifier
and  different  features,  that  are  pixel  density,  pixel  distribution  and  gradient  local  binary  patterns,  are
proposed.  Since  each  system  performs  differently  to  the  others,  a  combination  method  that  aggregates
a  robust  prediction  from  individual  systems,  is proposed.  This  combination  uses  Fuzzy  MIN  and  MAX
rules to combine  membership  degrees  derived  from  predictor  outputs  according  to  their  performances,
oft-biometrics
uzzy MIN-MAX combination
LBP
VM

which  are  modeled  by  Fuzzy  measures.  Experiments  are  conducted  on  two  Arabic  and  English  public
handwriting  datasets.  The  comparison  of  individual  predictors  with  the  state  of  the  art  highlights  the
relevance  of proposed  features.  Besides,  the  proposed  Fuzzy  MIN-MAX  combination  comfortably  out-
performs  individual  systems  and  classical  combination  rules.  Relatively  to  Sugeno’s  Fuzzy  Integral,  it  has
similar  computational  complexity  while  performing  better  in  most  cases.

© 2015  Elsevier  B.V.  All  rights  reserved.
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. Introduction

Handwriting recognition plays essential roles in various life domains such
s  mail sorting and bank checks verification. With the new technologies it is
ncreasingly sought in more specific applications including information retrieval in
istorical documents and soft-biometrics prediction. Soft-biometrics is all what our
enses perceive to differentiate us from each others, such as the age range, eye color,
ender and ethnicity. These constitute key demographic attributes, which help to
lassify the human being into categories. During the last years, soft-biometrics traits
ere systematically predicted from face images [1,2]. Currently, there is a significant
umber of organizations that already employ handwriting analysis for personal-

ty profiling [3,4]. In fact, either for forensic identification of anonymous writing
uthor, or the attribution of historical handwritten documents, soft-biometrics can
e  extremely useful. Furthermore, various studies tried to explain how the gender
an control the human behavior. Specifically, the gender impact has been proved in
arkinson disease [5], motor learning [6], dichotic listening [7] as well as in crimes
nd violence [8]. Therefore, researchers in handwriting recognition were faced to a
traightforward question, that is: Can the gender and other soft-biometrics influence
he handwriting? In [9], authors investigated the relationship between sex hor-

ones and the handwriting style. Their findings showed that prenatal sex hormones
an  affect the women handwriting. In some earlier psychological investigations, dif-
erences between men’s and women’s handwriting were examined [10,11]. Besides,
n  [12], experts were asked to predict the writer’s gender from handwritten sen-
Please cite this article in press as: N. Bouadjenek, et al., Robust soft-bio
Comput. J. (2015), http://dx.doi.org/10.1016/j.asoc.2015.10.021

ences. Experiments reported prediction accuracy about 68%. Also, in [13–15], age
mpact over the handwriting performance was investigated while in [16,17], authors
ried to highlight the relationship between handedness and language dominance.
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In handwritten document analysis field, automatic soft-biometrics prediction
constitutes a new research subject. The literature reports only few studies, which
addressed gender, handedness, age range and nationality prediction. The first work
was developed in 2001 by Cha et al. [18]. Thereafter some other works were reported
in [19–22].

A prediction system is composed of two main steps, that are feature generation
and classification. In each step, efficient methods are required to achieve satisfactory
performance. The key idea for developing a handwriting recognition system, is the
choice of feature generation and classification schemes. Regarding the recognition
step, a large number of classifiers that are based on different concepts such as sin-
gular value decomposition, principle component analysis, statistical modeling, as
well as support vector methods are widely used for handwriting recognition [23].
In  previous works on soft-biometrics prediction, various robust classifiers such as
neural networks, SVM and Random Forests were employed while the feature gen-
eration was based on conventional direction, curvature and edge features. Note that
SVM are considered as the best choice in most of recognition tasks where they com-
monly outperform other learning machines, namely, neural networks and HMM
[24,25]. In fact, SVM are based on structural risk minimization, which answers two
main problems of the statistical learning theory that are overfitting and controlling
the classification complexity [26]. In addition, their training formulation is per-
fectly adequate to handle data with very large size without requiring dimensionality
reduction. Furthermore, gender prediction results reported in [27] reveal that one
SVM classifier could outperform the combination of multiple systems if they employ
weak descriptors. Therefore, a straightforward way  to achieve an efficient prediction
is  to associate robust data features to SVM.

This work is focused on the use of effective topological and gradient features,
which are more suitable for handwriting characterization. Considered topological
features are pixel density and pixel distribution, which gave satisfactory per-
metrics prediction from off-line handwriting analysis, Appl. Soft

formance in handwritten signature verification [28]. As gradient feature the so
called Gradient Local Binary Patterns (GLBP) is used. This descriptor was recently
introduced for human detection in order to improve the histogram of oriented gra-
dients. Three SVM predictors based respectively, on pixel density, pixel distribution
and GLBP, are developed. Subsequently, a Fuzzy MIN-MAX combination algorithm
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s proposed to aggregate a robust prediction. Experimental analysis is carried out
n  public Arabic and English handwriting datasets.

The rest of this paper is as follows: Section 2 gives a brief description about the
elated work. Section 3 presents an overview of the proposed methods utilized to
evelop the prediction system. Section 4 states the problem of classifier combination

n  soft-biometrics. Section 5 introduces the proposed Fuzzy MIN-MAX combination
lgorithm. Section 6 details experimental results along with the experimental setup
nd computational complexity evaluation. Discussions regarding performance of
he  proposed combination algorithm and its comparison with the state of the art

ethodologies is placed in Section 7. The main conclusions are given in Section 8.

. Related work

The first work on writer’s soft-biometrics prediction was  pub-
ished by Cha et al. [18]. The aim was to classify the US population
nto various sub-categories such as white/male/age group 15–24
nd white/female/age group 45–64. Experiments were conducted
n CEDAR letter database, which contains 3000 handwritten doc-
ment images written by 1000 subjects representative of the US
opulation. A corpus of 200 samples was collected by considering
ix properties in defining categories that are: gender, handed-
ess, age range, ethnicity, highest level of education and the
lace of schooling. Classical features such as pen pressure, writ-

ng movement, and stroke formation, were used with artificial
eural networks. Experiments reveal a performance of 70.2% and
9.5% for gender and handedness prediction, respectively. Next,
oosting techniques were employed to achieve higher performance
here accuracies reached 77.5%, 86.6% and 74.4% for gender, age

nd handedness classification [29]. Thereafter, a research group
n computer vision and artificial intelligence at Bern University
eveloped the IAM handwriting dataset, which is developed for
riter identification as well as gender and handedness predic-

ion [30]. Authors utilized a set of 29 on-line and off-line features
ssociated to SVM and Gaussian Mixture Models (GMM)  [19,20].
n-line features cover several writing aspects such as the speed and
cceleration, writing direction, normalized x and y coordinates, the
icinity curliness and the deviation of the straight line. Off-line fea-
ures are based on conventional structural traits such as ascenders,
escenders and the number of points above or below the corpus

ine. The handedness prediction using GMM  classifier is achieved
ith an overall precision about 84.66%. The best gender prediction

ccuracy that is 67.57% was obtained by combining GMM  trained
eparately over on-line and off-line features by using the average
ule. In [27], similar gender prediction experiments were conducted
y using more effective off-line descriptors, that are Local Binary
atterns (LBP) and Histogram of Oriented Gradients (HOG). SVM
lassifiers were used to perform the prediction task. HOG features
rovided the best prediction accuracy that is about 74%.

Furthermore, Al-Maadeed et al., [21] employed a K-Nearest
eighbors algorithm for handedness detection from off-line hand-
riting. A set of direction, curvature, tortuosity and edge-based

eatures was used. The experimental dataset was collected at Qatar
niversity by asking 1017 writers to reproduce two  texts in both
nglish and Arabic languages [31]. Then, the same features were
sed for gender, age range and nationality prediction in [22]. As a
rediction method, Random Forest and Kernel Discriminant Analy-
is were used. Each classifier was trained using individual features
nd subsequently, various feature combinations were tested. The
ain conclusion that can be inferred from the experimental find-

ngs is that the feature combination that gives the best prediction
ccuracy is not the same for all soft-biometrics traits. For instance,
n accuracy of 74% was collected for gender prediction by using
robability density function of the chain code as a single feature,
Please cite this article in press as: N. Bouadjenek, et al., Robust soft-bio
Comput. J. (2015), http://dx.doi.org/10.1016/j.asoc.2015.10.021

hile for age range, the best accuracy reaches 62.5% by combining
irection, curvature and tortuosity features. Also, weak prediction
cores that are less than 50% were obtained for the nationality clas-
ification. Not long after that, using this dataset and another set of

175
Fig. 1. Proposed system for soft-biometrics classification.

Arabic and French handwritten text, Siddiqi et al. [32] investigated
gender classification using curvature, fractal and textural features.
The classification was based on neural networks and SVM classi-
fiers. Experiments showed that feature combination at the input of
each classifier does not bring a significant improvement compared
to individual features. Moreover, similar results are obtained by
achieving either text-dependent or text-independent prediction.
Unfortunately, in both works, datasets are not publically available
to perform comparison.

The inspection of all previous works reveals that predict-
ing writer’s soft-biometrics is a very complicated task, since the
classification scores are commonly around 70%. Such results let
soft-biometrics prediction an open research area where a lot of
work could be done in both feature extraction and classification.

3. Proposed systems for soft-biometrics classification

Soft-biometrics classification systems are designed to automat-
ically classify writers into specific categories such as “man” or
“woman” in the case of gender prediction, “left hand” or “right
hand” for handedness prediction and various age ranges, in the case
of age prediction. Similarly to all handwriting recognition systems,
two main steps, that are feature generation and classification, are
required. As shown in Fig. 1, features are locally extracted by apply-
ing grid over text images. Then, the feature vector of the full text
image is obtained by concatenating all cells features.

3.1. Feature sets

3.1.1. Topological features
Two grid-based features, namely, pixel density and pixel distri-

bution are used to highlight topological properties of handwritten
data. The density is what we call apparent pressure, since it
describes the width of the strokes. This feature is obtained by
considering the ratio between the number of pixels that belong
to the text and the cell’s size. As reported in [28,27], within a given
cell, the distribution is based on four measures that are: The heights
metrics prediction from off-line handwriting analysis, Appl. Soft

of the left and the right parts of the stroke (designated by A and C
in Fig. 2), and the widths of the upper and lower parts of the stroke
(designated by B and D in Fig. 2).
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Fig. 2. Pixel distribution within a cell.

.1.2. Gradient Local Binary Patterns
Gradient Local Binary Patterns (GLBP), was recently introduced

or human detection [33]. Its principle idea consists of exploiting
niform Local Binary Patterns (LBP) to compute the histogram of
riented gradients. Presently, we investigate its efficiency for hand-
ritten text characterization. Recall that LBP are used to perform

tatistical and structural analysis of textural patterns [34]. They
escribe the gray level distribution by comparing the gray level
alue of a pixel with neighboring gray levels. Then, LBP takes 1 if
he central pixel has a lower gray level, otherwise it takes 0. For P
eighbors situated on a circle of radius R, the LBP code is computed
s follows:

BPP,R(x, y) =
P∑

p=0

S(gp − gc)2p (1)

ith

(l) =
{

1, l ≥ 0

0, l < 0
(2)

c is the gray value of the central pixel and gp is the gray value of
he pth neighbor.

So, for a given cell, a GLBP matrix is established as explained in
lgorithm 1. Note that uniform patterns correspond to LBP codes

hat contain two transitions from 1 to 0 (or 0 to 1). The size of
he GLBP matrix is defined by all possible angle and width values.
recisely, there are eight possible Freeman directions or angle val-
es while the number of “1” in the uniform patterns can vary from

 to 7. This yield 7 × 8 GLBP matrix in which, gradient values are
ccumulated. Finally, the L2 normalization is used to derive the cell
LBP histogram.

lgorithm 1. GLBP calculation for a given cell
For each pixel:

1. Compute the LBP code,
2. Compute the width and angle values if the LBP code

corresponds to a uniform pattern such that (Fig. 3):
�  The width value corresponds to the number of

“1” in the LBP code,
� The angle value corresponds to the Freeman

direction of the middle pixel within the “1” area in the
LBP  code.

3. Compute the gradient on the 1 to 0 (or 0 to 1) transitions in the
LBP code.

4. Width and angle values define the position within the GLBP
matrix, which is filled by accumulating gradient values.

.2. SVM classifier

The classification step is based on Support Vector Machines
Please cite this article in press as: N. Bouadjenek, et al., Robust soft-bio
Comput. J. (2015), http://dx.doi.org/10.1016/j.asoc.2015.10.021

SVM) which are binary classifiers, that seek the optimal sepa-
ating hyperplane between two classes [35]. Specifically, let (kn,
n)�RM × { ±1} a set of training samples so that M corresponds to
ata dimension {n = 1, . . .,  Nc}, Nc is the number of samples per a
 PRESS
mputing xxx (2015) xxx–xxx 3

class c. SVM training selects the function f, which maximizes the
margin between the two classes by minimizing an upper bound on
the generalization error [26]. Then, data are classified according to:

f (k) = sign

(
SV∑
i=1

ˇiqiK(ki, k) + b

)
(3)

where b is the bias, qi the class label, ˇi the Lagrange multipliers
and SV is the number of support vectors.

Several SVM kernels are used in literature [26] but the radial
basis function is the most popular for pattern recognition. This
kernel is described as follows:

K(ki, k) = exp
(

− 1
2�2

‖ki − k‖2
)

(4)

where � is the user-defined parameter.

4. Classifier combination for soft-biometrics prediction

The prediction performance mainly depends on the feature
extraction that helps the SVM to distinguish between writers. In
fact, different features yield different aspects of characterization,
which brings high level of diversity between classifiers [28]. Con-
sequently, the prediction accuracy can be improved through the
combination of such predictors. Recall that classifier combination
was introduced for soft-biometrics prediction in [20], by using clas-
sical MAX, MIN  and Average rules. Experiments were conducted
for gender prediction by combining Gaussian mixture models. The
prediction accuracy was improved to 67.57%. However, the results
reported in [27] on the same dataset showed that this combination
is beaten by single SVM classifier associated to more efficient fea-
tures. From these outcomes, we note that the effectiveness of the
combination paradigm comes primarily from the efficiency and the
diversity of combined classifiers. Secondly, the use of robust com-
bination algorithms could be useful to achieve more satisfactory
performance. In this respect, Fuzzy operator based method outper-
forms conventional combination rules [36,37]. Presently, the aim
is to aggregate more accurate prediction by combining decisions of
different SVM predictors. A new Fuzzy MIN-MAX combination algo-
rithm is proposed. The main reason for which Fuzzy logic operators
are used is that they allow modeling a priori knowledge about indi-
vidual predictors performance through Fuzzy measure operators.
This combination algorithm is described in the following section.

5. Sugeno’s Fuzzy Integral

In the past years, robust combination rules were developed
based on the concept of Fuzzy MIN  and Fuzzy MAX  operators.
Among them, Sugeno’s Fuzzy Integral (SFI), provided outstanding
success in several applications such as digit recognition, land cover
change detection, as well as for combining document object loca-
tors [38–40]. This method combines objective evidences generated
from classifier outputs according to the expectations estimated
through Fuzzy measures. Expectations bring complementary infor-
mation about the classifier relevance. Furthermore, in [41] Lu and
Ito showed that combined MIN-MAX rules can achieve a robust
modular classifier combination. Inspired from all these research
works, we propose a Fuzzy MIN-MAX combination algorithm, in
which expectations are expressed in terms of Fuzzy measures.
Before describing the proposed combination algorithm, some basic
Fuzzy operators are briefly reviewed.
metrics prediction from off-line handwriting analysis, Appl. Soft

5.1. Fuzzy operators

• Fuzzy sets: Fuzzy sets and Fuzzy operators were basically defined
by Zadeh [42]. A Fuzzy set A is a subset of the universe of discourse
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Fig. 3. GLBP calcu

� (presently, classes space), that admits partial memberships. So,
we note hA(v), the membership degree with which, a sample v
belongs to the class A.
Union: The union of two Fuzzy sets A and B, termed A∨B corre-
sponds to the Fuzzy OR operator that is achieved by the MAX
rule.

A ∨ B = MAX(A, B) (5)

Intersection: The intersection of two Fuzzy sets A and B, termed
A∧B is the Fuzzy AND expressed in terms of MIN  rule.

A ∧ B = MIN(A, B) (6)

Fuzzy measures: A set function is called Fuzzy measure if it veri-
fies the following properties [38]:
– g(�) = 0
– g(Z) = 1
– g(Zi) ≤ g(Zj) if Zi ⊂ Zj

Specifically, Z = {Zi}i=1:N constitutes the set of classifiers (SVM)
hile g(Zi) designate their performances. According to the nature

f Fuzzy measures, Sugeno showed that the Fuzzy measure for the
nion of two classifiers does not correspond to the sum of indi-
idual Fuzzy measures [38]. As a solution, he proposed the �-Fuzzy
easure that expresses the degree of interaction between two clas-

ifiers Zi and Zj as:

(Zi ∪ Zj) = g(Zi) + g(Zj) + �g(Zi)g(Zj) (7)

 is the unique non zero root of a N − 1 degree equation that belongs
n the interval [− 1, . . .,  + ∞ [. It is computed by using the following
quation:

 + 1 =
N∏

i=1

(1 + �g(Z±
i

)) (8)

he �-Fuzzy measure is required in Sugeno’s Fuzzy Integral cal-
ulation [38,43]. Presently, this concept is used to reinforce the
roposed Fuzzy MIN-MAX combination.

.2. Fuzzy MIN-MAX algorithm

The aim is to aggregate a robust decision by combining vari-
us SVM trained using different data features. The role of Fuzzy
easures is to strengthen membership degrees derived from each
Please cite this article in press as: N. Bouadjenek, et al., Robust soft-bio
Comput. J. (2015), http://dx.doi.org/10.1016/j.asoc.2015.10.021

lassifier. Note that Eq. (7) provides both the weight of a single
redictor as well as the weight of a subset of predictors. However,
here is no rule, which can be followed to attribute g(Zi) values. In
act, they can be subjectively assigned by an expert, or computed
 for a given pixel.

from training data [39]. In this paper, g(Zi) of SVM predictor in nega-
tive and positive classes are derived from the training accuracy. Let
(t+

i
, t−

i
) the training accuracy of the SVM Zi in the two classes. These

accuracies are handled through a weighted soft-max function, such
that:

g(Z±
i

) = ˛
1 + exp(t±

i
)∑N

i=1[1 + exp(t±
i

)]
(9)

where N is the number of trained SVM.
The weight  ̨ scales in the range ]0.1, 1] to control the impor-

tance assigned to the Fuzzy measure. It is experimentally tuned so
that, it allows the best training accuracy.

In a first step, SVM outputs are transformed into membership
degrees in positive and negative classes, by adapting the member-
ship model proposed in [44]. Fuzzy measures are adapted according
to the evidences derived from each SVM decision. The evidence
value scales in the range [0, 1] to express the membership degree
of the considered sample to a given class of interest. Precisely, the
output of each SVM Zi, is transformed into membership degrees
h+(Zi) and h−(Zi) in both positive and negative classes. Recall that
theoretical outputs are defined by values that are at least greater
than 1 for the positive class and at max  equals −1 for the negative
class. Therefore, a sample is considered to entirely belong to one
of the classes if the absolute value of the SVM response is larger
than 1. In this case its membership degree for the respective class
equals 1 and that of the other class is 0. On the other hand, if the
SVM output is inside the separating margin ] − 1, + 1[, the decision
is confused and the sample can belong to each class according to
complementary membership degrees as shown in Algorithm 2.

Algorithm 2. Fuzzy class membership model

If Zi ≥ 1 then

{
h+(Zi) = Zi/MaxVal
h−(Zi) = 0

Else
{
If  Zi ≤ −1 then

{
h+(Zi) = 0
h−(Zi) = Zi/MaxVal

Else{
h+(Zi) = (1 + Zi)/2
h−(Zi) = (1 − Zi)/2

}

Then, membership degrees are associated to their respective
Fuzzy measure in order to incorporate a priori knowledge about the
classifier performance. This yields new class memberships U(Z+

i
)

metrics prediction from off-line handwriting analysis, Appl. Soft

or U(Z−
i

) obtained using the Fuzzy disjunction the MAX  operator.
Subsequently, the Fuzzy MIN-MAX combination is applied to aggre-
gate the final decision. Algorithm 3 describes the details of this
combination scheme.
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prediction, the number of collected patterns depends on the sub-
category availability within the dataset. Fig. 5 shows some samples
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Fig. 4. Flowchart of the F

lgorithm 3. Fuzzy MIN-MAX combination
For each test pattern do:

1. Calculate prediction decisions in the two classes as follows:
� Generate predictor outputs Zi , i = 1, . . .,  N (N:

number of predictors or SVM)
� Transform each output into membership

degrees in positive and negative classes h+(Zi), h−(Zi),
according to Algorithm 2.

� The decision in each class is such as:
UZ+

i
= MAX(h+(Zi), G+(Zi))

UZ−
i

= MAX(h−(Zi), G−(Zi))

2. Evaluate aggregated decisions in positive and negative classes
as:
C+ = MIN(UZ+

i
)
i=1:N

C− = MIN(UZ−
i

)
i=1:N

3. Assign the test pattern to the class with the highest decision:
Decision = MAX(C+, C−)

Using the same membership degrees and Fuzzy measures,
ugeno Fuzzy Integral (SFI) is computed as:

FI± = MAX
i=1,...,N

[MIN(h±(Zi), G±(Zi))] (10)

±(Zi) are new values of Fuzzy measures, that are adapted accord-
ng to an ascendant ranking of membership degrees by using Eq.
7). Thereby, the FI rule selects the best association between the

embership degrees and Fuzzy measures. This means that the SVM
iving the best agreement between the evidence and the Fuzzy
easure, is selected. Thanks to this principle, the agreement of
ost efficient individual SVM is taken as the FI value. However,
hen the combined systems have approximately similar perform-

nces, it seems possible to develop a more precise decision by
onsidering all systems. This idea is carried out by Fuzzy MIN-MAX
ombination, which aggregates a decision from all evidences. From
n analytical point of view, this idea can achieve higher prediction
alues in both classes. For instance, Table 1 reports the calculation
teps of both combination rules, for a randomly selected sample
f the gender prediction task. This sample belongs to the Woman
riting class that is labeled as class +. SVM outputs are: Z1 = 0.2771,

2 = 0.3232 and Z3 = −0.7609, while Fuzzy measures are normalized
ith  ̨ = 0.45. As can be seen, although the two rules, give correct
Please cite this article in press as: N. Bouadjenek, et al., Robust soft-bio
Comput. J. (2015), http://dx.doi.org/10.1016/j.asoc.2015.10.021

redictions, the proposed approach provides higher values, which
avorites a better prediction.

Note that, MaxVal corresponds to the maximal value of all SVM
utputs. In this work, three prediction systems are combined to
Fig. 5. Samples from IAM dataset.

improve soft-biometrics prediction. The flowchart of this combi-
nation is presented in Fig. 4.

6. Experimental results

Proposed methods are evaluated on corpuses extracted from
two public datasets, collected in a multi-script unconstrained writ-
ing environment. These datasets, namely, IAM and KHATT contain
handwritten sentences, in English and Arabic languages, respec-
tively. Note that in a first step, experiments were separately
performed on each dataset. Then, corpuses were blended in order
to try language-independent prediction.

6.1. Datasets

6.1.1. IAM dataset
IAM On-line handwriting database was  developed by a research

group on computer vision and artificial intelligence at Bern Uni-
versity. 1 It contains forms of unconstrained English handwritten
text acquired on a whiteboard. Specifically, more than 200 writers
contributed with eight texts that are averagely composed of seven
lines, in the dataset collection. Each line is indexed according to the
writer’s gender, age and handedness. To perform soft-biometrics
metrics prediction from off-line handwriting analysis, Appl. Soft

from this dataset.

1 http://www.iam.unibe.ch/fki.
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Table 1
SFI and Fuzzy MIN-MAX calculation steps for a given sample.

Class � g(Zi) h(Zi) G(Zi) SFI Fuzzy MIN-MAX

SFI+/− C+/C− UZi
C+/C−

0.8091 0.6616 0.2825 0.2825 0.6616
+  −0.9997 0.9636 0.6386 0.4642 0.4642 0.4642 0.6386 0.6156

0.9636  0.1196 0.6156 0.1196 0.6156

0.7545 0.8804 0.2978 

−  −0.9996 0.8455 0.3614 0.4748 

0.9909  0.3384 0.6158 
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Fig. 6. Samples from KHATT dataset.

Presently, a first corpus was selected according to the protocol
ntroduced in [19,20], which constitute the first work on automatic
ender and handedness prediction using IAM dataset. So, the IAM-1
orpus is constituted by considering one sample from each writer.
or gender prediction 75 samples per class were randomly selected
nd partitioned into 40 training samples, 10 validation samples
nd 25 testing samples. For handedness prediction, there are 20
amples for each class. Among them, 15 samples were used in the
raining stage while 5 samples were used to test the prediction per-
ormance. In a second step, a larger dataset (IAM-2) was  collected
o allow a deeper investigation on gender and age classification.
pecifically, there are 165 samples per class, for gender prediction.
n the other hand, 84 samples were collected for the two main age

anges that are 25–34 years and 35–56 years. As for most of clas-
ification and data mining tasks [45] as well as the soft-biometrics
tate of the art [22], 2/3 of samples were used for the training step
hile the remaining 1/3 were used for testing the system.

.1.2. KHATT dataset
Recently, Mahmoud et al., [46,47] published a new Arabic

ataset, namely, KHATT (KFUPM Handwritten Arabic TexT) for
riter identification. 2 About 1000 writers from several Arabic

ountries participated by one handwritten form segmented into
everal line images. This dataset was collected by considering gen-
er, age range, handedness and nationality categories but up to now

t was not employed for soft-biometrics classification. Fig. 6 shows
ome examples from this dataset.

Three corpuses were randomly selected to perform gender,
andedness and age range prediction. Precisely, 135 samples per
lass were collected for both gender and age range applications.
ote that age ranges are grouped into two categories that are “16

o 25 years” and “26 to 50 years”. The handedness corpus is com-
osed of 84 samples for both right-hand and left-hand classes.
urthermore, to perform language-independent soft-biometrics
rediction, selected KHATT samples were blended with those
Please cite this article in press as: N. Bouadjenek, et al., Robust soft-bio
Comput. J. (2015), http://dx.doi.org/10.1016/j.asoc.2015.10.021

elected for IAM-1. Unfortunately, since age ranges are not the
ame in both datasets, this experiment was limited to gender and
andedness traits.

2 http://khatt.ideas2serve.net.

473
0.2978 0.8804
0.3614 0.3614 0.4748 0.4748
0.3384 0.6158

6.2. Experimental setup

The model selection is a key experimental issue that is addressed
when implementing prediction systems. Presently, for SVM clas-
sifier, the kernel function as well as the best values of both
regularization and kernel parameters are experimentally tuned.
Another aspect that is worth of investigation is the number of grid
cells that are used for feature generation. As claimed in [28], the
adequate grid size depends on the feature and the database that are
used. Therefore, various grid sizes were tried to find the configura-
tion that allows the best training accuracy. Such experiments were
performed for each application, since similar behavior has been
observed, only the results obtained for gender prediction using the
IAM-1 dataset, are presented.

• Kernel selection
Four kernel functions that are linear, quadratic, polynomial

and RBF kernel are used. Tests were executed by varying the
regularization parameter in the range [0.01: 10: 200]. For the
polynomial kernel, the degree values vary from 1 to 3 while the
RBF kernel sigma was  varied in the range [2: 2: 80]. In each
test, the couple giving the best training accuracy was selected. As
reported in Table 2, which summarizes the best prediction accu-
racies, the RBF kernel provides at least a gain of about 2% over
all other kernels. This kernel was then employed in the rest of
experiments.

• Impact of the grid size
The impact of the grid size over the prediction accuracy was

addressed in the training of individual prediction systems, where
different grid sizes were considered in the feature generation
step. For topological features, the number of cells in horizontal
and vertical senses was varied from 1 × 1 cells (which corre-
sponds to the whole image) to 10 × 30 cells. For GLBP, which
yields a feature vector of 56 components in each cell, the grid
size was  varied from 1 × 1 to 4 × 8 cells. Experiments showed
that the number of grid cells has a significant influence over the
prediction performance. Fig. 7 plots the most meaningful results
obtained using the different features. As can be seen, unlike topo-
logical features for which, the accuracy varies from 52% to 72%, for
GLBP, several configurations provide the same performance. In
addition, topological features need a large number of cells (6 × 21
cells for pixel density and 6 × 10 cells for distribution) to achieve
a precision of 72%. The best performance of GLBP that is about 76%
is obtained using grid of 1 × 7 cells. In light of these outcomes, it is
clear that the grid size has an important impact on the prediction
performance.

6.3. Gender prediction results

Table 3 summarizes the results obtained for gender prediction.
metrics prediction from off-line handwriting analysis, Appl. Soft

Note that for IAM-1, IAM-2 and KHATT datasets, GLBP outperforms
pixel density and distribution. Surprisingly, for the blended dataset
the pixel distribution gives the best performance. In addition, for
IAM-1 dataset, which is collected according to the state of the
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Table  2
Gender prediction results obtained using different SVM kernels.

Linear Polynomial Quadratic RBF

Pixel density 66.00 62.00 62.00 72.00
Pixel  distribution 68.00 70.00 70.00 72.00
GLBP  74.00 70.00 70.00 76.00

Table 3
Gender prediction results for individual systems (%).

Dataset Pixel density Pixel distribution GLBP GMM  (On-line + Off-line features) [20] Human performance [20]

IAM-1 72.00 72.00 76.00 67.57 63.88
IAM-2  73.63 70.90 75.45 

KHATT  71.11 73.33 74.44 

IAM-1  + KHATT 69.29 72.14 70.00

a
A
t
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Fig. 7. Grid size influence for the gender prediction.

rt, proposed features provide an improvement that exceeds 4%.
Please cite this article in press as: N. Bouadjenek, et al., Robust soft-bio
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lso, the global inspection of all classification scores reveals that
he gender prediction seems to be language-independent since the
lassification results are quite similar.
– –
– –
– –

Furthermore, the performance of the Fuzzy MIN-MAX combi-
nation is assessed comparatively to Max, Mean, Majority vote and
SFI. Except the Majority vote, all combination rules were performed
by considering SVM membership degrees in positive and negative
classes. Also, both Fuzzy MIN-MAX and SFI, employed the same
Fuzzy measures. As reported in Table 4, the proposed algorithm
outperforms commonly all other rules. Indeed, for IAM-2, KHATT as
well as the blended dataset, it achieves the best accuracies that are
82.73%, 82.22% and 76.43%, respectively. Nevertheless, for IAM-1 it
is beaten by the SFI with a difference of 2%. Despite this, compared
to individual systems, the proposed combination rule provides an
improvement that varies between 4% and 8%.

6.4. Handedness prediction results

As for gender prediction, experiments were initially focused on
setup parameters. The best results in term of classification accuracy
are reported in Table 5. For this task, prediction scores of IAM-1 are
high because of the reduced number of data (20 samples for each
class). For this reason, the performance reaches 100% with GLBP
features. So, comparatively to the state of the art, our individual
systems allow at least a gain of 5%. Regarding the other corpuses,
the precision varies approximately between 75% and 80%, where
the pixel distribution system gives the best results when using
KHATT corpus. This outcome could be explained by the fact that
the stroke geometry information given by the distribution feature
is more suitable for Arabic handwriting characterization. Regarding
the combination step, experiments were limited to KHATT and
the blended dataset since for IAM-1, individual system based on
GLBP provide the optimal performance. Table 6 reports the results
obtained for the different combination rules. One surprising result
is denoted also for KHATT dataset where the Majority vote out-
performs the proposed combination algorithm with more than 1%.
Nevertheless, for the blended dataset the best classification accu-
racy that is 86.36% is obtained using SFI and the proposed Fuzzy
MIN-MAX algorithm.

6.5. Age prediction results

In this experiment, two  different age ranges were considered
in IAM-2 and KHATT corpuses, the reason for which we could not
blend the two datasets. Age prediction results are presented in
Table 7 while those obtained for the combination step are reported
in Table 8. Unlike all previous results, pixel density outperforms
other features with a gain of 1.79% with IAM-2 and 4.45% for the
metrics prediction from off-line handwriting analysis, Appl. Soft

classification scores are improved to more than 75% with Majority
vote, SFI and the proposed Fuzzy MIN-MAX algorithm. This latter
has significantly higher performance.
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Table 4
Combination results for gender prediction (%).

Dataset Max  Mean Majority vote SFI Fuzzy MIN-MAX

IAM-1 80.00 82.00 78.00 84.00 82.00
IAM-2 75.45 72.73 80.00 80.00 82.73
KHATT 73.33 73.33 80.00 81.11 82.22
IAM-1 + KHATT 61.42 67.86 75.00 75.71 76.43

Table 5
Handedness prediction results for individual systems (%).

Dataset Pixel density Pixel distribution GLBP GMM  (On-line features) [19] Human performance [19]

IAM-1 90.00 90.00 100.00 84.66 62.00
KHATT  76.78 80.36 78.57 – –
IAM-1  + KHATT 75.76 78.79 78.79 – –

Table 6
Combination results for handedness prediction (%).

Dataset Max  Mean Majority vote SFI Fuzzy MIN-MAX

KHATT 78.57 78.57 85.71 82.14 83.93
IAM-1 + KHATT 75.76 75.76 81.82 86.36 86.36

Table 7
Age range prediction results for individual systems (%).

Dataset Pixel density Pixel distribution GLBP
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Table 9
2 × 2 contingency table.

Number of examples misclassified
by A and B

Number of examples misclassified
by A but not by B

Number of examples misclassified
by B but not by A

Number of examples misclassified
by neither A nor B

Table 10
p-values obtained for pairwise comparison of the Fuzzy MIN-MAX with other com-
bination rules.

Gender Handedness Age

Max  0.0003 0.0327 0.0029
Mean 0.0001 0.0327 0.0346
Majority Vote 0.0054 0.2900 0.2862
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IAM-2 73.21 71.42 69.64
KHATT 76.67 72.22 70.00

.6. Statistical and computation complexity comparison

In a final evaluation step, the difference between combination
chemes, was evaluated according to a pairwise statistical sig-
ificance test based on the contingency table. To compare two
lgorithms A and B, this table is composed of four values, as shown
n Table 9 [48].

From this table, McNemar’s test that is based on �2 can inform
hether an algorithm is better than the other. Specifically, a p-

alue is computed with a confidence of 5%. If the p-value is less
han 0.05, the difference between the algorithms is significant. Oth-
rwise the two algorithms are statistically considered with close
erformances. Presently, this evaluation was used by considering
he largest corpus for each application. Table 10 presents p-values
btained for pairwise comparisons of the Fuzzy MIN-MAX with the
ther combination rules. Note that the main drawback for p-values
alculation, is the number of test samples which, is not sufficient to
orrectly perform statistical significance tests. As example, for age
rediction there are only, 28 and 45 test samples per class for IAM
nd KHATT corpuses, respectively. For this reason, the statistical
est of Fuzzy MIN-MAX and the Majority vote is not significant (p-
alues more than 0.05), although the Fuzzy MIN-MAX gives the
est classification scores. Moreover, as SFI and Fuzzy MIN-MAX
ave close precisions, the results show that they are statistically
ot different.

Furthermore, except the Majority vote that considers directly
Please cite this article in press as: N. Bouadjenek, et al., Robust soft-bio
Comput. J. (2015), http://dx.doi.org/10.1016/j.asoc.2015.10.021

VM outputs, all combination rules share the use of membership
egrees. However, both Fuzzy MIN-MAX and SFI are computation-
lly much more expensive than the others because of the use of
uzzy measures. In fact, similar calculation steps are involved by

able 8
ombination results for age range prediction (%).

Dataset Max  Mean 

IAM-2 69.64 69.64 

KHATT  68.89 76.67 

571

572
SFI  0.2260 0.6100 0.1796

these methods but with different positions of MIN  and MAX  oper-
ators. For each test sample, once membership degrees in the two
classes computed, operations that are required to aggregate the
class decision for SFI or Fuzzy MIN-MAX can be summarized as
follows. For each class, membership degrees are ranked in the
ascending sense. Accordingly, Fuzzy measures of the second and
third ranks are adapted using the �-Fuzzy measure, which needs
two multiplications and one sum. Then, the association between
the membership degree and the Fuzzy measure is obtained by
applying three Fuzzy MAX  operators (or MIN  in the case of SFI)
while the class decision is expressed by the MIN  operator (or
the MAX  for SFI). In total, these steps require approximately (2 ×
(4 scalar products + 2 sums + 7 logical comparisons)). Finally, the
Fuzzy MAX  operator is applied between class decisions to give the
prediction result. Table 11 reports the number of floating point
operations (flops) required for the prediction of one randomly
selected test sample. A look at this table indicates that predictions
metrics prediction from off-line handwriting analysis, Appl. Soft

based on the SFI and the Fuzzy MIN-MAX involve the same num-
ber of flops. As expected Max  and Mean rules utilize much less

Majority vote SFI Fuzzy MIN-MAX

75.00 75.00 78.57
78.89 80.00 81.11
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Table  11
Number of flops involved for predicting one test sample.

Combination rule Number of flops

Max  9
Mean 21
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SFI 79
Fuzzy MIN-MAX 79

ops since they employ only membership degrees to infer the class
rediction.

. Discussion and comparison with the state of the art

The purpose of this work is to develop a combination paradigm
o achieve robust gender, handedness and age range prediction
rom handwriting analysis. Recall that there are only few research
orks, which deal with this topic. From the results reported in

able 12, all previous works were carried out using private datasets,
hich does not favorite a fair quantitative comparison. Never-

heless, through methods observation, one can easily deduce the
uperiority of the proposed prediction systems. This is due to the
ncorporation of new topological and gradient features that allow
ocal characterization of handwritten text. In addition, the Fuzzy

IN-MAX combination provides significant improvement com-
ared to individual systems.

From all experiments, the main remark respective to soft-
biometrics prediction is that it is a language-independent task,
since quite similar scores were obtained for Arabic and English
corpuses. Unlike, IAM dataset in which, handwritten text is com-
posed of detached characters. Arabic writing is semi-cursive,
Please cite this article in press as: N. Bouadjenek, et al., Robust soft-bio
Comput. J. (2015), http://dx.doi.org/10.1016/j.asoc.2015.10.021

where a single word can be composed of several connected-
components. Also, Arabic language has its specific diacritical
marking such as dumma  (’), hamza (�), or chadda (ω). Despite

able 12
tate of the art results.

Soft
biometrics

Reference Dataset # Training data # Test da

Gender [12] English + Urdu 30 

[22] QUWI – – 

[32] QUWI Arabic 300 100 

[32] QUWI English 300 100 

[32] MSHD French 42 42 

[32] MSHD Arabic 42 42 

[20] IAM-1 80 50 

[20] IAM-1 24 

Proposed IAM-1 80 50 

IAM-2 220 110 

KHATT 180 90 

IAM-1 + KHATT 280 140 

Handedness [21] QUWI – – 

[19] IAM-1 30 10 

[19] IAM-1 20 

Proposed IAM-1 30 10 

KHATT 112 56 

IAM-1 + KHATT 142 66 

Age  [22] QUWI – – 

Proposed IAM-2 112 56 

KHATT 180 90 
 PRESS
mputing xxx (2015) xxx–xxx 9

all these different properties, results of the blended corpus are
typically in the same range as those of separated corpuses.

• Another particularity of this work consists in performing feature
generation by segmenting images into a uniform grid where fea-
tures are calculated on each cell. This provides a local description
of the image content. Experimental results highlighted the rela-
tionship between the gird size and the reliability of the feature
characterization. Prediction accuracies obtained with individual
systems, vary between 69% and 80%. The inspection along all
datasets, reveals that the three SVM predictors provide satis-
factory performance but there is no descriptor that allows the
best discriminative power for SVM. According to the theory, such
differences can promote the accuracy improvement of a combina-
tion framework that contains not necessarily excellent classifiers,
that disagree as much as possible on difficult cases [28].

• Results of the proposed combination show a consistency on both
IAM and KHATT databases as far as accuracy is concerned. It
significantly achieves higher performance than the state of the
art. The first reason behind the development of the Fuzzy MIN-
MAX algorithm is to employ the Fuzzy measures that assess the
SVM relevance with respect to each sample. Moreover, since the
combined prediction systems have close performances, the MIN
rule considers the agreement between all SVM memberships
weighted by their Fuzzy measures. In contrast, the SFI selects
the best SVM response. Due to this conceptual difference the
Fuzzy MIN-MAX achieved higher prediction accuracies in most
cases. However, the statistical significance test showed no impor-
tant differences between these two  methods since p-values were
larger than 0.05. This outcome is due to the small size of the
datasets, which prevents performing a thorough statistical com-
parison. In fact, for the largest experimental corpus a difference
of 2% corresponds to only 6 misclassifications. Nevertheless, the
metrics prediction from off-line handwriting analysis, Appl. Soft

by exploiting at best complementary information between indi-
vidual systems. In this respect, Fig. 8 shows the improvement
brought by the Majority vote, the SFI and the proposed Fuzzy

ta Features Classifier Classification rate (%)

Human performance 67.84
Direction + Curvature +
Turtuosity + Chain code

Kernel
discriminant
analysis

73.7

Slant + Curvature + LBP Neural Network 71.00
Slant + Curvature SVM 70.00
Slant + Curvature SVM 68.25
LBP SVM 74.20
Off-line + On-line GMM  67.57

Human performance 63.88

Fuzzy Min-Max 82.00
Fuzzy Min-Max 82.73
Fuzzy Min-Max 82.22
Fuzzy Min-Max 76.43

Direction + Curvature +
Turtuosity + Chain code

KNN 70.00

Off-line + On-line GMM  86.64
Human performance 62.00

GLBP SVM 100.00
Fuzzy Min-Max 83.93
Fuzzy Min-Max 86.36

Direction + Curvature +
Turtuosity

Random Forest 62.40

Fuzzy Min-Max 78.57
Fuzzy Min-Max 81.11
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Fig. 8. Improvement allowed by classifier combination rules.

MIN-MAX combination compared to the best individual system
for all applications. Specifically, the Fuzzy MIN-MAX improve-
ment is at least about 3%.

. Conclusion

This paper proposed a Fuzzy MIN-MAX combination algorithm,
s a strategy to improve the writer’s soft-biometrics prediction.
irst, three SVM predictors associated to different data features
ere developed to perform writer’s gender, handedness and

ge range prediction. Thereafter, SVM responses are combined
o improve the prediction accuracy. Comprehensive experiments
sing two English and Arabic handwritten text datasets, demon-
Please cite this article in press as: N. Bouadjenek, et al., Robust soft-bio
Comput. J. (2015), http://dx.doi.org/10.1016/j.asoc.2015.10.021

trated that the proposed combination algorithm can considerably
mprove the prediction accuracy. Also, what we could observe is
hat the comparison to various combination rules as well as the
tate of the art, confirmed the effectiveness of this approach. Based

[

[

 PRESS
mputing xxx (2015) xxx–xxx

on the results reported in this work, we believe that efficiency of
the Fuzzy MIN-MAX combination can be demonstrated better when
using larger datasets. It is important to note that the combination
process, handles SVM outputs provided with relevance informa-
tion. This property allows the use of any kind of data features and
makes it reproducible to any other pattern recognition task. To
improve again our results, we  intend in a future work, to inves-
tigate more robust features such as Histogram of Templates as well
as new classifiers such as Artificial Immune Recognition Systems
(AIRS).
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