
Applied Energy 183 (2016) 43–60
Contents lists available at ScienceDirect

Applied Energy

journal homepage: www.elsevier .com/locate /apenergy
Assessment of thermodynamic models for the design, analysis and
optimisation of gas liquefaction systems
http://dx.doi.org/10.1016/j.apenergy.2016.08.174
0306-2619/� 2016 Elsevier Ltd. All rights reserved.

⇑ Corresponding author.
E-mail address: tungu@mek.dtu.dk (T.-V. Nguyen).
Tuong-Van Nguyen ⇑, Brian Elmegaard
Section of Thermal Energy, Department of Mechanical Engineering, Technical University of Denmark, Building 403, Nils Koppels Allé, 2800 Kongens Lyngby, Denmark

h i g h l i g h t s

� Six thermodynamic models used for evaluating gas liquefaction systems are compared.
� Three gas liquefaction systems are modelled, assessed and optimised for each equation of state.
� The predictions of thermophysical properties and energy flows are significantly different.
� The GERG-2008 model is the only consistent one, while cubic, virial and statistical equations are unsatisfying.
a r t i c l e i n f o

Article history:
Received 29 March 2016
Received in revised form 16 August 2016
Accepted 28 August 2016

Keywords:
Gas liquefaction
Thermodynamic model
Equation of state
Efficiency
Optimisation
a b s t r a c t

Natural gas liquefaction systems are based on refrigeration cycles – they consist of the same operations
such as heat exchange, compression and expansion, but they have different layouts, components and
working fluids. The design of these systems requires a preliminary simulation and evaluation of their per-
formance. However, the thermodynamic models used for this purpose are characterised by different
mathematical formulations, ranges of application and levels of accuracy. This may lead to inconsistent
results when estimating hydrocarbon properties and assessing the efficiency of a given process. This
paper presents a thorough comparison of six equations of state widely used in the academia and industry,
including the GERG-2008 model, which has recently been adopted as an ISO standard for natural gases.
These models are used to (i) estimate the thermophysical properties of a Danish natural gas, (ii) simulate,
and (iii) optimise liquefaction systems. Three case studies are considered: a cascade layout with three
pure refrigerants, a single mixed-refrigerant unit, and an expander-based configuration. Significant devia-
tions are found between all property models, and in all case studies. The main discrepancies are related to
the prediction of the energy flows (up to 7%) and to the heat exchanger conductances (up to 11%), and
they are not systematic errors. The results illustrate the superiority of using the GERG-2008 model for
designing gas processes in real applications, with the aim of reducing their energy use. They demonstrate
as well that particular caution should be exercised when extrapolating the results of the conventional
thermodynamic models to the actual conception of the gas liquefaction chain.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

1.1. Background

Production of liquefied natural gas (LNG) is an energy-intensive
process that represents about 4% of the gas energy content. Min-
imising the energy use of this system has received increasing inter-
est in the design procedure [1,2]. Liquefied natural gas is natural
gas that has been converted to liquid form, while compressed nat-
ural gas (CNG) is natural gas in a gaseous state and at high pres-
sure. At typical storage conditions (�160 �C for LNG and 250 bar
for CNG), the energy density of LNG is about 22 MJ per litre, which
is about 2.4 times greater than that of CNG [3]. The higher heating
value of LNG and CNG ranges between 52 and 54 MJ/kg, which is
about 3% lower than that of pure methane, but higher than those
of crude oil, coal and biomass. These properties make LNG suitable
for storage and long-distance transportation, and its use in marine
applications seems promising in the future, because of the new
limits on nitrogen and sulphur oxides emissions established by
the International Marine Organization (IMO) within the Annex VI
of the MARPOL treaty [4].

The liquefaction process consists of the following steps. Natural
gas is received at ambient temperature and above atmospheric
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Nomenclature

A0 empirical parameter
B second virial coefficient
B0 empirical parameter
C third virial coefficient
C0 empirical parameter
D0 empirical parameter
E0 empirical parameter
K number of terms
N number of substances
R ideal gas constant, J mol�1 K�1

R� obsolete ideal gas constant, J mol�1 K�1

T temperature, K or �C
Tc critical temperature, K or �C
Tr reduced temperature
V volume, m3

Z compressibility factor
x molar composition (vector of molar fractions)
a attraction-related parameter
a empirical parameter
a molar Helmholtz free energy
b empirical parameter
b volume-related parameter
c empirical parameter
c volume-translation parameter
cp isobaric heat capacity, J mol�1 K�1

d empirical parameter
i ith component
n empirical parameter
p pressure, Pa
pc critical pressure, bar
pr reduced pressure
t empirical parameter
x molar fraction

Abbreviations
BWR Benedict, Webb and Rubin
BWRS Benedict, Webb, Rubin and Starling

COP Coefficient of Performance
EOS Equation of State
FOM Figure of Merit
LK Lee and Kesler
LKP Lee, Kesler and Plöcker
LNG Liquefied Natural Gas
MINLP Mixed Integer Non-Linear Programming
NG Natural Gas
PC Perturbated Chain
PR Peng-Robinson
SAFT Statistical Association Fluid Theory
SRK Soave-Redlich-Kwong

Greek letters
a empirical parameter
a reduced Helmholtz free energy
Da departure function for the reduced molar Helmholtz

free energy
D deviation
d empirical constant(s)
d reduced density
g energy efficiency
c empirical parameter
x acentric factor
s inverse reduced temperature
t molar volume, m3 mol�1

# empirical parameter

Superscripts
o ideal-gas state
r residual contribution

Subscripts
o property of the pure substance
r reducing property
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pressure. It is then precooled, condensed and subcooled down to
�160 �C, and is finally flashed off to the storage conditions. Heat
removal in these cryogenic conditions is ensured by refrigeration,
which implies the need for input power and heat rejection to the
ambient conditions. Natural gas is a mixture containing light-
(methane and ethane), medium- (propane and butane) and
heavy-weight (pentane and others) hydrocarbons, together with
impurities (carbon dioxide, water and nitrogen), which are
removed upstream. This mixture is zeotropic: at a constant pres-
sure, it condenses along a temperature glide and the compositions
of the two phases in the vapour-liquid region are never the same.

1.2. Literature review

Several refrigeration processes for gas liquefaction have been
developed over the last half-century. The scientific literature
shows a large number of studies on the modelling, analysis and
optimisation of gas liquefaction systems. Several handbooks, such
as the ones of McDermott and Ranney [5] and of Mokhatab and
Poe [6], as well as the papers of Lim et al. [7] and of Chang [8], pre-
sent the cycles that have attracted most interest up-to-now. As dis-
cussed in Venkatarathnam and Timmerhaus [9], they can be
subdivided into the cascade, mixed refrigerant and expander-
based processes. The selection, in practice, of a particular process
depends on considerations such as the system performance (com-
pression duty), cost (equipment), size (heat exchangers), simplicity
(item inventory) and safety (working fluid) [10,11]. It is therefore
not possible to propose a suitable process for all applications, as
different fields of application have different requirements. For
example, mixed-refrigerant and expander-based processes may
be preferred for small-scale applications [12] because of their
lower equipment inventory, while cascade, dual [13] and
propane-precooled [14,15] mixed-refrigerant systems are pre-
ferred for systems where high efficiency is the prime criterion.
Mixed-refrigerant processes attract a lot of attention because of
their high efficiency and their use in many industrial applications,
but the high number of degrees of freedom when designing such
systems results in a complex problem. Mortazavi et al. [16] suggest
the use of alternative expansion techniques to enhance the perfor-
mance of the C3MR process. Li et al. [17] present an optimisation
methodology for optimising the design parameters of gas liquefac-
tion processes applicable to hydrogen and methane. Khan et al.
[18] propose a novel method for selecting the most appropriate
refrigerant composition, which is applied to a single and propane
precooled mixed system. In the same line, Xu et al. [19] suggest
a correlation between the refrigerant composition and ambient
conditions to design more efficient PRICO processes.

Several papers present a performance comparison of gas lique-
faction processes. Remeljej and Hoadley [12] assess four LNG pro-
cesses for small-scale production, suggesting that expander-based
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and open processes are preferable for offshore applications. Cao
et al. [20] optimise two simple liquefaction configurations of the
mixed refrigerant and expander-based categories. Lee et al. [21]
propose and compare the integration of different single mixed-
refrigerant processes for floating LNG plants. Vatani et al. [22] anal-
yse five different systems using energy and exergy-based methods.

The vast majority of these papers, if not all, considers only one
thermodynamic model in the simulation and optimisation proce-
dure of the LNG system. The annotated bibliography of Austbø
et al. [23] shows that the equation of state (EOS) of Peng-
Robinson (PR) [24] is by far the most widely used thermodynamic
models in academia and industry, as also indicated by Chen and
Mathias [25]. The second most popular is the Redlich-Kwong [26]
EOS with Soave modifications (SRK) [27]. A few use the Reference
Fluid Thermodynamic and Transport Properties (REFPROP) data-
base developed by the National Institute of Standards and Technol-
ogy (NIST) [28]. It builds on the models developed by the Groupe
Européen de Recherches Gazières [29], to which other hydrocar-
bons such as ethylene are added [30]. Even fewer consider equa-
tions of the virial family such as the Benedict-Webb-Rubin
Benedict et al. [31,32] and the Lee-Kesler [33] with Plöcker adjust-
ments [34] models. No archival studies on the design of LNG pro-
cesses based on the ‘Statistical Association Fluid Theory’ (SAFT)
[35,36], such as the models based on the perturbated chain (PC)
theory, were published prior to 2013.

The accuracy of these models for deriving natural gas properties
has been discussed in the last decades. Ting et al. [37] evaluate the
ability of the PR and SAFT EOS to predict phase equilibrium for
mixtures of n-alkanes. They conclude that the PR EOS is surpris-
ingly accurate if the pure component parameters were appropri-
ately regressed. The PC-SAFT EOS is recommended if no empirical
data is available, but presents deficiencies near the critical region.
Martinez and Hall [38] draw similar conclusions, claiming that
cubic EOS have good predictive ability despite their simplicity.
Nasrifar et al. [39] compare 15 cubic EOS for predicting natural
gas dew points, and show that the Redlich-Kwong family is more
accurate for lean gases, while the Patel-Teja category is more satis-
fying for rich ones. Aparicio-Martínez and Hall [40–42] demon-
strate that SAFT equations based on the PC theory describe
accurately the phase behaviour of binary mixtures commonly
found in natural gases. Diamantonis et al. [43] present similar find-
ings but also pinpoint that the PC-SAFT, PR and SRK EOS are of
comparable accuracy if binary parameters are experimentally fit-
ted. The works of Kunz et al. [29], Kunz andWagner [44] show that
the PR EOS is not satisfying enough for predicting methane proper-
ties, while the GERG model are in excellent agreement with exper-
iments on natural gas mixtures. Dauber and Span [45] showed that
this model returns results within the experimental uncertainties
for different natural gas applications (liquefaction and reboiling),
which makes this model a reference for predicting the thermo-
physical properties of gas mixtures. Melaaen and Owren [46] anal-
yse how inaccuracies in the SRK model propagate using a
probabilistic simulation method, but do not compare the influence
of using different equations of state.

Few works investigate the relation between the accuracy of
thermodynamic models and their influence on the design of lique-
faction processes. Among them, Dauber and Span [45] focus on the
most important processes of the LNG chain (liquefaction and trans-
port), comparing the GERG-2008 model of Kunz and Wagner [44]
to the conventional PR, SRK and LKP EOS. They discuss the uncer-
tainties related to each thermodynamic model, taking a simplified
subcooling process as example, and conclude that the LKP EOS pre-
sents the greatest deviation in the calculation of the heat flows.
Yuan et al. [47] performs a similar comparison, focusing on the
same models, and based on the use of the Aspen Plus software.
The same conclusions are drawn. These two works consider the
GERG model as a reference because of the small uncertainties for
all volumetric and calorific properties, which are within the range
of experimental measurements. This model is at present the most
accurate one, and has been validated against real plant data of liq-
uefaction plants, such as the Snøhvit one in Norway. At present, it
is used by the Groupe Européen de Recherches Gazières, which
includes large gas companies such as Enagás, Statoil and Gaz de
France. It is now implemented in software components adhering
to the CAPE-OPEN standard, embedded in multiple software such
as Aspen PLUS and Aspen HYSYS, and is adopted as an ISO standard
(ISO 20765-2 and ISO 20765-3) for natural gases.
1.3. Objectives

Most of the reviewed studies focus either (i) on the prediction of
natural gas properties, without evaluating the influence of these
uncertainties in process design, or (ii) on the design of liquefaction
processes, without comparing different thermodynamic models.
The aim is to address these gaps, by reviewing and using methods
in chemical engineering and engineering thermodynamics. The
novelty of the present paper is thus two-sided. On the one hand,
a process belonging to each family of liquefaction systems is mod-
elled, optimised and compared against the others in terms of
energy use, efficiency and size. On the other hand, the thermody-
namic property packages commonly used in academic and indus-
trial research are compared against the new standards, in terms
of property prediction and system design. Compared to the previ-
ous research in that field, this study (i) includes equations of state
based on molecular modelling besides cubic, virial and fundamen-
tal ones, (ii) considers the impact of thermodynamic uncertainties
on several types of liquefaction processes, and (iii) evaluates how
those influence the plant sizing and optimisation.

The structure of the paper is as follows. Section 2 presents an
overview of the different thermodynamic models and processes
under study, along with the simulation and optimisation methods.
Section 3 goes through the comparison of the different EOS with
regards to the prediction of the natural gas properties, component
sizing and system optimisations. Section 4 discusses the main find-
ings and their significance in terms of industrial applications, while
Section 5 concludes the present work and suggests possibilities for
future work.
2. Methods

The present work compares several equations of state, from the
prediction of natural gas properties to the design of gas liquefac-
tion systems. These thermodynamic models differ in their level
of complexity, accuracy and level of use, and are, according to
the literature [23], widely used in the academia and natural gas
industry:

� cubic EOS: Peng-Robinson [24] and Redlich-Kwong with Soave
modifications [26];

� virial EOS: Benedict-Webb-Rubin [31,32] with Starling modifi-
cations [48] and Lee-Kesler [33] with Plöcker adjustments [34];

� fundamental EOS based on either chemical modelling (‘Statisti-
cal Association Fluid Theory’ [35,36], assuming perturbed
chains [49]), or on reference correlations and empirical fitting
[29,44].

This study is conducted based on the average composition of
the natural gas from the Danish grid in 2014 after removal of car-
bon dioxide and heavy hydrocarbons, which gives an approximate
composition of 90.30% methane, 6.02% ethane, 2.43% propane,
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0.37% i-butane, 0.57% n-butane and 0.31% nitrogen on a molar
basis.

2.1. Thermodynamic models

Thermodynamic models aim to predict the thermophysical
properties of a given substance, as well as the phase equilibria of
a specific mixture. They are used in computer-aided tools to design
adequately separation processes and chemical systems. They have
various ranges of application (temperature, pressure, chemical
components), although they may be extrapolated at the expense
of higher inaccuracies. The most well-known thermodynamic
models are the equations of state. They have, at first, been formu-
lated under the form pðt; TÞ, where p is the absolute pressure, t the
molar volume and T the temperature. They may as well be given as
a function of the compressibility factor Zðt; TÞ:

Z � pt
RT

ð1Þ
2.1.1. Cubic equations of state
Classical models for hydrocarbon mixtures are cubic equations

of state, because they are applicable over large ranges of tempera-
ture and pressure, are generally consistent around the critical
point, and are computationally-efficient. The term cubic means
that the volume term is of the 1st, 2nd or 3rd order (Table A.4).
The pðt; TÞ relation can be formulated, following the approach of
Michelsen and Mollerup [50], as:

p ¼ RT
t� b

� aðTÞ
tþ d1bþ d3cð Þ tþ d2bþ d4cð Þ ð2Þ

where R is the ideal gas constant, equal to 8.314472 J mol�1 K�1; a
is an attraction-related parameter, expressed as a function of the
temperature; b is a volume-related parameter, expressed as a func-
tion of the size of the molecules; c is a volume-translation parame-
ter, suggested by Péneloux et al. [51] to reproduce the molar
volume of boiling liquid at normal pressure; d1; d2; d3 and d4 are
empirical constants specific to each equation. Cubic equations of
state can be applied to mixtures by applying mixing rules to the cal-
culations of the attraction- and volume-related terms, as well as of
the critical pressure and temperatures.

The principal models are the Redlich-Kwong [26] with Soave
modifications [27] and Peng-Robinson [24] EOS. They differ in
the expression of the attraction- and volume-related parameters,
and the exact differences are presented in details in Appendix A.
The PR-EOS is generally claimed to be more reliable than the
SRK-EOS for estimation of the liquid densities, but performs worse
for the modelling of polar systems, and other methods may be pre-
ferred for higher accuracy [44].

Cubic EOS present numerous advantages such as their simplic-
ity and satisfying prediction of the vapour-liquid equilibrium over
large ranges of temperature and pressure, but present as well sev-
eral shortcomings. Firstly, the calculations of thermophysical prop-
erties are not accurate enough over the whole operating range of
temperatures and pressures encountered in LNG applications. This
is especially the case for methane, where the deviation in density
values reaches up to 5% below 30 MPa, compared to the reference
EOS of Setzmann and Wagner [52]. Secondly, as suggested in Treb-
ble and Bishnoi [53], cubic EOS have high inaccuracies when pre-
dicting phase equilibria of gas mixtures containing polar
components such as water and glycol. The original formulation of
cubic models is often customised when applied in simulation soft-
ware to improve the prediction of few thermophysical properties.
The modifications considered in this work are the use of the Rack-
ett equation [54] for the prediction of the molar liquid volume in
the Peng and Robinson model, and the implementation of a co-
volume parameter as in the approach of Péneloux and Rauzy [51]
in the Redlich and Kwong equations.

2.1.2. Virial equations of state
Equations of state of the virial family have also been of interest

for modelling hydrocarbon systems. They find their origin in statis-
tical mechanics, based on the knowledge of quantities on molecu-
lar level, and they are expressed as a power series of the molar
volume:

p ¼ RT
t

1þ BðTÞ
t

þ CðTÞ
t2

þ � � �
� �

ð3Þ

where the slope parameters are called the virial coefficients, BðTÞ
being the second virial coefficient, CðTÞ the third one, etc. They
account for interaction potential between particles and therefore
for deviations from the ideal gas law, and they are only dependent
on temperatures for pure components. These parameters are usu-
ally derived empirically for a selected number of chemical compo-
nents, and the first main equation of the virial family that is
applied to gas modelling is the Benedict-Webb-Rubin [31,32] with
Starling adjustments [48].

It led to the development of supposedly more accurate models
that include a higher number of fitting parameters, such as the Lee-
Kesler (LK) equation of state [33]. The latter was adapted further to
mixtures by Plöcker et al. [34] into the so-called Lee-Kesler-Plöcker
(LKP) model. Compared to the conventional cubic equations of
state, the LKP-EOS may be more accurate for the prediction of liq-
uid volumes of some hydrocarbon mixtures. The exact differences
between both models are presented in details in Appendix B. Virial
equations may be used for mixtures: specific mixing rules apply to
the calculations of the virial and empirical factors for the BWRS
EOS, while they are apply to the derivations of the critical proper-
ties and compressibility factor for the LKP EOS.

In general, virial equations are usually accurate for predicting
the enthalpy and entropy of hydrocarbons [55]. However, they
are applicable for a more limited range of temperatures and pres-
sures, and are more suited for gases with light components.

2.1.3. Molecular-based equations of state
Cubic equations of state build on the hypothesis that molecules

are spherical and do not associate, which makes them unsuitable
for predicting the phase equilibria of mixtures with site-site effects
such as hydrogen bonding. Other equations of state are based on a
more detailed study of molecular interactions, such as associative
effects, although their level of complexity is higher. They consider
the effects of hydrogen bonding between like- (self-association)
and unlike- (cross-association) molecules and the corresponding
models are divided in three categories: lattice, chemical and per-
turbation [56].

Perturbation theories build on statistical mechanics for deriving
molecular models and for calculating the total energy of hydrogen
bonding. They are based on the formalism of Wertheim [57–59]
where systems are modelled as a repulsive core and multiple inter-
action sites that enable the formation of chains and closed rings. In
other words, molecular interactions can be divided into a repulsive
part, which is calculated by taking a reference fluid in which no
attractions are present, and a contribution due to attraction effects,
which are considered as a perturbation to that reference.

The ‘Statistical Association Fluid Theory’ (SAFT) [35,36] builds
on the following considerations. A molecule (i) contains chain
and association sites, (ii) is represented as equal-sized hard
spheres, (iii) is subject to attractive forces with other molecules
(dispersive potential such as Lennard-Jones), (iv) presents chain
sites, which enable the formation of chain molecules, (v) displays
association sites, which enable the formation of association com-
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plexes by hydrogen bonding. SAFT equations build on derivations
from the residual Helmholtz free energy ar , which is expressed in
a reduced form ar as:

ar � arðT;qÞ
RT

¼ aseg þ achain þ aassoc ð4Þ

where aseg is the free Helmholtz energy of the segment, consisting
of the hard-sphere reference and dispersion terms, which repre-
sents segment-segment interactions, achain the contribution from
chain formation and aassoc the contribution from association effects.
These terms are dependent of three molecule characteristics: the
number of segments m, the temperature-independent segment
diameter r, which is related to the molecule size, and the depth
of pair potential e, which is related to the segment energy, param-
eters. Two additional parameters are considered if the component is
self-associating: the volume eAB and energy jAB of association.

The most widely used SAFT equation of state for hydrocarbon
modelling is called PC-SAFT [49,60], where PC stands for ‘Pertur-
bated Chain’. At the difference of other SAFT variants, molecules
are seen as chains of jointed spherical segments with association
sites and polar groups. The reference fluid is taken as a hard-
sphere chain to which the perturbation theory of Barker and Hen-
derson [61,62] is applied. For non-associating components [60], the
residual Helmholtz free energy consists of the hard-chain reference
contribution ahc to which a chain dispersion term adisp is added:

ar ¼ ahc þ adisp ð5Þ
A more thorough overview of the equations behind the deriva-

tion of the PC-SAFT model is presented in details in Appendix C.
Few studies compare SAFT and cubic EOS, with sometimes contra-
dictory results, with Diamantonis et al. [43] suggesting that the PC-
SAFT equation is generally more accurate, at the opposite of Alfra-
dique and Castier [63].

2.1.4. Empirical multiparameter equations of state
Despite these improvements, the development of gas processing

systems has resulted in an increasing demand for a high accuracy in
the prediction of the properties of natural gas mixtures. Standard
equations of state may present too high inaccuracies (e.g. greater
than 1% for the prediction of enthalpy differences) and may not be
applicable for all types of mixtures encountered in gas processing.
Empirical multiparameter equations of state have been developed
with the purpose of addressing these shortcomings. Examples of
suchmodels for pure substances are the reference equationsof state.
Theydescribe, in a single equation, all experimental thermodynamic
property data available,within their experimental uncertainty. They
are usually explicit in terms of the Helmholtz free energy a,
expressed in a reduced form a. It includes a first part that describes
the behaviour of the hypothetical ideal gas at given values of tem-
perature and density, and with a second part that describes the
residual behaviour of the real fluid at the same conditions:

aðT;qÞ � aðT;qÞ
RT

¼ aoðT;qÞ þ arðT;qÞ ð6Þ

where the ideal gas part ao is often based on experimental or spec-
troscopic data, and the residual part ar is estimated and corrected
empirically.

In the case of mixtures, the dimensionless Helmholtz free
energy of a mixture is derived based on a multifluid approxima-
tion. The models use fundamental equations of state for each mix-
ture component, along with further equations to account for the
residual mixture behaviour. The advantage of this approach is
the accurate calculation of the pure component contributions to
the residual Helmholtz free energy, while the main drawback is
the use of the same mixing rule to the whole equation of state.
The ideal gas and residual contributions to the Helmholtz free
energy are therefore given as a function of the vector of molar frac-
tions x besides the temperature and density:

aðT;q; xÞ � aðT;q; xÞ
RT

¼ aoðT;q; xÞ þ arðT;q; xÞ ð7Þ

It is more conveniently reformulated with the inverse reduced
temperature and reduced density of the complete mixture, as is
particularly advantageous if the critical temperatures and densities
of the mixture components are significantly different. The reduced
Helmholtz free energy is then formulated as:

aðs; d; xÞ � aðT;q; xÞ
RT

¼ aoðs; d; xÞ þ arðs; d; xÞ ð8Þ

where s and d are defined as:

s � Tr

T
and d � q

qr
ð9Þ

with Tr and qr are the composition-dependent reducing functions
for the mixture temperature and density, given by:

qr � qrðxÞ and Tr � TrðxÞ ð10Þ
At present, the most accurate model for natural gas components

was developed by the Groupe Européen de Recherches Gazières
(GERG). It covers 18 components (methane, ethane, propane, n-
alkanes with a carbon number up to 7, i-alkanes with a carbon
number of 4 and 5, hydrogen, oxygen, carbon oxides, helium,
hydrogen, nitrogen and argon) in the 2004-version [29], and 21
in the 2008-version [44] (addition of n-nonane, n-decane and
hydrogen sulphide, based on the reference model of Lemmon and
Span [64]). It builds on the use of reference equations of state for
each component that have been developed in the last decades,
which are mentioned in Appendix D. The GERG model is at present
the most accurate model for natural gas mixtures, as the predicted
values for all thermophysical properties are in the range of exper-
imental uncertainties.

2.2. Process models

LNG systems can be grouped into three classifications based on
the type of liquefaction process [65]: cascade, mixed-refrigerant
and expander-based, although cascade and expander-based pro-
cesses may use refrigerant mixtures as working fluids. Three pro-
cesses are evaluated in the present work: (i) the cascade process,
with propane, ethylene and methane in three separate cycles; (ii)
the single-stage mixed-refrigerant process, without precooling
and without phase separators, and (iii) the reverse Brayton cycle,
with nitrogen as working fluid.

In a conventional cascade process (Fig. 1), the natural gas feed is
precooled, liquefied and subcooled using three pure refrigerants:
propane, ethylene and methane. Each refrigerant is evaporated at
between one to four pressure levels, meaning that the refrigeration
effects are provided at three to twelve constant temperature levels
in the resulting number of heat exchangers. The temperature
approach between the hot and cold streams reaches its minimum
at the cold end of each heat exchanger. Cascade systems are
mature, simple, and widely used, but a high performance can be
achieved only with a high number of heat exchangers, which
makes such systems unsuitable for small-scale applications.

In a typical mixed-refrigerant process (Fig. 2), the natural gas
temperature is decreased using one (single mixed, SMR) to two
(dual mixed, DMR) refrigerants, of which at least one is a zeotropic
mixture. In practice, when evaporating, the most volatile compo-
nents (e.g. methane and nitrogen) boil off first and the least volatile
ones (e.g. propane and butane) boil off last, and the composition,
temperature and pressure of the refrigerant mixture are adjusted
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to possibly minimise the temperature approach in the heat
exchangers. Mixed-refrigerant systems are easily adaptable to dif-
ferent feed conditions and have the potential for reaching a high
performance with fewer components. Several configurations are
widely used, but they may not be suitable for offshore applications,
where flammability and motion issues are of concern.

Finally, an expander-based process builds on a reverse-Brayton
cycle (Fig. 3), implying that the working fluid (e.g. nitrogen or
methane) temperature is decreased by use of one to several
turbo-expanders. The working fluid does not change phase, with
the exception of some recent systems where a mixture of methane
and nitrogen is employed. The thermodynamic efficiency of these
cycles is generally lower than of typical cascade and mixed-
refrigerant processes. However, these cycles are simple, inherently
safe, present a satisfying dynamic behaviour and are adequate for
small-scale and offshore applications. At the difference of mixed-
refrigerant cycles where the cooling effect is generated by throt-
tling effect, expander-based cycles use compression and expansion
turbomachines.
`Mul�-stream heat exchanger’

Feed
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7 8

111

12 13

Compressor

Refrigerant

Fig. 3. Process flowsheet of the singl
The models are developed with Aspen Plus version 7.2 [66] with
the following assumptions. The natural gas feed enters the lique-
faction process at a temperature of 20 �C and a pressure of
32 bar. It is cooled from the ambient temperature to �162 �C and
is then flashed to atmospheric conditions for storage. As the off-
gases from the flash expansion represent less than 0.1 vol% of the
total feed, they are neither re-liquefied nor used for precooling
the feed. The pressure drops in all heat exchangers are zero, heat
losses to the environment are neglected, the polytropic efficiency
of the compressors is set to 72%, and the isentropic efficiency of
the turbines is set to 80%.

2.3. Process evaluation

Based on the first law of thermodynamics, the energy balance
for all liquefaction processes reads as:

_mNGDhNG ¼ _Q cond � _Wcomp þ _W turb ð11Þ
4

Off-gas

LNG
5

6

0

Cooler Valve Phase separator Turbine

3

9

e-stage reverse Brayton process.



Table 1
Decision variables for the optimisation of the cascade process.

Parameter Variable Unit Range

Precooling temperature T2 �C [�40,�25]
Liquefaction temperature T3 �C [�100,�90]
Propane high-pressure p11 bar [5,35]
Propane low-pressure p8 bar [0.5,5]
Propane flow rate _mC3H8

kg/kgNG [0,240]
Ethylene high-pressure p17 bar [10,40]
Ethylene low-pressure p15 bar [0.5,2.5]
Ethylene flow rate _mC2H4

kg/kgNG [0,420]
Methane high-pressure p24 bar [15,45]
Methane low-pressure p22 bar [0.5,2.5]
Methane flow rate _mCH4

kg/kgNG [0,660]

Table 2
Decision variables for the optimisation of the single mixed-refrigerant process.

Parameter Variable Unit Range

Methane flow rate _mCH4
kg/kgNG [0.4,1.1]

Ethane flow rate _mC2H6
kg/kgNG [0.9,2.4]

Propane flow rate _mC3H8
kg/kgNG [0,2.2]

n-butane flow rate _mn�C4H10
kg/kgNG [0,1.2]

i-butane flow rate _mi�C4H10
kg/kgNG [0,1.2]

n-pentane flow rate _mn�C5H12
kg/kgNG [0,1.5]
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where _mNG is the mass flow rate of the natural gas feed, h the speci-

fic enthalpy, _Q cond the heat rejected to the environment through the
condenser(s), _Wcomp the work input to the compressor(s) and _W turb

the work output from the turbine(s).
Based on the second law of thermodynamics, the entropy bal-

ance is expressed as:

_mNGDsNG þ _Sgen ¼
_Q cond

T0
ð12Þ

where s stands for the specific entropy, _Sgen the entropy generation
rate, which quantifies the deviation of the process from a reversible
behaviour, and T0 the environmental temperature. The entropy gen-
eration is always positive since every system is irreversible in
essence. The minimum work required to perform the liquefaction
process is deduced from the previous equations and is given by:

_Wmin ¼ _mNG DhNG � DsNGð Þ ð13Þ
The following performance indicators can therefore be defined

for gas liquefaction systems:

� the specific power consumption, which expresses the amount of
power consumed to produce one unit of liquefied gas;
i-pentane flow rate _mi�C5H12
kg/kgNG [0,1.5]

Nitrogen flow rate _mN2
kg/kgNG [0,1.2]

High-pressure level p10 bar [10,40]
Low-pressure level p8 bar [1,9]
wLNG �
_W

_mLNG
ð14Þ

� the coefficient of performance, which expresses the cooling
effect produced for the given power consumption;
Table 3
Decision variables for the optimisation of the reverse Brayton cycle.

Parameter Variable Unit Range

Nitrogen flow rate _mN2
kg/kgNG [4,15]

High-pressure level p13 bar [60,130]
Low-pressure level p9 bar [1,15]
COP � j _QC j
_W

¼ _mNG j DhNG j
_W

ð15Þ

� the figure of merit (FOM), also called second-law efficiency e,
which quantifies the ratio of the minimum work required for
liquefaction to the actual work consumed in the process.
Precooling temperature T8 �C [�50,�30]
e �
_Wmin

_W
¼ _mNGðDhNG � T0DsNGÞ

_W
ð16Þ

2.4. Optimisation problem

Optimising LNG systems is essential for proposing a design that
is technically feasible, with suitable configuration and operating
conditions. The main focus is on the evaluation of the impact of dif-
ferent thermodynamic models on the optimisation results. The dis-
crepancies in terms of temperature, heat capacity, and density
result in different estimations of the cooling and power demands,
and in different predictions of the compressor and heat exchanger
sizes. The design parameters, or, in other words, the decision vari-
ables in the optimisation problem, correspond to the refrigerant
flowrates, pressures and composition. The lower and upper bounds
for each decision variable are set based on the available literature
and are adapted to the simulations (Table 1 for the cascade process,
Table 2 for the mixed-refrigerant process, and Table 3 for the
reverse Brayton cycle).

The optimisation problem is defined in relation to the following
objectives:

� maximising the system performance (i.e. high figure of merit
and small specific power consumption);

� minimising the heat exchanger size (small values of the overall
heat transfer - area product UA).

These objectives are actually conflicting: for example, a smaller
gap between the temperature-heat profiles of the heat source and
sink gives smaller power consumption, but results in turn in larger
heat exchangers [67]. This problem can be addressed by perform-
ing two types of optimisations: single-objective optimisations
(SOO) on e.g. the minimisation of the power consumption are con-
ducted to make a preliminary comparison of different thermody-
namic models, and multi-objective optimisations (MOO) are then
performed to assess the trade-offs between objectives that are
identified as conflicting, e.g. system performance and heat exchan-
ger size. These trade-offs are then displayed as a Pareto border
[68], where any better-off with respect to one objective results in
a worse-off in relation to another one.

The optimisation problem is also subject to several practical
constraints:

� the minimum temperature difference (DT) allowable between
the hot and cold streams along the gas liquefaction path is
3 �C, to avoid too large heat exchangers and ensure that the
solution is robust enough against process disturbances;

� a minimum vapour fraction of 93% is required after expansion
in the turbines, based on analogy with steam turbines, to pre-
vent blade erosion caused by liquid formation;

� a minimum vapour fraction of 99% is required at the inlet of the
compressors, to avoid liquid droplets in the compression
process;

� the streams exiting each heat exchanger are in thermal equilib-
rium with the ones present on the same side;

� no sub-atmospheric conditions are considered in the mixed-
refrigerant and expansion-based processes to minimise the
risks of leakage.



50 T.-V. Nguyen, B. Elmegaard / Applied Energy 183 (2016) 43–60
These constraints are highly non-linear and are handled by
transforming the problem into an unconstrained one, including
penalty functions.

The optimisation results can be analysed by studying the
dependencies among the decision variables and optimisation
objectives. A possibility is to characterise the relations between
two variables x and y by performing a statistical assessment and
calculating the correlation coefficients of Pearson r:

rx;y ¼
Pn

i¼1ðxi � �xÞðyi � �yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1ðxi � �xÞ2Pn

i¼1ðyi � �yÞ2
q ð17Þ

This work considers partial correlation coefficients: they are
derived from multivariate regressions by describing the relation
between the variables x and y, while the influence of all other deci-
sion variables z is eliminated.

rx;y�z ¼ rx;y � rx;zry;zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� r2x;zÞð1� r2y;zÞ

q ð18Þ

These coefficients express the statistical relationship between
the decision variable of interest and the objective function in data-
sets containing n values. A value of 1 means a perfect positive cor-
relation, a value of �1 means a perfect negative one, while a value
of 0 means that there is no linear relation.
3. Results

3.1. Natural gas properties

3.1.1. Thermophysical properties
Densities. Cubic EOS are generally considered of poor qualities for

predicting liquid densities, especially for saturated ones (Fig. 4). For
a pressure of 32 bar, which is the considered feed pressure in this
work, the most inaccurate equation of state of the cubic family is
the Soave-Redlich-Kwong model, with a deviation of ±(0.2–5)%,
while it is the Benedict-Webb-Rubin with Starling adjustments
equation in the virial category, with a deviation of ±(0.003–7)%.
The calculation of the saturated liquid densities shows similar
trends, with a deviation of ±(0.3–4)% and ±(0.05–1)% for the SRK
and BWRS models.

Heat capacities. The computation of the specific heat capacities
in isobaric conditions, for the gas phase, shows an excellent agree-
ment for all equations of state (Fig. 5), ranging from (0.03 to 0.4)%
for the Benedict-Webb-Rubin-Starling model to (0.1–2)% for the
Peng-Robinson model. However, virial and cubic equations per-
form poorly for the predictions of caloric properties in liquid con-
ditions, with a deviation of up to 8.3, 13, 8.1 and 8.6% for the PR,
Fig. 4. Percentage deviations of predicted liquid densities q for a six-component natural
Redlich-Kwong with Soave modifications (SRK), (ii) the virial equations of Lee-Kesler-Plö
Statistical Associating Fluid Theory with perturbated chain (PC-SAFT), compared to the w
with the 2008 updates (GERG-2008).
SRK, LKP and BWRS EOS, which suggests that the virial ones are
slightly superior. These deviations exceed significantly the experi-
mental uncertainties, which are within ±1–2%, while the results
returned by the GERG-2008 model are within ±1%.
3.1.2. Vapour-liquid equilibria
Phase envelope. The accurate description of the phase envelope

of the natural gas mixture (Fig. 6) is essential for designing any
separation process and for designing the heat exchangers. Accord-
ing to Kunz and Wagner [44], experimental measurements of the
pTxy relations of natural gas are scarce, but the GERG equations
of state predict the bubble- and dew-point pressures within
±(1–2)% for the main natural gas components. These uncertainties
are within the experimental uncertainty of the measurements for
the tested binary mixtures, and all results are compared to those
of the GERG-2008 EOS, which is taken as reference.

An excellent agreement between all equations of state, corre-
sponding to a deviation smaller than 0.1 �C, is found for the calcu-
lation of the bubble point up to a pressure of 55 bar and for the
dew point up to a pressure of 15 bar. On the contrary, significant
discrepancies between the virial equations of state and the others
are depicted around the critical point. Cubic, ‘SAFT’ and fundamen-
tal EOS are of comparable accuracy, although the PC-SAFT EOS per-
forms slightly better in the prediction of the dew point. A
difference of up to 2 �C is found for a pressure of 32 bar, with the
largest deviation for the BWRS EOS.

In the case of the vapour fractions, the calculated percentage
deviations from the GERG-2008 EOS (Fig. 7) are the greatest for
cubic EOS and the lowest for the Lee-Kesler-Plöcker model around
the bubble point. However, these deviations are significantly lower
for cubic EOS above �80 �C, which deviate from the reference EOS
by ±(0.03–0.5)% (Peng-Robinson), while the virial EOS deviate by
less than ±1% only over a very limited range of temperatures.

Phase composition. According to Kunz and Wagner [44], the
computation of the vapour-phase composition with the GERG
EOS returns a difference with experimental results within
±(0.005–0.02) mole fraction, which is still within the uncertainty
range of the measurements. The deviation plots for the six compo-
nents (Fig. 8) present in the studied natural gas show that the
smallest deviations are found for light hydrocarbons and nitrogen,
whilst the greatest are found for butanes.

Deviations are the highest near the bubble point, exceeding 3%
for cubic equations and 5% for virial ones in the case of methane,
and by more than 15% for i-butane. The Benedict-Webb-Rubin-
Starling model appears to be the most inaccurate one, while the
Soave-Redlich-Kwong equation is the least accurate cubic model.
These findings confirm the trends observed in the literature, where
gas, calculated with (i) the cubic equations of state of Peng and Robinson (PR) and of
cker (LKP) and of Benedict-Webb-Rubin with Starling adjustments (BWRS), (iii) the
ide-range multi-parameter model of the Groupe Européen de Recherches Gazières,



Fig. 5. Percentage deviations of predicted heat capacities cp for a six-component natural gas, calculated with (i) the cubic equations of state of Peng and Robinson (PR) and of
Redlich-Kwong with Soave modifications (SRK), (ii) the virial equations of Lee-Kesler-Plöcker (LKP) and of Benedict-Webb-Rubin with Starling adjustments (BWRS), (iii) the
Statistical Associating Fluid Theory with perturbated chain (PC-SAFT), compared to the wide-range multi-parameter model of the Groupe Européen de Recherches Gazières,
with the 2008 updates (GERG-2008).

Fig. 6. Vapour-liquid phase envelope of a six-component natural gas calculated
with (i) the cubic equations of state of Peng and Robinson (PR) and of Redlich-
Kwong with Soave modifications (SRK), (ii) the virial equations of Lee-Kesler-
Plöcker (LKP) and of Benedict-Webb-Rubin with Starling adjustments (BWRS), (iii)
the Statistical Associating Fluid Theory with perturbated chain (PC-SAFT), and (iv)
the wide-range multi-parameter model of the Groupe Européen de Recherches
Gazières, with the 2008 updates (GERG-2008).

Fig. 7. Percentage deviations of predicted molar vapour fraction x for a six-
component natural gas, calculated with (i) the cubic equations of state of Peng and
Robinson (PR) and of Redlich-Kwong with Soave modifications (SRK), (ii) the virial
equations of Lee-Kesler-Plöcker (LKP) and of Benedict-Webb-Rubin with Starling
adjustments (BWRS), (iii) the Statistical Associating Fluid Theory with perturbated
chain (PC-SAFT), compared to the wide-range multi-parameter model of the Groupe
Européen de Recherches Gazières, with the 2008 updates (GERG-2008).
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it is stated that these two EOS are mostly adapted to light
hydrocarbons.
3.2. System simulation

A baseline case was set up for each process type (cascade,
mixed-refrigerant, expander-based) based on a preliminary opti-
misation of each process, aiming to minimise the net power con-
sumption of the system. They were conducted using the Peng-
Robinson equation of state, as this is the most widely used model
at present. The results obtained for each model are compared
against the GERG multiparameter model, since it presents the
smallest uncertainty in terms of thermophysical properties. All
simulations were run for a normalised flow of natural gas of
1 kg/s. As mentioned in Section 1 and in Dauber and Span [45],
the GERG model is currently the most accurate one: the prediction
of volumetric and calorific properties falls within the range of
experimental uncertainties, while the simulations of material and
energy flowrates are judged close enough to industrial and applied
applications.

3.2.1. Cascade process
The baseline case for the cascade process considers three heat

exchangers in which the natural gas is liquefied. The pinch points
are likely found at the hot or cold end of the heat exchangers, as the
refrigerants are pure substances and evaporate therefore at con-
stant temperature levels. The aim is to investigate the differences
between each equation of state (Fig. 9), in terms of predicted flow
rates, heat flows and power consumption, based on the same tem-
perature approach. The baseline case builds on these figures. The
high-level pressures are fixed to 8.5 bar for propane (p11),
16.7 bar for ethylene (p17), and 31.9 bar for methane (p24). The flow
rate and low-pressure level of each refrigerant are calculated to
satisfy a minimum temperature approach of 3 �C.

The deviations exceed ±1% in the case of the Redlich-Kwong
equation with Soave adjustments, which is beyond the uncertainty
range of the GERG model, claimed to be of ±(0.5–1)%. These dis-
crepancies are marked for all cubic and virial equations of state,
in the cases of the (i) heat exchanged in the third heat exchanger
(natural gas subcooling), and (ii) the power consumption of the
third refrigeration cycle (methane). The perturbated chain model
is satisfactory in all cases. These findings highlight the poor quality
of cubic models for deriving the heat capacities of hydrocarbons in
liquid state, as well as of virial ones for predicting caloric proper-
ties. The SRK-EOS presents marked differences in the calculations
of the refrigerant flow rates, as they range from 2.5% for propane
to 11% for methane. The estimations of the heat exchanger conduc-
tances are not satisfactory either, since the deviations reach up to
11% for the SRK model. These inconsistencies are also observed for
virial models, although to an extent of only 6%. The PC-SAFT model
presents the smallest divergences, which are comprised in the
uncertainty range of the GERG model.

3.2.2. Mixed-refrigerant process
At the opposite of a conventional cascade system, the pinch

point is generally not found at the cold or hot end of each heat
exchanger, but within it. The approach used in this comparison is
different than the one used for studying the cascade process. The
differences between each property model are evaluated (Fig. 10),
in terms of predicted minimum temperature difference, heat and
power flows, based on the same total flow rate of refrigerant. The



Fig. 8. Percentage deviations of predicted vapour flows of methane _nCH4 , ethane _nC2H6 , propane _nC3H8 and nitrogen _nN2 , for a six-component natural gas, calculated with (i) the
cubic equations of state of Peng and Robinson (PR) and of Redlich-Kwong with Soave modifications (SRK), (ii) the virial equations of Lee-Kesler-Plöcker (LKP) and of Benedict-
Webb-Rubin with Starling adjustments (BWRS), (iii) the Statistical Associating Fluid Theory with perturbated chain (PC-SAFT), compared to the wide-range multi-parameter
model of the Groupe Européen de Recherches Gazières, with the 2008 updates (GERG-2008).

Fig. 9. Percentage deviations of predicted heat and power flows for the cascade process, calculated with (i) the cubic equations of state of Peng and Robinson (PR) and of
Redlich-Kwong with Soave modifications (SRK), (ii) the virial equations of Lee-Kesler-Plöcker (LKP) and of Benedict-Webb-Rubin with Starling adjustments (BWRS), (iii) the
Statistical Associating Fluid Theory with perturbated chain (PC-SAFT), compared to the wide-range multi-parameter model of the Groupe Européen de Recherches Gazières,
with the 2008 updates (GERG-2008).
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baseline case for the mixed-refrigerant process is based on the fol-
lowing refrigerant composition, on a molar basis: 29.5% methane,
33.6% ethane, 0.4% propane, 24.7% butanes, 3.3% pentanes and
8.5% nitrogen. The high- (p10) and low-pressure (p8) levels are fixed
to 25.6 bar and 1.8 bar.

The maximum deviations exceed ±5%, in the case of the Redlich-
Kwong model with Soave modifications. These deviations exceed
the uncertainty range of the GERG model, claimed to be of
±(0.5–1)%. The virial model of Benedict-Webb-Rubin with Starling
adjustments is not applicable in this case, as, in the contrary of all
other models, predicts a negative Joule-Thomson coefficient for
this mixture, at these conditions. In other words, this model sug-
gests that the refrigerant expansion through the valve results in
a higher temperature at the outlet, which is exactly the opposite
trend than the one observed in practice. The greatest deviations
on the heat exchanged in the liquefaction process are found for



Fig. 10. Percentage deviations of predicted heat and power flows for the single mixed-refrigerant process, calculated with (i) the cubic equations of state of Peng and
Robinson (PR) and of Redlich-Kwong with Soave modifications (SRK), (ii) the virial equation of Lee-Kesler-Plöcker (LKP), (iii) the Statistical Associating Fluid Theory with
perturbated chain (PC-SAFT), compared to the wide-range multi-parameter model of the Groupe Européen de Recherches Gazières, with the 2008 updates (GERG-2008).
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cubic equations of state, with a maximum value of 5.3% for the SRK
model. The LKP virial equation presents the smallest deviation,
with a value of 1.4%. The predictions of the power consumption
are satisfactory in all cases: the discrepancy with the GERG model
is below 1% and is therefore in its uncertainty range. The difference
between these models is marked for the heat exchanger conduc-
tance and exceeds 5% in all cases. The expected value is about
450 kW/K, and the PR, SRK and PC-SAFT models give estimations
of 480, 500 and 550 kW/K, meaning that using these models would
result into an oversizing of the heat exchangers. Finally, the predic-
tions of the pinch point differ significantly in the SRK and PC-SAFT
equations. The GERG model suggests that the point with the min-
imum temperature difference is located in the heat exchanger,
with a difference of 3.3 �C between the hot and cold streams. The
statistical model predicts a pinch point located at the cold end of
the heat exchanger, with a difference of 1.9 �C. This discrepancy
is related to an inaccurate estimation of the temperature after
the Joule-Thomson expansion, which impacts the representation
of the temperature-heat profiles.

3.2.3. Expander-based process
Unlike a conventional cascade system, the pinch point is gener-

ally not found at the cold or hot end of each heat exchanger, but
within it. The approach used in this comparison is different than
the one used for studying the cascade process, and similar to the
one applied for analysing the mixed-refrigerant process. The differ-
ences between each property model are evaluated (Fig. 11), in
terms of predicted minimum temperature difference, heat and
power flows, based on the same total flow rate of refrigerant. The
baseline case for the expander-based process builds on the follow-
ing values: a nitrogen flow rate of 0.258 kmol/kg of natural gas, a
high-pressure level (p13) of 78.7 bar, a low-pressure level (p9) of
2.76 bar and a precooling temperature (T8) of �42.6 �C.

The greatest deviation is found for the cubic equation of
Redlich-Kwong with Soave modifications, followed by the virial
Fig. 11. Percentage deviations of predicted heat and power flows for the reverse Brayton
of Redlich-Kwong with Soave modifications (SRK), (ii) the virial equations of Lee-Kesler-Pl
Statistical Associating Fluid Theory with perturbated chain (PC-SAFT), compared to the w
with the 2008 updates (GERG-2008).
equation of Lee-Kesler and Plöcker. It corresponds to the heat flow
within the second (liquefaction-subcooling) heat exchanger. These
deviations are due to the inaccuracies of these models in the
description of the vapour-liquid equilibrium and in the derivation
of the caloric properties in liquid phase. On the contrary, the devi-
ations observed for the first heat exchanger are less significant.
This confirms the previous findings, where it was observed that
all equations of state were satisfactory for predicting caloric prop-
erties in vapour conditions. The smallest uncertainties for the pre-
diction of the power consumption of each turbomachinery
equipment are found for the virial equations, and the highest are
found for the Peng and Robinson model. The findings suggest that
the perturbated-chain model is actually the most accurate for cal-
culating the plant efficiency.

However, all these models are unsatisfactory when it comes to
the calculations of the overall conductances of the heat exchangers.
In other words, the temperature-heat profiles for these models are
not accurate enough for designing adequately thermal equipments
and estimating their heat transfer areas. For the first heat exchan-
ger, the SRK model presents a deviation of about 28%, followed by
the LKP model with a discrepancy of about 20%. These figures are
smaller for the second heat exchanger, although they exceed ±5%
for all property models. The PC-SAFT model is the least inaccurate
one with an overall deviation of about 4%. The prediction of the
minimum temperature differences within the heat exchangers is
as well not accurate in most cases. The GERG model predicts tem-
perature approaches of about 6.0 �C and 3.0 �C, while the PR model
predicts values of about 6.8 �C and 4.2 �C.

3.3. System optimisation

3.3.1. Thermodynamic optimisation
Cascade. The optimal operating conditions for the cascade pro-

cess correspond to: (i) high-pressure levels of 8–9 bar, 16–19 bar,
and 30–32 bar for the propane, ethylene and methane cycles, and
cycle, calculated with (i) the cubic equations of state of Peng and Robinson (PR) and
öcker (LKP) and of Benedict-Webb-Rubin with Starling adjustments (BWRS), (iii) the
ide-range multi-parameter model of the Groupe Européen de Recherches Gazières,
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(ii) precooling and liquefaction temperatures of �38 �C and
�100 �C. These findings are similar for the six equations of state
investigated in this work. However, the value of the power
required in the optimum cascade process differs from one model
to another. It ranges from 1550 kJ/kg with the equation of
Benedict-Webb-Rubin with Starling modifications to 1700 kJ/kg
with the model of Redlich-Kwong with Soave adjustments, which
corresponds to a COP of 0.5–0.55, and a FOM of 28–31%. There exist
strong correlations between the net power consumption and the
high-pressure levels of the propane and methane cycles, as sug-
gested with the values of the Pearson’s and partial coefficients
above 0.9. The interdependencies with other decision variables
are less marked, which is illustrated by Pearson’s coefficients smal-
ler than ±0.2 with all thermodynamic models.

Mixed-refrigerant. The minimum power consumption for the
mixed-refrigerant process is approximately 1500 kJ/kg, and this
threshold is similar for all equations of state. This figure is equiva-
lent to a COP of about 56% and a FOM of 32%. However, an analysis
of the process conditions shows differences between the RKS equa-
tion on one side, and the PR and PC-SAFT ones on the other side.
The first model suggests that there is only one set of optimal con-
ditions: a refrigerant composition of about 24–27% CH4, 34–37%
C2H6, 4–7% C3H8 and 11–13% N2, a high-pressure level of 27 bar
and a low-pressure level of 1.9 bar. On the contrary, the latter
models indicate that there are two sets of optimal conditions.
The first one corresponds to a refrigerant composition of 22–23%
CH4, 37–39% C2H6, 5–6% C3H8 and 11–12% N2, for a high-pressure
level of 14 bar and a low-pressure level of 1.6 bar. The second
one corresponds to a refrigerant composition of 31–32% CH4, 31–
32% C2H6, 7–8% C3H8and 11–12% N2, for a high-pressure level of
32 bar and a low-pressure level of 2.9 bar. The statistical analysis
pinpoints strong correlations between the propane, n-butane, i-
pentane, nitrogen flow rates and the power consumption, since
both the Pearson’s and partial correlation coefficients exceed
±0.9. However, the cubic and statistical models are in disagreement
with respect to the ethane content. The first models suggest no
direct linear correlation with the power consumption, while the
latter describe the opposite trend.

Expander-based. The minimum power consumption for the
expander-based process is about 3300 kJ/kg. This limit is identical
for all thermodynamic models and is equivalent to a COP of 0.25
and a FOM of 15%. However, significant discrepancies exist
between all models in terms of optimal operating conditions. The
GERG multiparameter model suggests that the lowest power con-
sumption is achieved for a precooling temperature as low as
possible, near �60 �C, and for a nitrogen flow rate as small as
0.19 kmol/kgNG. On the contrary, cubic and virial equations suggest
that a precooling temperature in the range of �40 to �30 �C and a
flowrate of about 0.24 kmol/kgNG are optimum. The correlation
coefficients are smaller than ±0.2 for all variables, with the
exception of the precooling temperature, which presents a strong
negative correlation with the power consumption.

3.3.2. Multi-objective optimisation
A multi-objective optimisation was performed to assess the

possibilities to minimise the conductance of the heat exchanger
network and the total power consumption. The Pareto frontiers
(Fig. 12) clearly show these trade-off for all processes, and they
indicate that the cascade and mixed-refrigerant processes display
the highest thermodynamic performance. The expander-based
process is characterised by the smallest values of heat exchanger
conductances, as a result of larger temperature gaps between the
hot and cold streams in the cryogenic heat exchangers.

The comparison of the Pareto frontiers indicates significant dis-
crepancies among thermodynamic models, especially for the cas-
cade process. For example, a total conductance of 300 kW/K
corresponds to a net power consumption of 1580 kW in the model
of Benedict-Webb-Rubin with Starling modifications, while it is
equivalent to a value of 1740 kW in the model of Redlich-Kwong
with Soave adjustments. These findings illustrate how different
derivations of the caloric properties and vapour-liquid equilibrium
result in inconsistent designs and optimisations of gas liquefaction
processes. A system layout suggested with one thermodynamic
model may be discarded with another one because of different val-
ues of (i) the temperature approach in the heat exchangers, or of
(ii) the vapour fraction of the refrigerants at the compressors inlets.
Moreover, these results indicate that it is not possible to state
whether one model would systematically underestimate the per-
formance of a given process. For example, the SRK model predicts
higher power consumption than the PR equation for the cascade
and reverse Brayton processes, but lower for the single mixed-
refrigerant system.
3.3.3. System comparison
Despite the significant differences in terms of power consump-

tion and conductances, the same trends are found for all case stud-
ies and equations of state. The single mixed-refrigerant process
presents the smallest power consumption, which is associated
with the highest heat exchanger conductance, whilst the opposite
conclusion is found for the reverse Brayton cycle. The cascade pro-
cess is characterised by the best compromise between the heat
exchanger size and the cycle efficiency. These findings confirm
the results presented in the literature, where it is stated that cas-
cade and mixed-refrigerant processes are superior in terms of ther-
modynamic performance. In addition, they also demonstrate that
the cascade process requires less heat exchanger surface area,
and thus smaller heat exchangers, because of the wide tempera-
ture differences compared to the single mixed-refrigerant process.
4. Discussion

4.1. Prediction of natural gas properties

Cubic equations of state are still widely used because of their
simple structure and the high number of possible customizations,
which makes them suitable to various technical applications. How-
ever, several recent works such as the one of Kunz andWagner [44]
underline their inherent limitations in the description of liquid
densities, as the deviation goes up to 15%. The implementation of
the volume-translation parameter of Péneloux et al. [51] and of
the equation of Rackett [54] in industrial process software has
improved markedly the calculations of liquid densities and molar
volumes, as the present work suggests. However, the ‘volume-
shifting’ corrections are applicable to a restricted range of the liq-
uid phase and are not sufficient for achieving deviations smaller
than experimental uncertainties, as discussed in the work of Kunz
and Wagner [44] in the reference cases of Haynes [69].

Virial equations of state were applicable, in their original form,
only to the gas phase, but became usable for deriving the proper-
ties of liquid phases with further works. As mentioned in Dimian
[55], the extended correlations of Benedict-Webb-Rubin and of
Lee-Kesler-Plöcker are considered accurate for predicting phase
properties. They are still used for the simulation of gas liquefaction
processes, as shown in the bibliography of Austbø et al. [23]. How-
ever, it is suggested that the results may be unsatisfactory for mix-
tures, because of the differences in magnitude between the
equation parameters of different pure fluids [70]. The present work
indicates that virial equations of state may be less accurate than
cubic ones for predicting caloric properties and densities. It is con-
firmed by the research of Nasrifar and Bolland [71], as higher devi-
ations are found for the equation of Benedict-Webb-Rubin than
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those of Peng and Robinson, for isobaric heat capacities. Similar
findings are drawn in the work of Yuan et al. [47], who do not rec-
ommend the use of the correlation of Lee-Kesler and Plöcker for
predicting vapour-liquid equilibrium.

Statistical models based on the perturbated chain theory have
not been widely compared to cubic equations of state for hydrocar-
bon mixtures. The present work suggests that the calculation of
saturated liquid densities seems less accurate, while the prediction
of the vapour-liquid equilibrium and caloric properties is more in
line with the multiparameter GERG model. These findings are in
agreement with the study of Diamantonis et al. [43], where the
authors claim that the PC-SAFT model is more accurate than cubic
ones if no binary parameters are implemented. However, in gen-
eral, all these models return unsatisfactory results with regards
to the demand for high accuracy of the new hydrocarbon models.
4.2. Simulation and optimisation of natural gas processes

These model inconsistencies when predicting natural gas prop-
erties impact significantly the simulation and optimisation of gas
liquefaction processes. The poor representation of the caloric prop-
erties results in large deviations of the predicted heat flows, which
are far above the ±0.5–1% of experimental uncertainties. The great-
est discrepancies are found for heat exchangers where subcooling
of natural gas takes place, because of the inaccurate calculations
of the isobaric heat capacities of liquid hydrocarbons. The work
of Dauber and Span [45] also highlights these high uncertainties
for the models of Peng and Robinson, Lee-Kesler and Plöcker, and
Redlich-Kwong and Soave compared to actual practical data, taken
from the Snøhvit liquefaction plant and the Tuscany regasification
terminal. These correlation inaccuracies also affect the derivation
of optimal operating conditions, which is problematic when
designing a complete liquefaction process. The present work shows
that different models may lead to large differences in the predic-
tion of the minimum temperature difference within a heat exchan-
ger, and of the power consumption of a refrigerant cycle.

4.3. Practical implications

Liquefied natural gas is at present the main alternative to con-
ventional supplies of gas through pipelines, and major new suppli-
ers currently emerge, reshaping local and global gas markets. In the
whole LNG chain, from the extraction of gas to its end-use, the nat-
ural gas liquefaction is the most costly process with significant
investment and operating costs. The former is associated with
the sizes of the heat exchangers and compressors, which are
assessed in this work by the heat exchanger conductance UA and
power consumption _W . The latter is related to the efficiency of
the gas liquefaction process, as lower efficiency results in greater
fuel costs.

Accurate modelling of the complete system, from the tempera-
ture profiles within the cryogenic heat exchanger to the overall
power consumption, is essential in real-case applications. As
emphasised by Dauber and Span [45], these discrepancies between
thermodynamic models should not be disregarded. They can cause
inappropriate component designs, and ultimately economic losses,
since small improvements in terms of power consumption, as cal-
culated in this work, can affect significantly the thermodynamic
and economic performance of the LNG system.

A main issue is that these deviations are not systematic: no gen-
eric conclusion can be drawn whether using a given model would
always result into an over- or downsizing of the heat exchangers
and compressors. However, as shown with the statistical assess-
ments, the six thermodynamic models depict the same relation-
ships between the changes in operating conditions and the
subsequent variations of the system efficiency. Cubic, virial and
perturbated-chain models may therefore be used to compare qual-
itatively gas liquefaction systems and suggest possible improve-
ments, but may not be used for designing components and



56 T.-V. Nguyen, B. Elmegaard / Applied Energy 183 (2016) 43–60
predicting the performance of gas liquefaction processes if high
accuracy is desired.

5. Conclusion

The design of gas liquefaction facilities requires an ad-hoc eval-
uation of their performance based on the selection of a thermody-
namic property model. The GERG-2008 model is currently the
most accurate one: it represents all the thermophysical properties
of natural gas mixtures under the range of experimental uncertain-
ties. However, equations of state of the cubic, virial and ‘molecular-
based’ families arewell-known and have been usedwidely in the oil
and gas industry, as well as in the academia. The present work com-
pares these models systematically in three steps, by applying them
to the (i) calculation of natural gas properties, (ii) design and (iii)
optimisation of three liquefaction plants (cascade, mixed-
refrigerant and expander-based). Large deviations are observed
for the prediction of the vapour-liquid equilibrium, liquid densities
and heat capacities of the natural gas mixtures. These discrepancies
have a significant impact on the simulation of liquefaction pro-
cesses in terms of predicted energy flows and temperature
approaches. These inconsistencies may mislead process engineers
and decision-makers when building and evaluating these cryogenic
systems. The present research supports therefore the recent works
in the field of natural gas modelling, which state that cubic, virial,
and molecular-based equations of state are not accurate enough.
Future work in the field of gas liquefaction optimisation should
preferably build on the use of the GERG model, despite its higher
mathematical complexity and greater computational requirements.
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Appendix A. Cubic equations of state

The principal models used in the oil and gas industry and aca-
demia are the Peng and Robinson [24] and Redlich-Kwong with
Soave modifications [26] equations of state. They differ in the
derivation of the attraction- and volume-related parameters
(Table A.4).

They are extended to mixtures by using mixing rules, which
build on a one-fluid approach, assuming that the mixture behaves
as a pure component. These rules use direct relationships for esti-
mating molecular pair interactions (conformal mixing rules), such as
the van der Waals rule, include functions of density or of the excess
free energy, such as the rule of Wong and Sandler [72]. For hydro-
carbon systems, the most common mixing rules are of the first
type, and the attraction- and volume-related parameters are writ-
ten as follows:

a ¼
X
i

X
j

xixjaij; aij ¼ ð1� kijÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ðaiiajjÞ

q
ðA:1Þ

b ¼
X

xibi ðA:2Þ
Table A.4
Parameters in cubic equations of state.

Attraction-related Volum

VDW a b
SRK a

T
1
2

a b

PR aðTÞb b

a Inclusion of a temperature-dependent term.
b General temperature-dependency.
where kij are binary interaction parameters accounting for mixture
non-idealities, which are determined empirically or by correlations.

Appendix B. Virial equations of state

Virial equations of state include virial parameters, whose values
may be adjusted to reproduce experimental data, as illustrated
with the equation of Benedict et al. [31,32] (BWR), which has eight
empirical parameters (A0; B0; C0; a; b; c; a and c):

p ¼ RT
t

þ B0RT � A0 � C0

T2

� �
1
t

� �2

þ bRT � að Þ 1
t

� �3

þ aa
1
t

� �6

þ c 1
t

� �3
T2 1þ c

1
t

� �2
 !

exp �c 1
t

� �2
 !

ðB:1Þ

The number of parameters increased (the additional ones being
D0; E0; d) in the work of Starling [48], and the resulting equation
of state is named BWRS:

p ¼ RT
t

þ B0RT � A0 � C0

T2 þ
D0

T3 � E0

T4

� �
1
t

� �2

þ bRT � a� d
T

� �
1
t

� �3

þ a aþ d
T

� �
1
t

� �6

þ c 1
t

� �3
T2 1þ c

1
t

� �2
 !

exp �c 1
t

� �2
 !

ðB:2Þ

For both equations, every parameter must be determined
empirically for each single component, which limits its
applicability.

More accurate models include the Lee-Kesler (LK) equation of
state [33], expanded afterward to mixtures by Plöcker et al. [34]
into the so-called Lee-Kesler-Plöcker (LKP) model. The latter model
can be expressed following the approach of Pitzer [73], Pitzer et al.
[74] as a linear function of the acentric factor x and of the com-
pressibility factors of a so-called simple ð0Þ fluid (argon, krypton
and methane), and a reference ðrÞ one (n-octane):

Z ¼ Zð0Þ þ x
xðrÞ �Zð0Þ þ ZðrÞ

� �
ðB:3Þ

The compressibility factors for the simple and reference fluids
are expressed and derived as a function of the BWR form, as pro-
posed in the work of Lee and Kesler [33]:

Z ¼ 1þ B
Vr

þ C

V2
r

þ D

V5
r

þ c4
T3
r V

2
r

bþ c
V2

r

 !
exp � c

V2
r

 !
ðB:4Þ

where the non-empirical terms pr and Tr are defined as the reduced
pressure and temperature, in relation to the critical properties pc

and Tc , and Vr is defined as a function of the fluid volume V:

Tr ¼ T
Tc

and pr ¼
p
pc

and Vr ¼ pcV
RTc

ðB:5Þ

Virial coefficients, when derived for mixtures, become function
of temperature and composition. For example, the second virial
coefficient B, which describes molecular pair interactions, is rigor-
ously derived as [75]:
e-related d1 d2

0 0
1 0

1þ
ffiffiffi
2

p
1�

ffiffiffi
2

p
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BðT; xÞ ¼
X
i

X
j

xixjBijðTÞ ðB:6Þ

where the virial coefficient is Bii for a pure component i and Bij for
an unlike pair. The pure-component and cross-coefficient parame-
ters are derived by empirical fitting, and the latter is expressed as
a function of binary interaction parameters, as in cubic equations
of state. The corresponding values for alkanes are given in the works
of Tsonopoulos and Heidman [76].

Appendix C. ‘SAFT’ equations of state

The equation of state of the ‘Statistical Association Fluid Theory’
(SAFT) with perturbated chain (PC) builds on a decomposition of
the residual Helmholtz free energy into two main contributions,
if the fluid is non-associative: the hard-chain reference part and
the chain dispersion term. The hard-chain reference contribution
is given by:

ahc ¼ mahs �
X
i

xiðmi � 1Þ ln ghs
ii ðriiÞ ðC:1Þ

where m is the mean segment number in the mixture:

m ¼
X
i

ximi ðC:2Þ

The hard-sphere fluid Helmholtz free energy is given on a per-
segment basis by the equation of Carnahan and Starling [77]:

ahs ¼ 1
f0

3f1f2
ð1� f3Þ

þ f32
f3ð1� f3Þ2

þ f32
f23

� f0

 !
lnð1� f3Þ

" #
ðC:3Þ

where the radial distribution function of the hard-sphere fluid,
which indicates the probability density for finding a hard-sphere
belonging to the jth molecule at a distance d from a hard sphere
belonging to the ith molecule, is deduced from the expressions of
Boublík [78] and Mansoori et al. [79]:

ghs
ij ¼ 1

ð1� f3Þ
þ didj

di þ dj

� �
3f2

ð1� f3Þ2
þ didj

di þ dj

� �2 2f2

ð1� f3Þ3
ðC:4Þ

where fn is the partial volume fraction defined by:

fn ¼ p
6
q
XN
i¼1

ximid
m
i ; n 2 f0;1;2;3g ðC:5Þ

where di is the temperature-dependent segment diameter given by
the equation of Chen and Kreglewski [80]:

di ¼ ri 1� 0:12 exp �3
ei
kT

� �h i
ðC:6Þ

where k is the Boltzmann constant.
The dispersion contribution is written as a sum of first- and

second-order terms following the perturbation theory of Barker
and Henderson [61,62]:

adisp ¼ �2pqI1ðg;mÞm2�r3 � pqmC1I2ðg;mÞm2�2r3 ðC:7Þ
where C1 is a function of the compressibility and reduced density:

C1 ¼ 1þm
8g� 2g2

ð1� gÞ4
þ ð1�mÞ20g� 27g2 þ 12g3 � 2g4

ð1� gÞð2� gÞ½ �2
 !�1

ðC:8Þ
and g is the packing fraction:

g ¼ p
6
Nr3

V
ðC:9Þ

with N the number of particles.
The termsm2�r3 andm2�2r3 stand for intermolecular segment-
segment interactions between chains:

m2�r3 ¼
X
i

X
j

XiXjmimj
�ij
kT

� �
r3

ij ðC:10Þ

m2�r3 ¼
X
i

X
j

XiXjmimj
�ij
kT

� �2

r3
ij ðC:11Þ

where the PC-SAFT parameters for pairs of unlike systems (rij; �ij)
are derived by conventional combining rules as:

rij ¼ 1
2
ðri þ rjÞ ðC:12Þ

�ij ¼
ffiffiffiffiffiffiffiffi
�i�j

p ð1� kijÞ ðC:13Þ

and the integrals of the perturbation theory are power series in
density:

I1ðg;mÞ ¼
X6
i¼0

aiðmÞgi ðC:14Þ

I2ðg;mÞ ¼
X6
i¼0

biðmÞgi ðC:15Þ

where the coefficients ai and bi depend on the chain length, using
the relation proposed by Liu and Hu [81]:

aiðmÞ ¼ a0i þm� 1
m

a1i þm� 1
m

m� 2
m

a2i ðC:16Þ

biðmÞ ¼ b0i þm� 1
m

b1i þm� 1
m

m� 2
m

b2i ðC:17Þ

The parameters of the radial distribution function of the hard
chain are then adjusted to the pure-component properties
(Table C.5). The PC-SAFT EOS is well-suited to model phase equilib-
ria and calculate bulk properties of hydrocarbon mixtures, and
gives more accurate results with respect to empirical
measurements.

Appendix D. Reference equations of state

At present, empirical multiparameter equations of state have
been developed for reaching a level of accuracy within the uncer-
tainty range of empirical measurements. They are usually explicit
in the Helmholtz free energy, most often expressed in a reduced
form. It includes two contributions: a part related to an hypothet-
ical ideal gas behaviour, and a residual part associated with the real
fluid behaviour. The common form for the reduced Helmholtz
energy of the ideal gas can be expressed as:

a0ðs; dÞ ¼ c0 lnðsÞ þ cIsþ cII þ
XIpol
i¼1

cisti

þ
XKPE

k¼1

mk lnð1� expð�#ksÞÞ þ ln d ðD:1Þ

where the constants cI and cII are integration constants related to
the definition of the zero states of caloric properties.

The residual contribution can be formulated as a sum of polyno-
mial and exponential terms, where the exponents ck; dk and tk are
parameters determined by empirical fitting and structural
optimisation:

arðs; dÞ ¼
XKPol

k¼1

nkd
dkstk þ

XKPol;iþKGERG;i

k¼KPol;iþ1

nkd
dkstk expð�dck Þ ðD:2Þ



Table D.6
Selected examples of reference equations of state explicit in the Helmholtz free energy for substances usually present in natural gas (light and medium-weight hydrocarbons with
impurities). The equations of state marked with the symbol y are the ones used in the wide-range multi-parameter model of the Groupe Européen de Recherches Gazières, with
the 2004 and 2008 updates.

Pure substance Reference Range of validity Number of terms

Temperature (K) Pressure (MPa)
Tmin Tmax pmax

Methane Setzmann and Wagner [52] 93 625 1000 40
Klimeck [82]y 90 623 300 24

Ethane Bücker and Wagner [83] 673 900 44
Klimeck [82]y 90 623 300 24

Propane Span and Wagner [84]y 85 623 100 12
Lemmon and Span [64] 650 1000 18

n-Butane Span and Wagner [84]y 134 693 70 12
Bücker and Wagner [85] 573 69 25

i-butane Span and Wagner [84]y 113 573 35 12
Bücker and Wagner [85] 573 35 25

Water Wagner and Pruß [86] 1273 1000 56
Kunz et al. [29]y 273 1273 100 16

Nitrogen Klimeck [82]y 63 700 300 24
Span et al. [87] 36

Carbon dioxide Klimeck [82]y 216 900 300 22
Span and Wagner [88] 1100 800 42

Table C.5
Pure-component parameters of the PC-SAFT equation of state [49,60].

CH4 C2H4 C2H6 C3H8 n-C4H10 i-C4H10 n-C5H12 i-C5H12 N2

m 1 1.593 1.6069 2.002 2.3316 2.2616 2.6896 2.5620 1.2053
e=k (K) 150.03 176.5 191.42 208.11 222.88 216.53 231.2 231.2 90.96
r (Å) 3.7039 3.445 3.5206 3.6184 3.7086 3.7584 3.7729 3.8296 3.313
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The recent research in the field of thermodynamic models for
LNG applications has been directed towards the development of
fundamental equations for methane, ethane, nitrogen and carbon
dioxide (Table D.6), since they are the main components of natural
gas and usually represent more than 90% in volume, and afterward
in the development of wide-range equations of state for natural
gas.

The contribution for the ideal-gas mixture ao is written as a sum
of the contributions for the ideal-gas ao

oi of each i-th component
among N substances, with xi the corresponding molar fraction:

aoðs; d; xÞ ¼
XN
i¼1

xi ao
oiðs; dÞ þ ln xi

� � ðD:3Þ

For the GERG equations of state, the dimensionless form of the
reduced Helmholtz free energy ao

oi for a given component i in the
ideal-gas state is given by:

ao
oiðs; dÞ ¼ ln dþ R�

R
no
oi;1 þ no

oi;2sþ no
oi;2 ln sþ

X
k¼4;6

no
oi;k ln j sinh #o

oi;ks
� �

j
� �"

�
X
k¼5;7

no
oi;k ln cosh #o

oi;ks
� �� �#

ðD:4Þ

where the coefficients noi;k and # are determined by empirical fitting
and are presented in Kunz and Wagner [44], while R� is the molar
gas constant used in the work of Jaeschke and Schley [89], equal
to 8.314510 J mol�1 K�1.

Similarly, the residual part ar is written as a function of the
residual parts ar

oi of each individual substance and of a departure
function Dar , which accounts for the mixture properties (reduced
density, inverse reduced temperature and composition):

arðs; d; xÞ ¼
XN
i¼1

xiar
oiðs; dÞ þ Darðs;r; xÞ ðD:5Þ
The departure function may also be expressed as a function of
empirical factors such that the residual part is given by:

arðs; d; xÞ ¼
XN
i¼1

xiar
oiðs; dÞ þ

XN�1

i¼1

XN
j¼iþ1

xixjFijar
ijðd; sÞ ðD:6Þ

This function is necessary to improve the accuracy of the mix-
ture model in cases where parameter fitting of the reducing func-
tions is not sufficiently accurate to model the residual mixture
behaviour. It was originally developed by [90] for specific mixtures
but the formulation was generalised and adapted by [91]. The
function ar

ij;k depends only on the mixture reduced properties
and is given by:

ar
ij;k ¼ nij;kd

dij;kstij;k exp �gij;k d� eij;k
� �2 � bij;k dcij;k

� �h i
ðD:7Þ

where the exponents dij;k; tij;k; gij;k; bij;k and cij;k are derived by
empirical fitting and are presented in Kunz and Wagner [44].

The equations of state of the GERG-2008 model are not valid for
alkenes but have been expanded for the main ones, such as ethy-
lene and propylene, in the REFPROP program version 9.1 [28].
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