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� Film cooling over a flat plate with anisotropic thermal conductivity was investigated.
� The variations of the main direction in thermal conductivities were accounted for.
� Both the mean value of cooling effectiveness and its distribution uniformity were examined.
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Numerical study was performed to investigate the film cooling performance for a flat plate with aniso-
tropic thermal conductivity where the plate had a single row of round holes. The cooling effectiveness
and temperature distribution were analyzed and compared between the results of isotropic and anisotro-
pic plates. The effects of two angles on the cooling effectiveness were studied, i.e. the axial angle a (0�,
30�, 35�, 60� and 90�) and the spanwise angle b (0�, 30�, 60� and 90�), with regards to the inclined angle
between the main thermal conductivity in the plate and the mainstream flow direction. The results
obtained showed that the anisotropy of the thermal conductivity and the inclined angles affected the
cooling effectiveness in a complex way. The highest average cooling effectiveness could be achieved with
a specific a or b, depending on the downstream region of the film cooling hole being considered. With the
blowing ratio Br = 0.5, the highest cooling effectiveness averaged over the 0–5D and 0–20D downstream
regions (with D the diameter of the film cooling hole) could be obtained with an angle of around 35� and
90� for a, respectively. It was found that the uniformity of the cooling effect was improved with a larger b.
Moreover, the effects of a and b on the average cooling effectiveness were found to be similar with dif-
ferent Br. However, the uniformity was affected by a and b non-monotonically in different cases of Br.
This work demonstrates that proper inclined angle can lead to better film cooling performance.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Better performance for gas turbine engines requires a higher
inlet temperature, which could be far beyond 1800 K [1]. However,
the performance of a turbine engine could be weakened if too
much air is used for cooling. Furthermore, the structures of the
hot components would become very complicated when complex
cooling configurations are applied (such as impinging cooling, film
cooling or internal serpentine cooling channels with ribs and fins).
In recent years, the development and implementation of highly
heat-resistant materials, such as ceramic matrix composite
(CMC), thus have attracted increasing attentions [2–4].

Due to the complications in manufacturing the CMC hot compo-
nents of a turbine engine [5,6], it is difficult to apply complex
(although effective) internal cooling configurations, such as the
small ribbed channel or the U type serpentine tube configurations.
Alternatively, film cooling may be applied, which is simpler and
easier to implement. It bleeds internal coolant onto the exterior
hot surface and forms a thin cooling film. This thin film can reduce
the temperature of the material and protect the surface from hot
mainstream. For example, NASA has applied film cooling with
round holes on a CMC vane and it passed the engineering tests suc-
cessfully [7]. The entire battery of tests included fifty hours of
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Nomenclature

D diameter of the film hole [mm]
X, Y, Z global Cartesian coordinates
f, g, m local Cartesian coordinates
a inclined angle between X and f axis on X-Z plane
b inclined angle between X and f axis on X-Y plane
u1 velocity of the mainstream inlet [m/s]
q1 density of the mainstream [kg/m3]
uc velocity of the coolant flow at the inlet of film hole [m/s]
qc density of the coolantflowat the inlet of filmhole [kg/m3]

Pout static pressure at the mainstream outlet [Pa]
k thermal conductivity [W/(m K)]
T temperature [K]
Br blowing ratio
gaw adiabatic cooling effectiveness
g adiabatic cooling effectiveness
g average cooling effectiveness
r standard deviation of cooling effectiveness
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steady state operation and 102 2-min thermal cycles from 1173 K
to 1713 K.

There have been extensive studies on traditional film cooling in
the past 40 years. Various aspects of film cooling have been stud-
ied, such as the discrete-hole arrangement [8], interactions
between the film outflow and the mainstream [9], the vortex struc-
tures and evolution [10]. To improve the coverage of a coolant’s
thin film, Goldstein et al. [11], Ghorab [12] and Yusop et al. [13]
studied the axial-shaped film holes with different lateral diffusion
degrees. Azzi and Jubran [14] and Yao and Zhang [15,16] focused
on novel film cooling configurations with converging slot-holes.
All those results showed that the shaped film holes could lead to
a better lateral spreading of the coolant, which can improve its cov-
erage and enhance its cooling effectiveness. However, there were
still some regions left that the thin film could not cover, which
resulted in non-uniform distributions of the temperature on the
target hot surface.

The temperature on the target surface may also be affected by
the thermal conduction inside the solid material. Film cooling with
heat conduction in a solid region is a well-known conjugated heat
transfer problem [17]. Silieti et al. [18] conducted a numerical
comparison for the adiabatic and conjugated heat transfer of fan-
shaped film cooling, where the stainless steel was used as the solid
material in the conjugated cases. It was found that the coolant jet
was heated and the wall temperature became lower than that of
the adiabatic case due to the thermal conduction in the solid. Ai
and Fletcher [19] studied the conjugated heat transfer in the
regions very close to the film hole (besides the further downstream
regions). Their results indicated that the heat was transferred from
the solid to the fluid in the region close to the film hole, as the cool-
ant had a lower temperature compared to that of the wall. In con-
trast, in the further downstream region, heat was transferred from
the fluid to the solid, since the coolant mixed with the hot gas and
had a higher temperature. Similar studies can also be found in the
literatures [20–22].

All of the studies mentioned above used homogeneous materi-
als whose thermal conductivities are isotropic. However, a fiber
reinforced composite (FRC), such as the CMC, is of particular inter-
est in the present study since it has anisotropic thermal conductiv-
ity - this conductivity results from different thermal properties of
the fibers and the matrix, the random distribution of the fibers
and the defects introduced in the manufacturing process.

Mutnuri’s experiment [23] examined the thermal conductivity
of a carbon/vinyl ester composite. It was found that the effective
thermal conductivity (ETC) along the longitudinal direction was
almost twice as that along the transverse direction, and four times
larger than that along the through-the-thickness direction. Addi-
tionally, with the fiber volume fraction increasing from 60% to
75%, it almost doubled the conductivity (from 1.035 W/m K to
2.407W/m K) along the longitudinal direction. Tian and Kevin
[24] studied the ETC of a carbon-fiber/epoxy composite by the
3x method and found that the in-plane and through-thickness
thermal conductivities of the sample were 6.316 W/m K and
0.611W/m K, respectively. Behzad [25] and Xu [26] observed sig-
nificant anisotropic thermal conductivities and their results
showed that the orientation and distribution of the fibers inside
the composite affected the ETC significantly.

Borca-Tasciuc et al. [27] presented a detailed analysis and
mathematical modeling of the 3x method which considered the
effects of finite substrate thickness, anisotropic nature of the film
and substrate thermal conductivity. Zhu and Ertekin [28] studied
the phonon transport on two-dimensional graphene/borom nitride
superlattices. The underlying mechanism was presented and the
thermal transport in anisotropic materials was discussed. It was
found that the anisotropic thermal conductivity depends critically
on interface topology. Zhu and Ye [29], Liu et al. [30] and Xu [31]
also performed theoretical and numerical studies of the non-
equilibrium gaseous heat transport in thin films and through small
holes. The corresponding numerical method was established.

Therefore, the temperature fields for the hot components made
of composites (such as CMC) are significantly different from those
made of homogeneous metals due to their anisotropic thermal
conductivities. Yusop et al. [32] conducted a numerical study on
the film cooling effectiveness of a multi-layer convex surface,
where the thermal conductivity was larger than the others in one
specific direction. They found that there were significant differ-
ences in the temperature distribution (and, hence, the cooling
effectiveness) on the convex surface among the multi-layer conju-
gated cases, one-layer conjugated cases and adiabatic cases.

Despite that extensive studies have examined various aspects of
film cooling, there are few work that report on detailed effects of
anisotropic thermal conductivity on the film cooling effectiveness,
especially under the conditions that large differences exist among
the ETCs along different directions. The present work aims to a fur-
ther understanding of the heat transfer in a composite with film
cooling and investigates the effects of anisotropic thermal
conductivity on the film cooling performance. The typical long
fiber reinforced composite and the traditional single row of round
film holes are selected in the present numerical study. The non-
uniform temperature distribution was examined, which resulted
from the discrete film cooling that further intensified due to the
anisotropic thermal conductivity of the composite. The influence
of the inclined angle between the principal direction of the thermal
conductivity and the mainstream flow direction was also
investigated.
2. Numerical methodology

2.1. Physical model and computational domain

A schematic of the flat plate with a single row of round holes,
which was made from an ideal long fiber reinforced composite as
shown in Fig. 1(a), was taken as an example to show the



Fig. 1. Schematic of the physical model and the computational domain: (a) the local coordinates of PDTC and the global coordinates; (b) the computational domain; (c)
inclined angles.
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anisotropic thermal conductivity of FRC. A local Cartesian coordinate
(f, g, m) was introduced, with the f axis along the central axis of the
cylindrical fibers. The f axis was considered to be the principal direc-
tion of the thermal conductivity (PDTC) in this paper, as the thermal
conductivity was largest in this direction. If the PDTC was not along
the X axis, there existed an inclined angle between the local Carte-
sian coordinate (f, g, m) and the global Cartesian coordinate (X, Y,
Z). Here, it was referred to as the ‘‘inclined angle of PDTC”.

Fig. 1(b) showed the computational domain of the film cooling
configuration with a single row of round holes in the target plate.
The computational domain consisted of three sub-zones, namely
the mainstream flow zone, coolant flow zone and solid zone. The tar-
get flat plate was equipped with a single row of large cylindrical
holes with diameter of 12.7 mm (D) inclined at 35� and fed with
the coolant from a plenum at a constant pressure. The original point
of the global coordination was the center point of the film cooling
hole on the exit surface. The domain extended 18D upstream and
30D downstream from the original point. The size of the mainstream
domain was 3D� 10D� 48D (width� height � length) and the size
of the coolant path was 3D� 5D� 48D (width� height� length).
The thickness of the plate was 1.8D, and the distances between the
center of the film holes and the two periodic planes were both 1.5D.

To investigate the influence of the inclined angle of the PDTC on the
cooling effectiveness, the parameters, a and b, were defined as inclined
angles between the X axis (global coordination) and f axis (local coor-
dination) on the X-Z plane and X-Y plane, respectively, as shown in
Fig. 1(c). The two angles varied from 0� to 90� in the simulations.

2.2. Governing equations

The study used a general purpose CFD code, ANSYS FLUENT
v14.0, which is based on the finite volume method. The mass,
momentum and energy governing equations of a compressible
ideal gas in steady state can be described as [33]:

@qui

@xi
¼ 0 ð1Þ

quj
@ui

@xj
¼ qFi � @p

@xi
þ @

@xj
l @ui

@xj
þ @uj

@xi

� �
� qu0

iu
0
j

� �
ð2Þ

quj
@T
@xj

¼ @

@xj

k
cp

@T
@xj

� qu0
jT

0
 !

ð3Þ
where the over bars denote the mean values, and Fi stands for the
body force. The term �qu0
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0
j is the Reynolds stress tensor and

�qu0
iT

0 the turbulent heat flux, which can be modeled as shown in
Eqs. (4) and (5) based on the Boussinesq eddy-viscosity assumption:

�qu0
iu

0
j ¼ lt

@uj

@xi
þ @ui

@xj

� �
� 2
3
qkdij ð4Þ

�qu0
iT

0 ¼ lt

Prt

@T
@xi

ð5Þ

A realizable k-e turbulence model was used to model turbu-
lence in the present study, since it has been successfully applied
to study the conjugated heat transfer and film cooling effectiveness
in previous studies [34–36].

The transport equations for the turbulent kinetic energy (k) and
its dissipation rate (e) are described as [37]:
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where Gk represents the generation of turbulence kinetic energy
due to the mean velocity gradients, Gb is the generation of turbu-
lence kinetic energy due to buoyancy, and YM represents the contri-
bution of the fluctuating dilatation in compressible turbulence to
the overall dissipation rate. Sk and Se are user-defined source terms.
The eddy viscosity lt is calculated as:

lt ¼ qCl
k2

e
ð8Þ

And the model constants are:

C1e ¼ 1:44;C2 ¼ 1:9;rk ¼ 1:0;re ¼ 1:2 ð9Þ
The Enhanced Wall Treatment (EWT) was applied in the near-

wall region. That is, the two-equation k-e model was employed
in the fully-turbulent region, and the one-equation model of Wolf-
stein was employed in the viscosity-affected near-wall region [38].

In the solid region, the traditional universal energy transport
equation has the following form [37]:



Table 1
Boundary conditions.

Mainstream passage Velocity-inlet 20 m/s
Temperature 600 K
Turbulence intensity 0.2%
Pressure-outlet 101,325 Pa

Coolant plenum Br 0.5, 1.0, 1.5
Temperature 306 K
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where h is the sensible enthalpy, Sh is the volumetric heat source,
and kij is the thermal conductivity which is anisotropic in this paper.
The term on the left-hand side represents convective energy trans-
fer due to rotational or translational motion of the solids. The veloc-
ity field v j is computed from the motion specified for the solid zone.
In this paper this term is zero because the solid region is stationary.

According to the study in Ref. [39], the heat flux vector with ani-
sotropic heat conduction may be written as:
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where kij is the matrix of the anisotropic thermal conductivity.
In general, kij can be expressed as:

kij ¼
kXX kXY kXZ
kYX kYY kYZ
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Eq. (14) shows the transform matrix between the local
coordinate (principal direction of the thermal conductivity) and
the global Cartesian coordinate with the inclined PDTC angles a,
b and c. Note that c always remains zero in the present study.

The thermal conductivity at different parts of solid can be calcu-
lated according to Eqs. (13) and (14). Then the matrix kij can be
obtained. In the numerical simulations, the thermal conductivity
of each element was given according to kij. The temperature field
was calculated with these anisotropic thermal conductivities by
finite volume method.
Fig. 2. Schematic diagram of specific lines and flow regions.
2.3. Boundary conditions and parameter definitions

The boundary conditions in the present simulations were spec-
ified as follows (also summarized in Table 1):

– The mainstream passage: the mainstream inlet was given a con-
stant velocity, i.e. u1 = 20 m/s, with a constant total tempera-
ture of 600 K and a turbulence intensity of 0.2%. At the outlet,
the pressure-outlet condition was applied with a static pressure
of pout = 101,325 Pa.

– The coolant plenum: the coolant jet was introduced in the lower
confined flow zone. A constant mass flow flux was imposed at
the inlet, with a value of 0.001463 kg/s. This value was deter-
mined according to a blowing ratio (Br) of 0.5. The total temper-
ature at the inlet was set to be 306 K. Moreover, to investigate
the effects of Br, the Br was varied from 0.5 to 1.5 in the simu-
lations, and was defined as
Br ¼ qcuc

q1u1
ð15Þ

where q1 and u1 are density and velocity of mainstream at the
mainstream inlet, respectively, qc and uc are density and velocity
of the coolant flow at the inlet of film hole, respectively.

Consistent with previous studies, we used the adiabatic cooling
effectiveness (gaw) and the overall cooling effectiveness (g) to rep-
resent the film cooling performance, which are defined in Eqs. (16)
and (17), respectively:

gaw ¼ T1 � Taw

T1 � Tc
ð16Þ

g ¼ T1 � Tw

T1 � Tc
ð17Þ

where T1 is the mainstream inlet temperature, Tc the coolant inlet
temperature, Taw the adiabatic temperature of the hot-side wall and
Tw the temperature of the hot-side wall in the conjugated heat
transfer case.

The average cooling effectiveness is defined as Eq. (18):

�g ¼ T1 � Tw

T1 � Tc
ð18Þ

where TW is the average wall temperature.
The standard deviation of cooling effectiveness, denoted as r,

was introduced to describe the uniformity of the cooling effect
on the wall:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

ðgi � gÞ2
vuut ð19Þ

where gi and g are the local cooling effectiveness and average cool-
ing effectiveness, respectively.

In this study, the primary interests are the cooling effects on the
hot-side wall and in the middle section of the film cooling plate.
Two additional specific lines and three specific regions were intro-
duced (as shown in Fig. 2) in order to demonstrate the results of
film cooling performance more clearly.



Table 2
Summary of cases studied.

Case kf/kg/km (W/(m K)) Inclined angle kXX/kYY/kZZ (W/(m K))

1 Adiabatic – Adiabatic
2 0.455/0.455/0.455 – 0.455/0.455/0.455
3 1.82/0.455/0.455 a = 0�, b = 0� 1.82/0.455/0.455
4 1.82/0.455/0.455 a = 30�, b = 0� 1.479/0.455/0.796
5 1.82/0.455/0.455 a = 35�, b = 0� 1.37/0.455/0.91
6 1.82/0.455/0.455 a = 60�, b = 0� 0.796/0.455/1.479
7 1.82/0.455/0.455 a = 90�, b = 0� 0.455/0.455/1.82
8 1.82/0.455/0.455 a = 0�, b = 30� 1.479/0.796/0.455
9 1.82/0.455/0.455 a = 0�, b = 60� 0.796/1.479/0.455
10 1.82/0.455/0.455 a = 0�, b = 90� 0.455/1.82/0.455
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We performed ten flow cases with different values of a and b in
order to study the effects of the inclined angles of PDTC, and these
results are summarized in Table 2. Case 1 examined the adiabatic
cooling effectiveness, Case 2 studied the overall cooling effective-
ness in plates with the isotropic thermal property, and Cases 3–
10 represent the elucidation of the overall cooling effectiveness
in anisotropic plates with different inclined PDTC angles.

A homogeneous material with a thermal conductivity of
0.455W/(m K) was used in the isotropic case, while kf, kg and
km were specified the values of 1.82W/(m K), 0.455 W/(m K) and
0.455W/(m K), respectively, for the anisotropic cases. These effec-
tive thermal conductivities were chosen according to the in-house
measured data of a typical carbon long fiber reinforced composite
(FRC). This composite consisted of an epoxy-resin matrix and con-
tinuous aligned T300 carbon long fiber. The average volume ratio
of this carbon FRC was 65%, which is defined as the ratio of the
fibers’ volume to the composite’s volume. A NETZSCH LFA 457
Micro-Flash instrument was used to elucidate the thermal diffu-
sion coefficient. The specific heat capacity was measured with a
DSC 200 F3, and the equivalent thermal conductivity was calcu-
lated with the thermal diffusivity and specific heat capacity. As
mentioned above, the experiment by Mutnuri [23] and the study
by Tian [24] indicated that the effective thermal conductivity of a
Fig. 3. Computational grids.
typical carbon/vinyl ester composite and typical carbon-fiber/
epoxy composite are around 1.035W/m K to 6.316 W/m K (along
the longitudinal direction), 0.611W/m K (transverse direction),
respectively. In this paper, 1.82 W/(m K), 0.455W/(m K) and
0.455W/(m K) were used as the effective thermal conductivities
in the anisotropic cases, which reflect the data from published
literatures.

The inclined angles and corresponding thermal conductivities
on the X, Y and Z axis (kXX, kYY and kZZ) are shown in Table 2 for
all the 10 cases applied in the present study.
2.4. Grid system

We used a hexahedral grid in this study, shown in Fig. 3. In the
near-wall region, the mesh was refined in order to accurately cap-
ture the steep gradients of pressure, velocity and temperature. The
dimensionless distance y+ of the first mesh center to the wall was
smaller than 1 with respect to the criteria required for the individ-
ual near-wall treatment. The mesh was stretched away from the
viscous wall with a stretching ratio less than 1.2.

The grid dependency test was carried out with the total number
of grids changing from 95,992 to 1,000,896, by which the first
height of grid was constant and the stretching ratio of grid was
decreased by 10% per time. Fig. 4 shows the influence of the grid
number on the cooling effectiveness of Line 1 and Line 2 (as shown
Fig. 4. Comparison between numerical results with different meshs at two
locations: (a) Line 1 and (b) Line 2.



Fig. 5. Comparison of the present numerical predictions and experimental results
at two locations: (a) central line and (b) X/D = 1.

Fig. 6. Temperature distributions at the hot-side-wall (a
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in Fig. 2). The criterion of grid independence is that the average
fluctuation is smaller than 3%. The result shows that the cooling
effectiveness is not sensitive to the grid number when it is more
than 679,296. Therefore, the grid with 679,296 nodes was selected
for the computations, which has 110 � 30 � 45 nodes in the X, Y
and Z directions of the mainstream section duct.
3. Results and discussions

3.1. Validation of the computational method

The present numerical method was first applied to a case previ-
ously studied by Bianchini et al. [40] in order to validate the pre-
sent simulation code. Comparison between the present numerical
results, the previous numerical data [40] and the experimental
data [41] is shown in Fig. 5 for the adiabatic cooling effectiveness
at two locations of the centerline and the span-wise line (X/D = 1).

Comparisons in Fig. 5 demonstrate that the predictions agree
reasonably well with the experimental data. The adiabatic cooling
effectiveness was well predicted at the location of the central line,
although itwas slightly overestimated in the far downstream region
(X/D > 10). The numerical results at the location in the span-wise
direction (X/D = 1) also show good agreement with the experimen-
tal data. The average relative error was about 10.97%, which is com-
parable to the relative error of the numerical results in Ref. [40].

The results in Fig. 5 demonstrate that the adiabatic cooling
effectiveness decreased significantly along the streamwise direc-
tion. It decreased down to nearly 50%, when it extended to the
10D downstream location. This observation is consistent with the
experimental results in Ref. [41].

3.2. Comparison of adiabatic, isotropic and typical anisotropic cases

Fig. 6 presents the temperature distributions at the hot-sidewall
and in the middle section from Cases 1, 2 and 7. (Note that there is
no middle-section in Case 1 because it only has a thin slice.)

There are significant differences between the results for the
three cases, especially between Case 1, Case 2 and Case 7. The
) and in the middle section (b), in Cases 1, 2 and 7.



Fig. 7. Cooling effectiveness distribution in specific regions: (a) Region 1; (b) Region
2; (c) Region 3, in Cases 2 and 7.
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effects of heat conduction in the solid region can be clearly
observed. These results show that the mean temperature over
the hot-side wall is 570.05 K, 548.80 K and 543.33 K, respectively,
for Cases 1, 2 and 7.

The temperature along the hot-side wall is almost equal to the
inlet temperature of the mainstream until the location where
the coolant flows out, due to the adiabatic boundary in Case 1.
The lower temperature mainly exists in the downstream region of
the film hole.

In Cases 2 and 7, heat is transferred between the hot main-
stream and the coolant via both convection and conduction. Signif-
icant temperature gradient can thus be found in these two cases,
not only at the downstream region of film hole, but also at the
upstream region, as shown in Fig. 6(a). Before the coolant flows
out from the film hole, it may be heated by conduction, resulting
in a heat transfer through the internal surfaces of the film hole.
Fig. 6(b) indicates that the temperature decreases gradually in
the solid region near the film hole.

Fig. 7 provides a detailed comparison between the results of
Cases 2 and 7, which shows the contour plots of the cooling effec-
tiveness in three specific local regions (1–3, as defined in Fig. 2).
The cooling effectiveness for Case 2 is larger than that in Case 7
in the upstream region and very near regions of the film hole. This
is because the ETC on the Z axis direction in Case 7 is larger than
that in Case 2, and they have the same values in the other two
directions. Correspondingly, it leads to the enhancement of the
heat conduction between the hot-side wall and the coolant-side
wall. The hot-side wall can thus be further cooled, resulting in a
larger cooling effectiveness.

The square regionmarkedwith red1 lines shown in Fig. 7(a) is sig-
nificant. The higher cooling effectiveness can be clearly observed in
this region in Case 7. Due to the inclined angle of the film hole, the
thickness of the plate in this region becomes gradually smaller and
the heat transfer enhancement induced by the larger thermal conduc-
tivity becomes more significant. Therefore, much higher cooling
effectiveness was achieved at this region in Case 7 than that in Case 2.

Fig. 7(c) illustrates the comparison of the cooling effectiveness
at region 3 for Cases 2 and 7. In the central part (|Y| 6 0.5D), Case
2 presents a higher cooling effectiveness, while at the two side
parts (|Y|P 0.5D), Case 7 shows a better cooling effect. This supe-
rior cooling probably resulted from the complex effects of the film
cooling flow fields and the corresponding heat transfer between
the mixed stream and solid surface.

To explain the phenomena more clearly, the isothermals and
temperature contours at the plane of X/D = 2.5 are presented in
Fig. 8. This figure shows that the temperature of the mixed fluids
is higher than that in the solid region in the two side parts. The
heat was thus transferred from the fluid to the solid. In the central
part, the solid region has a higher temperature compared with the
incomplete mixed coolant/mainstream fluids, resulting in the heat
transfer in the opposite direction. Those phenomena have also
been reported in the study by Ai and Fletcher [19]. However, it is
more remarkable in the present study that kZZ of the solid material
is almost 4 times bigger than kXX and kYY in Case 7.

Therefore, in the two side parts, more heat was transferred
through the solid region and absorbed by the cold air in the coolant
plenum, which led to a lower temperature at the hot-side surface.
Similarly, in the central part, more heat was transferred from the
solid region and absorbed by the coolant film. Fig. 8 shows that
the isothermals are significantly curved in Case 7, indicating the
variation in the heat flux direction, especially inside the solid
region. Those complex heat transfers resulted in a higher cooling
Fig. 8. Temperature distribution on the plane of X/D = 2.5 downstream the film
hole in Cases 2 and 7.

1 For interpretation of color in Figs. 7 and 13, the reader is referred to the web
version of this article.



Fig. 9. The average cooling effectiveness (a) and its standard deviation (b) in three
specific regions and the whole hot-side wall.

Fig. 10. Temperature distribution on the hot-side wall
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effectiveness for the two side parts and a lower cooling effective-
ness in the central part in Case 7.

Fig. 9 shows the average value and the standard deviation of the
cooling effectiveness over the three local regions (regions 1, 2, 3)
and the whole area of the hot-side wall. Case 7 produced a higher
average cooling effectiveness in all the regions of interests. A lower
standard deviation of the cooling effectiveness was found in
regions 2 and 3 in Case 7, while it was higher in region 1 in Case
7. Those variations in the standard deviation indicated that more
uniform cooling effects were achieved in Case 7 for most of the
regions, except region 1. This finding can be attributed to the ani-
sotropic thermal conductivities.

3.3. Effect of the angle a

Fig. 10 shows the temperature distributions on the hot-side
wall and in the middle section with a varying from 0� to 90�, with
b remains 0�. The temperature distributions changed on the two
planes, especially in the middle section. With increasing a, it
resulted in a smaller hot area on the hot-side wall, but a larger
hot area in the middle section.

According to Eqs. (11)–(14), the vertical component of the ther-
mal conductivity, kZZ, is determined to be 0.455, 0.796, 0.91, 1.479
and 1.82W/(m K), respectively, with the inclined angle a increas-
ing from 0� to 90�. The heat transfer could thus be enhanced in
the Z direction, as discussed above. Correspondingly, the area of
the lower temperature region on the hot-side wall becomes larger
with increasing a, and the temperature in the region near the cool-
ant plenum becomes higher, as shown in Fig. 10(b). The horizontal
component of the thermal conductivity, kXX, also changed with
varying a. Thus, a larger temperature gradient in the solid region
in the X direction was observed in the middle section.

Fig. 11 shows the distributions of the cooling effectiveness in
three specific local regions with a increasing from 0� to 90�.
Fig. 11(a) and (b) shows that the cooling effectiveness improved
significantly with increasing a, especially in regions 1 and 2. In
the downstream region 3, the cooling effectiveness in the two-
(a) and in the middle section (b), with varying a.



Fig. 11. Cooling effectiveness distribution in specific regions: (a) Reion 1; (b)
Region 2; (3) Region 3, with increasing a.

Fig. 12. The average cooling effectiveness (a) and its standard deviation (b), in three
specific regions with increasing a.
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side part was enhanced, while the cooling effect was somewhat
weakened in the central part. The reason for this phenomenon is
the same as discussed in Section 3.2. It is shown in Fig. 8 that is
the variation of the vertical component of thermal conductivity
kZZ affects the heat transfer in the solid region.

To further elaborate on the effects of the inclined angle a,
Fig. 12 presents the average cooling effectiveness (g) and its stan-
dard deviation (r) in three local regions. A higher g and smaller r
were observed with a larger a generally, except in region 1. Taking
Case 7 and Case 4 as examples, g was increased by 13% and r
reduced by 25% in region 2. However, in region 1, r was increased
by nearly 40%, while g increased only about 7%. This is mainly due
to the significantly high cooling effectiveness in the region of the
leading edge of the film hole, as shown in Fig. 11(a), where the wall
thickness of the plate was small and the thermal conductivity was
higher in the z direction with a larger a.

The parameter g in region 3 (Fig. 12(a)) almost retained the
same value in all the cases with different values of a. However,
the standard deviation (r) was significantly lower – decreased by
about 38%, comparing Case 7 and Case 4. It is because that the
vertical heat conduction in the solid was enhanced with increasing
a. There was a relative reduction in the horizontal heat conduction,
especially between the region near the side surface of the film hole
and the region far away from the film hole. The heat transfer was
weakened from the solid region to the coolant through the side
surfaces of the film hole. As it was affected by the two comparative
processes, g in region 3 thus retained almost the same value.

Here, we discuss the local heat flux in region 3 in more details to
reveal the complex interactions. Fig. 13(a) presents the contour of
the heat flux, in which a positive value stands for the heat transfer
from the mixed stream to the solid, while a negative value repre-
sents the opposite process. It can be seen that, in the central region,
the heat was transferred from the solid region to the fluid region,
marked with red lines in Fig. 13(a). However, heat was transferred
from the mixed mainstream to the solid in the other regions.

Fig. 13(b) shows the dependence of the average absolute heat
flux variance with a through the central region. The result shows
that the absolute heat flux increased with increasing a, indicating
that more heat was transferred into the mixed mainstream
through the central part with increasing a.

Those results demonstrated a weakened cooling effectiveness in
the central region and an enhanced cooling effectiveness in other
regions. The value of g barely changed in region 3, but the cooling
effect was more uniform with increasing a in region 3 during the
same time, as shown in Fig. 12(b).

3.4. Effect of the angle b

Fig. 14 shows the temperature distributions at the hot-side wall
and in the middle section with increasing b from 0� to 90�, while a



Fig. 14. Temperature distribution at the hot-side wall (

Fig. 13. Heat flux distribution in Region 3 (a) and the average absolute heat flux in
central part with increasing a (b).
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remains 0�. The results show that the temperature distributions on
the hot-side wall and in the middle section slightly change with
increasing b, except in the regions very close to the film holes.

According to Eqs. (11)–(14), the span-wise components of the
thermal conductivity, kXX and kYY, change, while kZZ remains the
same, with varying b. The main temperature gradient in the film
cooling configuration exists in the z direction and the variation of
kXX and kYY does not significantly affect the heat transfer. The results
in Fig. 14(b) clearly demonstrate this point. The distributions of the
temperature are almost the same in Cases 3, 8, 9 and 10, indicating
that the heat flux is weakly changed along the z direction.

More details about g in the three regions are presented in Fig. 15.
In region 1, the distribution of g only changes slightly between dif-
ferent cases and the isolines become flatter with increasing b due
to the increase of the thermal conductivity, kYY. Region 2 contained
a large gradient in the horizontal and span-wise directions as heat
was transferred from the solid to the coolant through the side sur-
face of the film hole. Heat transportation in this region was domi-
nated by kXX and kYY and thus quite different contours of g are
observed in Fig. 15(b) as b increased from 0� to 90�. The highest g
was produced in the case with b = 90�. In region 3, the effects of
the horizontal and span-wise heat conduction on g were weakened
due to the strong heat convection between themixed stream and the
solid. The distributions of g slightly changed as shown in Fig. 15(c),
although kXX and kYY were significantly different in different cases.

Fig. 16 shows g and r in three specific regions and highlights
the effects of the inclined angle b. It clearly indicates that, in all
cases, g remains almost the same, except in region 2. A larger b
results in a better uniformity of film cooling, except in region 1.
3.5. Influence on different downstream regions with different blowing
ratios

From the discussions above, it can be concluded that the effects
of the inclined angles of PDTC on the cooling effectiveness are
different for each flow region. In engineering applications, the
downstream region of the film cooling is generally of more inter-
ests, as it is the target region protected by film cooling. Therefore,
a) and in the middle section (b), with increasing b.



Fig. 15. Cooling effectiveness distribution in three specific regions: (a) Region 1; (b)
Region 2; (c) Region 3, with increasing b.

Fig. 16. The average cooling effectiveness (a) and its standard deviation (b) in three
specific regions with increasing b.
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a detailed analysis of the inclined angle effects in this region was
elucidated in this section. Four additional specific downstream
regions of film cooling were defined in Fig. 17(a), and are referred
to as regions 0–3D, 0–5D, 0–10D and 0–20D, respectively. Further-
more, the effects of the inclined angles with different blowing
ratios are also investigated in this section.

Fig. 17(b)–(g) shows g and r in those different regions with
varying a and b under different blowing ratios. The effects of the
inclined angle when the blowing ratio equals 0.5 are given in
Fig. 17(b) and (c). Fig. 17(b) shows that, compared with the
inclined angle a, angle b affects gmuchmore weakly. It results that
g -b curves are much flatter than the g -a curves. The highest value
for g depended on the angle and downstream region of interests.
For example, a should be around 35� in order to produce the high-
est g if 0–5D region is the object, while the value changes to
around 90� when 0–20D region is the focus. Fig. 17(c) also shows
that r decreases with increasing b, and it is not monotonically
affected by a. The best uniformity in the film cooling effect was
obtained when b approaching 90�.

All the results above are obtained under the condition that Br
has a value of 0.5. Fig. 17(d)–(g) shows the variations of g and r
with Br = 1.0 and Br = 1.5. It can be found that the effects of a
and b on g are similar with different Br. The highest g is obtained
when a is around 35� if 0–5D region is chosen as the object, while
this value changes to around 90� when 0–20D region is the focus.
However, r is affected by a and b non-monotonically in different
Br cases, especially when different regions are considered.



Fig. 17. Four additional specific downstream regions (a) and its average cooling effectiveness and standard deviation with Br = 0.5 ((b) and (c)), Br = 1.0 ((d) and (e)) and
Br = 1.5 ((f) and (g)).
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4. Conclusions

Numerical study was carried out on the film cooling from a sin-
gle row of holes on a composite plate with focus on the effects of
anisotropic thermal conductivity. The results of temperature, heat
flux and cooling effectiveness were examined and discussed in
detail. The effects of the inclined angles of the PDTC on the film
cooling effectiveness were investigated. The main observations
can be summarized as follows:

(1) There are significant differences in the temperature fields
between the adiabatic case and the conjugated heat transfer
cases. The effects of anisotropic thermal conductivities are
complex which significantly affect the temperature and heat
flux flow fields.

(2) Besides the effects of the discrete film holes and anisotropic
thermal conductivity, the non-uniform temperature distri-
bution was also influenced significantly by the inclined
angle of the PDTC. The effects on the cooling effectiveness
are complex and depend on the specific configurations of
the inclined angles and thermal conductivity.

(3) The highest average cooling effectiveness can be achieved with
different values of a or bwhen different regions downstream of
the film cooling are considered. We found that, when Br equals
0.5, the axial angle a should be around 35� in order to produce
the highest average cooling effectiveness with focus on the 0–
5D downstream region. This value changes to 90� when the 0–
20D downstream region was considered. Compared with the
axial inclined angle a, the span-wise inclined angle b had a
weak influence on the average cooling effectiveness at the
hot-side wall. However, the uniformity of the cooling effect
can be improved with larger inclined angle b.

(4) The effects of a and b on g are similar in different Br cases,
but r is affected by a and b non-monotonically in different
Br cases, especially when different downstream regions of
film holes are considered.
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