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Collaborative filtering is a widely used recommendation technique and many collaborative filtering
techniques have been developed, each with its own merits and drawbacks. In this study, we apply an
artificial immune network to collaborative filtering for movie recommendation. We propose new
formulas in calculating the affinity between an antigen and an antibody and the affinity of an antigen
to an immune network. In addition, a modified similarity estimation formula based on the Pearson
correlation coefficient is also developed. A series of experiments based on MovieLens and EachMovie
datasets are conducted, and the results are very encouraging.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction Recommender systems can be roughly classified into four types:
Recommender systems have been an important research topic
over the past twenty years. These systems learn users’ preferences
in order to make recommendations to them. As e-commerce con-
tinues to grow, more and more products are being purchased
online, and there is an increasing customer demand for the large
number of items available on websites to be filtered so that they
can more easily find specific items that actually interest them.
Recommender systems were developed for this purpose, and can
predict user preference for an item. Companies that successfully
employ recommender systems in their e-commerce business
include Amazon and Netflix. They learn user needs and try to
provide the necessary information to users via the recommender
system, thus increasing sales and profits.

Personalized recommender systems obtain useful information
from historical data, such as a user’s interests and purchasing behav-
ior, in order to recommend relevant information or products to that
user. Personalized recommendation was first proposed by Robert
Armstrong [1] in 1995, and in the same year Henry Lieberman [2]
presented an intelligent personalized navigation system for web
browsing. Yahoo announced a personalized web entry point called
My Yahoo the following year, and since then many novel personal-
ized recommendation concepts have been proposed, and many rec-
ommendation algorithms have been developed.
content-based recommendation, knowledge-based recommenda-
tion, collaborative filtering recommendation, and hybrid recom-
mendation. In this research, we focus on collaborative filtering
recommendation because it is a widely used algorithm in this field.
Collaborative filtering algorithm was introduced in the 1990s, and
has been effectively used in many recommender systems [3,4]. It
predicts a rating for a user based on the rating preferences of similar
users. Most collaborative filtering algorithms operate by finding
similar users and then predicting a rating of an item based on the
preferences and previous ratings of those users.

Collaborative filtering techniques can be further categorized into
two types, model-based and memory-based, depending on how the
data are processed. Model-based collaborative filtering techniques
aim at building a model to represent user rating data, and use that
model to predict user preference for a specific item. On the other
hand, memory-based algorithms employ all user rating data to pre-
dict a missed user rating of an item. Memory-based techniques can
also be classified as user-based and item-based collaborative filter-
ing. User-based collaborative filtering is the first automatic collabo-
rative filtering method [5,6]. It works by finding other users with
rating preferences similar to those of the target user, and uses their
ratings to predict the target user’s rating of the item in question. In
contrast to user-based collaborative filtering, item-based collabora-
tive filtering is developed from the perspective of the item. Item-
based collaborative filtering was first introduced by Sarwar et al.
[7], and has been used by Amazon.com [8].

The dataset applied in this research is MovieLens dataset and it
was created in 1997 by the GroupLens. GroupLens is a research lab
v. Eng.
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in the Department of Computer Science and Engineering at the
University of Minnesota. There are five important fields in the
lab, one of those is recommendation. Liu et al. [28] proposed a
collaborative filtering based recommendation system. One of the
three datasets in the paper is MovieLens. Their research results
show that the collaborative filtering framework established by user
interest could make the forecast accuracy higher. Sarwar et al. [20]
focused on the development of different correlation coefficients.
The improved correlation coefficient derives the higher accuracy
in MovieLen datasets than others.

Artificial immune system (AIS) is a technique that simulates the
mechanism of a biological immune system fighting foreign patho-
gens. It has been successfully used in optimization problems and
scheduling [9]. AIS has also been used in collaborative filtering
for recommending items [10,11]. For example, Acilar and Arslan
[10] employed AIS to solve data sparsity and scalability problems.
However, as a model-based approach, it has limited accuracy;
lower than some state of the art techniques.

In tradition, the user’s rating in collaborative filtering is
calculated based on Pearson Coefficient only. However, the pre-
dicted results of user’s rating should not be confined by this rule
only. In this research, a model based approach by combing AIS
and collaborative filtering is proposed and applied to predict the
user’s rating instead. Using this model, the immune network of
antibodies will be employed as a classification rule to predict the
user’s rating. Even the user in the same class but his rating can
be calculated from different immune networks which will be more
accurately to reflect the user’s interest.

The remainder of this paper is organized as follows. First, we
will give a simple review of related work in Section 2. Following
this, Section 3 introduces our AIS algorithm for user or item classi-
fication, and describes our new AIS-based collaborative filtering
system. The experiments are given and their results are discussed
in Section 4. Finally, we conclude in Section 5.
2. Literature review

In this paper, we mainly focus on collaborative filtering tech-
niques, thus detailed research work on collaborative filtering is
surveyed in the following:
2.1. Collaborative filtering

A typical collaborative filtering scenario is one in which, given a
set of users and a set of items, the users may rate a subset of items,
while the system must predict a missing user rating for an item.
Based on their information processing approaches, collaborative
filtering techniques can be classified into two types: model-based
and memory-based. Memory-based approaches predict the missed
rating from a group of users or items with similar profiles. In this
type of approaches, similarity calculation is a critical step for find-
ing a group of similar users or items.

Well-known similarity metrics include the Pearson correlation
coefficient [5], constrained Pearson [15], weighted Pearson correla-
tion [16] and cosine similarity [17]. Although these similarity mea-
sures have been used in many collaborative filtering algorithms,
some researchers are dissatisfied with their performance. As a
result, novel similarity models are continuously being put forward
[18,19]. For example, Liu et al. [19] proposed a similarity model
taking the local context information of user ratings and the global
preference of user behavior into account. They claim that this new
model is more effective, especially in under cold user conditions.

Because memory-based collaborative filtering techniques
achieve recommendation based on a group of similar users or items,
they are also called neighbor-based methods. Neighbor-based
Please cite this article in press as: M.-H. Chen et al., Applying artificial immun
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approaches can be further classified unto two types, user-based
[5,6] and item-based [7], according to their similarity calculation
methods. User-based approaches filter information based on a
group of similar users, while item-based approaches compute the
similarity between items instead of user similarity.

In contrast to neighbor-based approaches, model-based
approaches achieve item recommendation by first constructing a
model and then predict user ratings based on this model. Many
model-based approaches, such as SVD [20], factor analysis [21],
neural networks [22], PCA [23], Bayes networks [17] and latent
class models [24,25] have been proposed. Typically, model-based
approaches tend to have lower prediction time than neighbor-
based methods. However, many models are very complex, with
large number of parameters to be estimated, and thus require a
long time to learn the models. On the other hand, neighbor-based
approaches are typically much simpler and easy to implement, and
can produce reasonable accuracy if sufficient user rating informa-
tion is available. Therefore, this research will adopt the neighbor-
based approach by applying AIS in collaborative filtering for movie
recommendation.
2.2. Artificial immune system

Artificial immune system is derived from the mechanism of a
biological immune system fighting foreign pathogens. By using
the adaptive immune response, this algorithm can be used to
search for the solution to an optimization problem. Immune net-
work theory was first proposed by Jerne [12] in 1974.

In 2003, Dasgupta et al. [13] explained that an immune system
is a complex system. It has a strong information processing charac-
teristics, such as feature selection, pattern recognition, learning
and memory recall. Three major immunological principles are typ-
ically applied in an immune system. They are immune network
theory, negative selection and clonal selection. In 2005, Alatas
and Akin [14] proposed using an artificial immune system algo-
rithm to mine fuzzy classification rules in order to improve classi-
fication accuracy. They used the AIS algorithm to find the best
classification rule in that category, and saved it in the database
to improve the classification accuracy. AIS has also been used in
collaborative filtering [10,11]. As described in Section 1, its
advantages lie in data reduction, and the reported accuracy cannot
therefore compare with many state of the art collaborative filtering
techniques.

In this research, we apply AIS in collaborative filtering for movie
recommendation. The differences of our approach among other
earlier approaches are 1. We propose new formulas in calculating
the affinity between an antigen and an antibody and the affinity
of an antigen to an immune network. This new formula can be
applied either in user-based or item-based approaches. 2. A modi-
fied similarity estimation formula based on the Pearson correlation
coefficient is also developed. 3. We also derive a prediction formula
suitable for the resulting classification. From experimental results
on the MovieLens dataset, we found that our system is able to pro-
duce prediction accuracy comparable to state of art techniques in
terms of mean absolute error. In addition, the precision and recall
rate of our system are also very high.
3. Proposed system

The main idea in this research is to develop a rating model by
applying AIS in collaborative filtering for movie recommendation.
As mentioned above, there are two types of neighbor-based
collaborative filtering approaches; one is user-based [5,6], and
the other is item-based [7]. The rating model can be used in both
approaches. In this study, we call this approach as user- or
e systems to collaborative filtering for movie recommendation, Adv. Eng.
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item-based AIS collaborative filtering system. By applying the rat-
ing model, we can predict users’ rating for a movie.

As shown in Fig. 1, there are two phases in our proposed model;
one is training phase, and the other is testing phase. In the training
phase, we treat each record of user rating data as an antigen and
the similarity is defined as the affinity in AIS. It is calculated by
using the Pearson correlation coefficient. When the antigens
invade the immune system, there are antibodies generated. Then,
the immune network is constructed by the first K antibodies
generated.

Once the initial immune network is generated, we calculate the
affinity of each training data and the immune network. If the affin-
ity is higher than the threshold, the antigen will extend the
immune network. Otherwise, the antigen will form a new immune
network. By the way, there will be many more immune networks
generated in the training phase.

After all the immune networks are generated in the training
phase, we apply collaborative filtering technique to predict a
user’s rating. To achieve this, we find a set of nearest neighbour
to the target user and the associated immune networks. We
then compute the affinities of the target user to its nearest
neighbors and its associated immune networks, and then predict
the rating by using the computed similarities as the prediction
weighting.

In this proposed forecasting model, we defined each training
data as an antigen invading the immune system. After the training
phase, AIS will generate many different classification rules through
the evolution process. As explained earlier, the predicted results of
user’s rating must not be confined by one single rule and as
inspired from Willke [26] and Hermann [27], immune network
and collaborative filtering were proposed and applied to calculate
the affinity and predict the user’s rating. In AIS, each user’s rating
will be calculated by the associated antibodies. In addition, each
antibody has its specificity in immune network; therefore, the pre-
dicted results are not just to follow the antibody with highest affin-
ity, but following the related antibodies in the immune network.
By the way, the forecasting strategy is similar to group decision
making. The user’s rating is based on the group decision making
instead of by one-side message only.

In the following subsections, we give the detailed procedures of
our proposed model and explain how we predict user ratings for
specific items based on the trained immune networks.

3.1. Generating immune networks

In this research, a record of data in the training set is treated as
antigens. We will use these antigens to generate antibodies and
Fig. 1. The proposed AIS-based reco
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associated immune networks. The immune network generation
flowchart is depicted in Fig. 2 and explained in the following.

We first define terms used in this paper.

� Antigen: We define all unclassified training data as antigens, i.e.
AG = {Ag1, Ag2, Ag3, . . . ,Agv}, where v is the number of users (or
items if item-based approach is applied) in the training data.
Each antigen includes two different types of data: the basic data
F = {f1, f2, f3, . . . ,fm} and the rating data R = {r1, r2, r3, . . . ,rn}. Basic
data F contain the basic information about the antigens such as
age, gender and career if the antigen is a user, and movie title
and movie type if the antigen is an item, such as a movie. The
rating data R are simply user ratings of items.
� Antibody: Antibodies are generated in the training process to

react to antigens. In this study, antibodies are generated by
copying antigens. However, unlike antigens, antibodies are
organized in networks called immune networks. Each antibody
therefore has its associated immune network.
� Immune Network: When an antigen enters a human body, an

immune response will be triggered and an immune network
will be generated. The antibodies in an immune network can
unite to fight off antigens. In this paper, the immune networks
are denoted by N = {n1, n2, n3, . . . ,nk}, where each network
nk = {Ab1, Ab2, Ab3, . . . ,Abs} is organized by a set of antibodies.

We now describe how the immune networks are generated and
how the affinities between antibodies and antigens are computed.

3.2. Training immune networks

As shown in Fig. 2, in order to generate entire immune net-
works we must first produce several initial networks. This simu-
lates the human immune response, which has some inherent
antibodies belonging to different immune networks before the
invasion of antigens. We first randomly select an antigen to cre-
ate the first immune network. Later, we repeat selecting the
antigens which produce the worst affinity to existing networks
in order to generate other initial networks until a fixed number
of networks are created. This can prevent the generated net-
works from being created by similar antigens, which may lead
to training failure due to insufficient immune ability. The steps
for generating initial immune networks are summarized in the
following.

Step 1: Randomly select an Agn from AG and produce the first
immune network n1 by copying Agn as Ab1, the first antibody
of n1.
mmender system framework.
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Fig. 2. Flowchart for generating immune networks.

1. Input: antigens AG and the desired number of initial immune networks L
2. Output: initial immune networks N={n1,…, nL}
3. Start
4. random number
5. Generate n1, copy Ag as Ab1, and add Ab1 to n1
6. Whlie |N| < L Do
7. For each antigen Agv Do
8. For each nk Do
9. Calculate Affinity(Agv,nk)
10. End For
11. End For
12. Find the Agv with the smallest affinity 
13. Generate new nk, copy Agv as Ab1 , and add Ab1 to nk
14. End While
15. End

Fig. 3. Pseudo code for generating initial immune networks.

1. Input: antigens AG, initial immune networks N, and threshold
2. Output: final immune networks N={n1,…, nM}
3. Start
4. For each antigen Agv Do
5. For each nk Do
6. Calculate Affinity(Agv,nk)
7. End For
8. Find the nk with the best affinity 
9. If (Affinity(Agv,nk) > ) Then
10. Copy Agv as Abs and add Abs to nk
11. Else
12. Generate new nk, copy Agv as Abs , and add Abs to nk
13. End If
14. End For

Fig. 4. Pseudo code for producing final immune networks.
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Step 2: Compute the affinities of all antigens Agv to the gener-
ated immune networks.
Step 3: Find the Agv with the worst affinity to the immune net-
works. Produce a new immune network nk by copying Agv as
Ab1 and add Ab1 to nk.
Step 4: If the number of immune networks (denoted by |N|) is
smaller than a predefined number such as L, repeat Steps 2
and 3 until L initial immune networks are produced.

Fig. 3 shows the pseudo code for generating the initial immune
networks.

Once the initial immune networks have been generated, we
then evolve the networks by including the remaining antigens in
the system so as to expand the immune networks or produce other
new networks to increase the immune capability of the system, as
shown in Fig. 2. A threshold h is applied to decide if the next anti-
body is to join the current immune network or not. If the similarity
between the antibody and the center of the immune network is
greater than h, the new antibody will be added into this immune
network. Because there are a significant number of combinations
of threshold, we will apply a greedy approach to determine the
value of h. In this paper, the threshold value is decided according
to the experimental results by set the value from 0.1 to 0.9.

The steps for producing the final immune networks are summa-
rized in the following.

Step 1: For each antigen Agv, compute its affinities to all
immune networks.
Step 2: Find the immune network nk with the best affinity with
Agv.
Step 3: If the best affinity is greater than a threshold h, copy Agv

as Abs and add Abs to nk. Otherwise, create a new network and
copy Agv to this new network as an antibody.
Please cite this article in press as: M.-H. Chen et al., Applying artificial immun
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Step 4: Repeat Steps 1 to 3 until all antigens are processed.

The pseudo code for producing the final immune networks is
shown in Fig. 4.

3.3. Calculating affinity

Affinity calculation plays a critical role in our immune network
generation. In this research, affinity is merely the similarity
between antigen and antibody. As mentioned above, each antigen
has two types of data, the basic data F and the rating data R.
According to the data characteristics, we introduce different
formulas for calculating the affinities of these two types of data.

Basic data F: Basic data is a type of nominal data, such as the
gender of a user, and the affinity of this type of data cannot be
evaluated using traditional similarity measures such as Pearson
correlation coefficient. For this type of data, we develop a new
formula by employing the Hamming distance [29] as our similarity
calculation.

The function h is the Hamming distance measure between the
vth antigen and the xth antibody in component fi. It is defined as
follows:

hðAgv ;f i
;Abx;f i

Þ ¼
1; if Agv;f i

¼ Abx;f i

0; otherwise

�
: ð1Þ

where Agv and Abx denote the vth antigen and the xth antibody,
respectively, subscript fi represents the ith component of the basic
data associated with that antigen or antibody.
e systems to collaborative filtering for movie recommendation, Adv. Eng.
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Then, the affinity between an antigen, Agv and an antibody, Abx

is calculated as follows:

HðAgv;F ;Abx;FÞ ¼
Pm

i¼1hðAgv;f i
;Abx;f i

Þ
m

; ð2Þ

m is the total number of components in the set F.
Finally, the affinity of an antigen Agv to an immune network nk,

is evaluated using the average Hamming distance:

AffinityðAgv ;nkÞ ¼
Ps

i¼1HðAgv;F ;Abi;FÞ
s

; ð3Þ

where s is the number of antibodies in the immune network nk.
To demonstrate the feasibility of this new formulation, a simple

case including three users watching 10 different movies is shown
in Table 1. Assume that User1 have seen all these 10 movies while
User2 only two and User3 seven. The rating data for each movie by
these three users is given in Table 1.

Each user and each item are considered as different immune
networks (nk). The user-based approach following Eq. (1), the affin-
ity between User2 and User1, is calculated as follows:

Hðu2;u1Þ ¼
0þ 0

2
¼ 0

The average of affinity between User2 and User1 (nk1 ), User2
and User3 (nk3 ) is as follows:

Affinityðu2;nkÞ ¼
0þ0

2

� �
þ 0

1

� �
2

¼ 0; nk ¼ nk1
;nk3

The item-based approach following Eq. (1), the Hamming dis-
tance between Item3 and Item1 is as follows:

Hði1; i3Þ ¼
0þ 0

2
¼ 0

The average of affinity between Item2 and Item1 (nk1 ), Item2
and Item3 (nk3 ) is as following:

Affinityði2;nkÞ ¼
0
1

� �
þ 0

1

� �
2

¼ 0;nk ¼ nk1 ;nk3

Rating data R: For rating data we can apply the widely-used
Pearson correlation coefficient [30] as the similarity measure, as
follows:

PðAgv;R;Abx;RÞ ¼
P

i2IðAgv ;ri
� Agv;IÞðAbx;ri

� Abx;IÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2IðAgv;ri

� Agv;IÞ
2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2IðAbx;ri

� Abx;IÞ
2

q ð4Þ

where I is the intersection set of the rating data R of Agv and Abx, and

subscript ri denotes the ith rating data in R. Agv;I and Abx;I are the
means of the rating data of antigen Agv and antibody Abx on the
set I, respectively. According to Table 1, the user-based similarity
of User2 and User1 is shown as following:

Pðu2;u1Þ ¼
ðð5� 4:5Þ � ð4� 3:5ÞÞ þ ðð4� 4:5Þ � ð3� 3:5ÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðð5� 4:5Þ2 þ ð4� 4:5Þ2Þ
q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðð4� 3:5Þ2 þ ð3� 3:5Þ2Þ

q

¼ 0:5
0:5
¼ 1

The item-based similarity of Item3 and Item1 is shown as
following:
Table 1
A simple case including three users watching ten movies.

Item1 Item2 Item3 Item4 Item5

User1 5 2 4 4 1
User2 4 – 3 – –
User3 5 – – 4 1

Please cite this article in press as: M.-H. Chen et al., Applying artificial immun
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Pði1; i3Þ ¼
ðð5� 4:5Þ � ð4� 3:5ÞÞ þ ðð4� 4:5Þ � ð3� 3:5ÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðð5� 4:5Þ2 þ ð4� 4:5Þ2Þ
q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðð4� 3:5Þ2 þ ð3� 3:5Þ2Þ

q

¼ 0:5
0:5
¼ 1

The Pearson correlation coefficient is similar to treat the data as
a vector and calculate the correlation in a normalized form.
However, we found that its capability in determining the affinity
of two user rating data is limited. For example, following the rating
data in Table 1, the Pearson correlation coefficients for User1 and
User2 and for User1 and User3 are 1 and 0.7454, respectively.
However, User1 and User2 only have the ratings for 2 common
items while User1 and User3 have ratings for 7 common items
with 3 identical rating values. Obviously, User1 and User3 are more
similar than User1 and User2, but the Pearson correlation
coefficient does not reflect this phenomenon.

To address this problem, we develop a modified Pearson corre-
lation coefficient by taking previous points into account as follows:

Prev isedðAgv;R;Abx;RÞ ¼ w

P
i2IðAgv;ri

� Agv;IÞðAbx;ri
� Abx;IÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2IðAgv;ri
� Agv ;IÞ

2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i2IðAbx;ri
� Abx;IÞ

2
q ;

ð5Þ

where w is defined as the number of the movies with the same rat-
ing between user A and user B, i.e.

w ¼
X
i2I

dðAgv;ri
;Abx;ri

Þ ð6Þ

where

dða; bÞ ¼
1; if a ¼ b

0; if a–b

�
ð7Þ

However, if w is 0, w is reset to its default value 1 instead. That is
the original Pearson Coefficient will be employed in this case.

Following the case in Table 1, the number of identical ratings of
items between User1 and User3 is 3, and w is equal to 3. The num-
ber of identical ratings of items between User1 and User2 is 0, and
w is set to 1 as the default value of w is 1. Owing to this weight dif-
ference, i.e., 3 and 1, the affinity for User1 & User3, is higher than
User1 & User2. If not considering this weight, affinity of User1 &
User2 will be higher than User 1 & User3.

The w for User1 and User2 is 1, thus, the user-based approach in
Eq. (5) is as follows:

Prev isedðu1;u2Þ¼1� ðð5�4:5Þ� ð4�3:5ÞÞþðð4�4:5Þ � ð3�3:5ÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðð5�4:5Þ2þð4�4:5Þ2Þ

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðð4�3:5Þ2þð3�3:5Þ2Þ

q

¼ 0:5
0:5
¼1

The w for Item1 and Item3 is 1, therefore the item-based approach
in Eq. (5) is as follows:

Prev isedði1; i3Þ¼1� ðð5�4:5Þ � ð4�3:5ÞÞþðð4�4:5Þ � ð3�3:5ÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðð5�4:5Þ2þð4�4:5Þ2Þ

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðð4�3:5Þ2þð3�3:5Þ2Þ

q

¼0:5
0:5
¼1

In generating immune networks, we must compute the affinity of
an antigen to an immune network. In this case, the affinity is
Item6 Item7 Item8 Item9 Item10

4 3 4 5 2
– – – – –
3 2 1 4 –
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1. Input: user uv, item ik, immune networks N, threshold of user 
similarity ', threshold of group similarity ''

2. Output: rating prediction of user uv on item ik
3. Define U=Ø
4. Start
5. For each gk Do
6. If (group similarity(uv,g,gk)> '') Then
7. For each us Do
8. If (similarity(uv,us)> ') Then
9. U U ∪ us
10. End If
11. End For
12. End If
13. End For
14. Prediction(uv, ik, U)

Fig. 5. The pseudo code for searching the nearest neighbors.
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computed by averaging the revised Pearson correlation coefficients
on the network, as follows:

AffinityðAgv ;nkÞ ¼
Ps

i¼1Prev isedðAgv;R;Abi;RÞ
s

; ð8Þ

where s is the number of antibodies in the immune network nk.
Following Table 1, for the user-based approach in Eq. (8), the

average of affinity between User2 and User1 (nk1 ), User2 and
User3 (nk3 ) is as follows:

Affinityðu2;nkÞ ¼
1 � ðð5�4:5Þ�ð4�3:5ÞÞþðð4�4:5Þ�ð3�3:5ÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðð5�4:5Þ2þð4�4:5Þ2Þ
p

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðð4�3:5Þ2þð3�3:5Þ2Þ
p þ 1 � 0

2

¼
1 � 0:5

0:5þ 1 � 0
2

¼ 0:5; nk ¼ nk1
;nk3

For item-based approach, the average of affinity between Item2 and
Item1 (nk1 ), Item2 and Item3 (nk3 ) is as follows:

Affinityði2;nkÞ ¼
1 � 0þ 1 � 0

2
¼ 0;nk ¼ nk1 ; nk3
3.4. Predicting user ratings

Once the immune networks have been generated, we then use
these networks to predict a user rating for a specific item.
Because the immune networks are trained by all the antigens, we
know to which network each antigen (or user) belongs. We let
G = {g1, g2, g3, . . . ,gk} denote the set of trained immune networks
with each gk = {u1, u2, u3, . . . ,us} consisting of a set of users. A
threshold h0 is applied to decide if the antibody ux in immune net-
work gi is to join the current immune network gj or not. h00 is the
threshold value which decides if the immune network gi is to join
the current immune network gj or not. Again, these two thresholds
are decided by a greedy approach. In this paper, the threshold
value is decided according to the experimental result by set the
value from 0.1 to 0.9.

The prediction process first finds a set of the target user’s near-
est neighbors, based on the immune networks, and then predicts
the rating using the similarities between groups and users. We
summarize the procedures in the following.

Step 1: For each group gk, compute the similarity between the
group of the target user uv to gk.
Step 2: If the similarity is greater than a predefined threshold h00,
then for each user us in this group, compute the similarity
between us and uv.
Step 3: If the similarity between us and uv is greater than a pre-
defined threshold h0, include the user us in the set U.
Step 4: Repeat Steps 1 to 3 until all qualified users are found.
Step 5: Predict user’s rating of an item based on the set U.

The pseudo code for searching the nearest neighbors is shown
in Fig. 5.

In this study, the process of prediction is classified into two
cases.

Case 1: If the set U contains the users who have rated the item
that target user uv wants to rate.

In this case, the prediction is achieved by the following formula:

Puv ;r ¼ uv

þ
PU

i¼1GSimrevisedðuv;g ; ui;gÞ � Simrev isedðuv ; uiÞ � ðui;r � uiÞPU
i¼1jGSimrevisedðuv;g ;ui;gÞ � Simrevisedðuv ;uiÞj

ð9Þ

where uv and ui are the average ratings of user uv and ui, respec-
tively. GSimrevised and Simrevised are the group similarity and user
Please cite this article in press as: M.-H. Chen et al., Applying artificial immun
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similarity, respectively, based on Eq. (5). uv,g and ui,g denote the
groups to which uv and ui belong, and ui,r is the rating of ui for the
item to be rated by user uv.

Thus, if we want to predict the rating in Item2 of User2 in user-
based approach and there are two different immune networks. The
rating can be calculated as following:

Pðu2; i2Þ ¼ 3:5þ ð1 � 1 � 2� 3:4Þ
j1 � 1j ¼ 2:1

Before making an example for item-based approach, we set the
Item1 and Item3 as the members in the same group. The group is
with high similarity to Item3, so the rating in Item3 of User3 is
calculated as following:

Pði3;u3Þ ¼ 3:5þ ð1 � 1 � 5� 4:7Þ
j1 � 1j ¼ 3:8

Case 2: If the set U does not contain the users who have rated the
item that target user uv wants to rate.In this case, we have no infor-
mation about the target item. Thus, we simply use the average rat-
ing of user uv as the predicting value, i.e.:

Puv ;r ¼ uv ð10Þ
4. Experiments

4.1. Datasets and error metrics

In this research, we employ datasets from MovieLens
(http://movielens.org) and EachMovie to evaluate the performance
of the proposed system. MovieLens contains three datasets, the
100 K, 1 M and 10 M datasets, and the data sparsities for these
datasets are 93.69%, 95.78% and 99.87%, respectively. Because the
100 K dataset is widely used in many research papers, we also
use this dataset to test the performance of our system. The 100 K
dataset contains 100,000 ratings collected from 943 users on
1682 movies. The rating value for this dataset is ranged from 1
to 5, with 5 denoting the most satisfactory rating. In addition to
the rating data, this dataset also contains information about the
users and movies, such as age, gender, career and movie types.
We use these data as the basic data of antigens, as described in
Section 3.

The MovieLens 100 K dataset has been divided into 5 folds for
performance evaluation purposes. Typically, one fold is used as
the testing set and the remaining folds are treated as the training
e systems to collaborative filtering for movie recommendation, Adv. Eng.

http://movielens.org
http://dx.doi.org/10.1016/j.aei.2015.04.005


Table 2
Precision and recall under different h.

Consider the only target
network

Consider other networks

User-based Item-based User-based Item-based

h 0.2 0.5 0.2 0.4
TP 79,652 79,682 79,947 80,219
FP 2868 2838 2573 2301
FN 12,925 13,069 13,081 13,387
TN 4555 4411 4399 4093
Precision 0.965245 0.965608 0.96882 0.972116
Recall 0.860386 0.859096 0.85939 0.856986
F1 0.909804 0.909243 0.91083 0.910927
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sets. Performance evaluation is achieved by computing some error
metrics on the testing set until all 5 folds are tested.

The EachMovie dataset is also a commonly used dataset.
However, the dataset is no longer available, and we had to use pre-
viously obtained data for this test. Because the original dataset has
some jump in user and movie IDs, we have re-organized this data-
set. Currently, the dataset we used has 2,811,983 ratings from
61,265 users on 1623 movies. The rating value in this dataset is
ranged from 0 to 1, namely 0.0, 0.2, 0.4, 0.6, 0.8 and 1.0. Because
this dataset only contains the user ratings for the movies, we do
not have the basic data for AIS training. We thus only use the rating
data to construct the AIS immune networks for this dataset.

The first error metric we used is the mean absolute error (MAE)
[31], defined as follows:

MAE ¼
P

ui ;m
jRui ;m � Pui ;mj

N
ð11Þ

where Rui ;m and Pui ;m are the real and predicted ratings of user ui for
item m, respectively. MAE is widely used in recommender systems,
and it is able to estimate the accuracy of rating prediction on
average.

In addition to MAE, another widely used error measure in this
field, precision and recall, is used in this study. To define precision
and recall, we should first define which rating value indicates that
an item should be recommended to a user. In this research, if the
rating value is between 3 and 5, the item is recommended to the
user; otherwise, the item is not recommended. Based on this defi-
nition, we have four different conditions: true positive (TP), false
negative (FN), false positive (FP) and true negative (TN). True pos-
itive indicates that the real rating is to recommend the item, and
that the predicted rating also supports this recommendation. If
the predicted rating does not support this recommendation, the
condition of false negative occurs. On the other hand, false positive
indicates that the real rating does not support the recommenda-
tion, but the predicted rating supports the recommendation.
Finally, if both real and predicted ratings do not support the
recommendation, true negative occurs. According to these four
conditions, the precision and recall [32] are defined as follows:

precision ¼ TP
TP þ FP

ð12Þ

recall ¼ TP
TP þ FN

ð13Þ
Fig. 6. MAE for different approaches under different h.

Please cite this article in press as: M.-H. Chen et al., Applying artificial immun
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In addition to precision and recall, another widely used perfor-
mance index, the F1 measure [32], is also applied in this research
to evaluate the accuracy of the precision-recall of the proposed
system.

F1 ¼ 2
precision� recall
precisionþ recall

¼ 2TP
2TP þ FP þ FN

ð14Þ

A higher value of F1 indicates better system accuracy.
(a) User-based AISCF

(b) Item-based AISCF

Fig. 7. MAE for our user- and item-based AIS collaborative filtering (CF).
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Table 3
MAE comparison under applying different similarity measure formulas.

Based Equation MAE

Fold1 Fold2 Fold3 Fold4 Fold5 Mean

User-based (4) 0.7393 0.7319 0.7188 0.7185 0.7283 0.7273
(5) 0.7237 0.7169 0.7063 0.7058 0.7144 0.7134

Item-based (4) 0.7224 0.7168 0.7184 0.7106 0.7203 0.7177
(5) 0.7066 0.6961 0.6957 0.6936 0.7013 0.6986

Table 4
Comparison of AIS classification and K-means algorithm.

Based Clustering MAE

Fold1 Fold2 Fold3 Fold4 Fold5 Mean

User-based AIS 0.7237 0.7169 0.7063 0.7058 0.7144 0.7134a

K-mean 0.7218 0.7169 0.7122 0.7133 0.7096 0.7148

Item-based AIS 0.7066 0.6961 0.6957 0.6936 0.7013 0.6986a

K-mean 0.7405 0.7203 0.7134 0.717 0.7189 0.722

Note: The best performance.

Table 5
Compare with other approaches [25].

Fold1 Fold2 Fold3 Fold4 Fold5 Mean

Proposed approach 0.7002 0.6805 0.6909 0.6868 0.6881 0.6893
Pearson(all) 0.7225 0.7133 0.7062 0.7063 0.7130 0.7122
Euclidean(all) 0.7306 0.7195 0.7181 0.7210 0.7211 0.7220
Pearson(10) 0.7367 0.7297 0.7230 0.7270 0.7311 0.7295
Euclid(10) 0.7532 0.7354 0.7410 0.7448 0.7488 0.7446
Pearson(25) 0.7185 0.7071 0.7065 0.6998 0.7082 0.7080
Euclidean(25) 0.7306 0.7192 0.7237 0.7213 0.7272 0.7244
Pearson(50) 0.7157 0.7049 0.7133 0.7107 0.7102 0.7110
Euclidean(50) 0.7373 0.7314 0.7315 0.7335 0.7305 0.7328
Pearson(75) 0.7140 0.7002 0.7027 0.6982 0.7043 0.7039
Euclidean(75) 0.7260 0.7147 0.7157 0.7160 0.7205 0.7185
DM 0.7580 0.7418 0.7284 0.7509 0.7497 0.7458
ML + IMDB(EQ) 0.7304 0.7206 0.7069 0.7201 0.7209 0.7198
Triadic 0.7500 0.7369 0.7306 0.7328 0.7324 0.7365
FA/U(q = 1) 0.7324 0.7280 0.7257 0.7279 0.7208 0.7269
FA/I(q = 1) 0.8048 0.8051 0.8039 0.8000 0.8067 0.8041
SVD(q = 5, k = 0) 0.7005 0.6909 0.6971 0.6918 0.6992 0.6959
SVD(q = 4, k = 0.01) 0.6987 0.6876 0.6899 0.6893 0.6926 0.6916
CF(|Up| = 1, |Mi| = 2,

s = 1/25)
0.6837 0.6869 0.6846 0.6861 0.6826 0.6848

Table 6
The best precision and recall of proposed approach.

TP FP FN TN Precision Recall F1

79501 3019 12408 5072 0.96341 0.865 0.91156
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4.2. Setting experimental parameters

Before applying our system in real datasets, several parameters
need to be setup. The first parameter is the number of initial
immune networks, L (see Fig. 3). Because our system generates
new immune networks during its training process (see Fig. 4),
L is not critical, and we empirically set it to 3.

The other parameters to be setup are the thresholds h, h0, and h00.
As shown in Figs. 4 and 5, these three parameters are applied for
the expansion of an immune network. AIS collaborative filtering
system can be applied either in user-based approach or item-based
approach. Therefore, in the following, we will show both the
results of applying our AIS techniques and prediction formulas in
user- and item-based system for comparison.

Fig. 6 shows the MAE of our user- and item-based AIS collabo-
rative filtering system, with h ranged from 0 to 1 using the
MovieLens 100 k dataset. In this experiment, we also consider sit-
uations when we only use users (or items) in the same immune
network to construct the neighbor set (U in Fig. 5), or take users
(or items) in the other networks into consideration to construct
the set. From the results of this experiment, we can obtain two
results. First, in most cases the MAEs obtained when considering
other immune networks are better than those obtained when only
using the target network (i.e., the network containing the target
user or item) to construct the neighbor set. Second, if we use other
immune networks to construct the neighbor set, the hs of the opti-
mal MAE are located at 0.2 and 0.4 for user- and item-based AIS
collaborative filtering system, respectively.

Table 2 displays the precision, recall and F1 measure of our
user- and item-based AIS collaborative filtering system at the h
of the optimal MAE. We also show the results obtained when con-
sidering only the target immune network, and considering other
networks for comparison. This table again confirms that using
the users (or items) in other networks produces better results.
The F1 measures for both user- and item-based AIS collaborative
filtering system when considering other immune networks are
higher than those obtained when only considering the target net-
work. Thus, in the following experiments we will employ users
(or items) in other immune networks to construct the neighbor
set, and the thresholds h for user- and item-based AIS collaborative
filtering system are set to 0.2 and 0.4, respectively.

When we take the users (or items) in other networks into con-
sideration, two thresholds, h0 and h00, must be determined (see
Please cite this article in press as: M.-H. Chen et al., Applying artificial immun
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Fig. 5). We used many combinations of h0 and h00, and tried to find
the values that led to the best MAE. Fig. 7 shows the curves that
produced the best MAE for our user- and item-based AIS collabora-
tive filtering system. From this figure we can observe that, for the
user-based AIS collaborative filtering system, the best MAE occurs
at h0 = 0.1 and h00 = 0.3. For the item-based AIS collaborative filter-
ing system, the best MAE occurs at h0 = 0.1 and h00 = 0.5.
Therefore, in the following experiments, we used these threshold
values to set up our AIS collaborative filtering systems.

4.3. Experimental results

This section shows the results of applying our AIS collaborative
filtering system using the thresholds discussed above. We first
compare the MAE of employing different similarity formulas, i.e.,
the traditional Pearson correlation coefficient (Eq. (4)) and the
e systems to collaborative filtering for movie recommendation, Adv. Eng.
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Table 7
Results of EachMovie dataset.

Fold1 Fold2 Fold3 Fold4 Fold5 Mean

0.182053 0.181526 0.182025 0.182005 0.18165 0.181852

TP FP FN TN Precision Recall F1

1,725,748 248,844 347,845 48,9546 0.873977 0.83225 0.852603

Table 8
Performance comparison with other algorithms [28] based on rating results.

Split./Alg RSVD ItemRank CF LDA iExpand AIS + CF

10–90 0.887 0.845 0.919 0.909 0.844 0.846
20–80 0.798 0.796 0.822 0.825 0.795 0.840
30–70 0.770 0.775 0.787 0.792 0.777 0.787
40–60 0.760 0.749 0.772 0.778 0.769 0.743
50–50 0.751 0.755 0.756 0.767 0.759 0.714
60–40 0.748 0.754 0.751 0.765 0.759 0.703
70–30 0.747 0.748 0.744 0.758 0.753 0.696
80–20 0.740 0.749 0.741 0.759 0.755 0.682
90–10 0.739 0.757 0.746 0.764 0.763 0.680

Bold values denotes the best performance among all different methods.
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revised Pearson correlation coefficient (Eq. (5)). Table 3 lists the
MAE of applying different similarity equations in our user- and
item-based AIS collaborative filtering system. We used the
MovieLens 100 k dataset, and the MAEs for the 5 folds and the
mean MAE are also listed in the table. From the table, we can
observe that for the user-based AIS collaborative filtering system,
Eq. (5), the revised Pearson correlation coefficient, is slightly better
than Eq. (4), the traditional Pearson correlation coefficient. For the
item-based AIS collaborative filtering system, a similar conclusion
can be drawn. This confirms that our modified Pearson correlation
coefficient can indeed produce better movie prediction in terms of
mean absolute error.

Since our AIS collaborative filtering system can be treated as a
classification approach, we compare our performance with a
widely used clustering algorithm, the k-means algorithm. The clus-
ter number of k-means is 4. The parameter is decided by running
K-means from 2 to 10, and the best is 4. Table 4 shows the MAE
obtained when applying our AIS approach and the k-means algo-
rithm in user- and item-based AIS collaborative filtering system.
For the user-based AIS collaborative filtering system, the difference
in performance of our AIS technique over the k-means algorithm is
not evident. However, for the item-based AIS collaborative filtering
system, the superior results obtained using our AIS collaborative
filtering system is obvious. This experiment demonstrates the
effectiveness of the proposed AIS collaborative filtering system
approach compared with a traditional classification algorithm.

To further demonstrate the performance of our proposed sys-
tem, we compared it with some existing techniques. Table 5 shows
the MAEs of many reported collaborative filtering techniques.
Again, the MovieLens 100 k dataset was used in this evaluation.
From this table we can see that, with the exception of the final
approach, a latent model [25], our system’s MAE is superior to
those of other approaches. According to Table 2 and Fig. 7, the
parameter of h is set 0.4, h0 is set 0.1 and h00 is set 0.3. Compared
with the best approach, in Table 5, the difference in MAE is only
0.0045. Therefore, the performance of the proposed system is com-
parable with state of the art approaches in terms of MAE.

Table 6 lists the precision, recall and F1 measure of the proposed
system. The precision is 0.96341, and the F1 reaches a very high
value of 0.91156. This confirms the good performance of the pro-
posed system in terms of precision and recall.

We also used the EachMovie dataset to test our system. Because
the original dataset has no partition, we partitioned it into 5 folds
Please cite this article in press as: M.-H. Chen et al., Applying artificial immun
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as the MovieLens dataset, and evaluated the performance using an
approach similar to the above. The MAE, precision, recall and F1

measure results are shown in Table 7. Because the rating in the
EachMovie dataset is ranged from 0 to 1, the MAE value is much
smaller than that of the MovieLens dataset. The average MAE is
0.181852, and the precision, recall, and F1 are about 0.85. The pre-
cision, recall, and F1 are also very high, although slightly worse
than that of the MovieLens dataset.

We have further compared our proposed model with other
approaches [28] by different sparsity levels. The parameter of AIS
collaborative filtering is the same as those applied in Table 5. The
training sets are from 10% to 90% and the test sets are from 90%
to 10%. The results show the performance of our proposed
approach is better than others. By increasing the training sets from
10% to 90% in our model, there are more and more antibodies to be
accommodated in the immune network. Therefore, the forecasted
rating will be more accurate. As a result, the performance measure
of our model is getting better and better as shown in Table 8.

5. Conclusion

In this paper, we presented an AIS collaborative filtering system
for rating prediction and recommendation. We employed an
artificial immune algorithm to train a set of immune networks.
The rating data was treated as antigens, and a number of immune
networks were generated by copying the antigens as the antibod-
ies of the immune networks. These immune networks were then
used as the basis for finding the nearest neighbors for a target user
or item. A revised Pearson correlation coefficient was also
introduced in this paper, and its effectiveness was confirmed exper-
imentally. A prediction formula based on the generated immune
networks was also devised, and the performance of our AIS collabo-
rative filtering system using this prediction formula was evaluated.
The results are encouraging, as the performance of our system is
comparable to some state of the art techniques in terms of mean
absolute error. In addition to mean absolute error, the precision
and recall of our system on some well known datasets was also eval-
uated. Our system produces very high precision and recall for these
datasets. Thus, if the movie company can understand or predict
what movie the customers need in advance, the company can adopt
more effective marketing strategy to the customers.

Although our system was tested on movie datasets, it can easily
be applied in other datasets. As a memory-based collaborative
e systems to collaborative filtering for movie recommendation, Adv. Eng.
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filtering technique, our system still suffers some memory-based
approach problems, such as cold start and data scalability. In addi-
tion, the recommendation systems developed can be used by E-
commerce sites to suggest products to their customers and to pro-
vide consumers with information to help them decide which prod-
ucts to purchase. Our future work will be to improve the system, to
make it less sensitive to these issues. For the overspecialization
problem, the user’s rating will be biased by certain groups of users.
Actually, by combining immune network and Pearson Coefficient
our proposed model has the advantage in avoiding this problem
since the user’s rating is calculated based on the immune network.
In the future research, to solve the cold-start problem, we could
develop a mechanism to accommodate more features from the
user such as ‘‘age’’ and ‘‘profession’’ to search for related users in
the same group for product rating.
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