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#### Abstract

Recently, many variants of Slotted ALOHA (S-ALOHA) have been proposed to solve a problem of performance degradation in wireless networks with long propagation delay. However, they do not consider the effect of retransmission, which also largely degrades performance, and do not provide any analytical model that considers the effect. In this paper, we design a variant of S-ALOHA to support retransmission and derive analytical models that do consider its effect. The designed scheme has a framed structure that starts with a coordinators beacon. The beacon consists of a coordinators timestamp and Block ACKnowledgment (B-ACK). Using the timestamp, a node estimates propagation delay to the coordinator ( $P D C$ ) in order to reduce guard time while transmitting a packet. Moreover, B-ACK is used to report the results of all transmissions attempted in the previous frame at once. As a result, the designed scheme can largely reduce the number of feedbacks and waste of guard time. Even if there is no analytical model that considers the long propagation delay and retransmission simultaneously, we choose the existing analytical models that consider a framed structure and B-ACK as reference models. However, they are not fully mathematical and partially use simulation results because of high computational complexity. Moreover, these models only analyze stability and throughput as performance metrics. On the other hand, our analytical models are fully mathematical models and can analyze all metrics, such as stability, throughput, and packet delay. We expect our analytical models to be a foundation for deriving fully mathematical models for variants of S-ALOHA using a framed structure and B-ACK.
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## 1. Introduction

Slotted ALOHA (S-ALOHA) is one of the most widely used random access protocols originally designed to enhance ALOHA throughput. While all the nodes in an ALOHA network transmit a packet immediately after it is

[^0]generated, the nodes in an S-ALOHA network first wait until the start of the upcoming slot to transmit the packet. Thus, S-ALOHA can provide higher throughput than ALOHA because of reduced packet collision probability.

However, this is not valid when the propagation delay of a network is not negligible. In such network, there are collisions caused not only by time uncertainty, but also by long propagation delay. This is called the space-time uncertainty [1,2]. To prevent collisions caused by the long propagation delay, a guard time is required. In [3], simulation result shows that ALOHA and S-ALOHA without guard time provides almost equal throughput because S-ALOHA without guard time suffers from collisions caused by not only
time uncertainty but also long propagation delay. After all, the throughput of S-ALOHA can be degraded. In [2], SALOHA with guard time is considered to resolve the spacetime uncertainty. However, the results show that the guard time can be a waste and degrades throughput of S-ALOHA. In [1,4], analytical model for normalized throughput of SALOHA is given. Under the assumption that a packet arrival from infinite nodes follows Poisson distribution and retransmission is not considered, normalized throughput of S-ALOHA is given by $G e^{G(1+\alpha)}$, where $G$ is the offered load and $\alpha$ is the ratio of a guard time length to a packet transmission delay.

We define a long propagation network as the network with non-negligible $\alpha$ and different propagation delays between a coordinator and any nodes. In the long propagation network, normalized throughput of S-ALOHA is degraded and even lower than that of ALOHA when $\alpha$ is greater than one [1].

Recently, many variants of S-ALOHA have been proposed to solve the problem of throughput degradation in long propagation networks [1-3,5-8]. In [5], Improved Synchronized Arrival Slotted ALOHA (ISA-ALOHA) provides a time alignment mechanism where a node adjusts the start time of transmission in order to allow a packet to arrive at the start time of a slot at the coordinator. The time alignment mechanism can prevent collisions caused by different propagation delays. Thus, ISA-ALOHA can provide higher throughput than S-ALOHA. In [6], the modified Receiver Synchronized S-ALOHA (mRSS-ALOHA-uw) also performs time alignment mechanism to reduce the guard time. Moreover, it also considers the imperfect propagation delay information owing to the irregular underwater signal propagation speed. Thus, various guard time lengths are used. However, both ISA-ALOHA and mRSS-ALOHA-uw require the assumption that all nodes know their propagation delay to coordinator (PDC), even if the PDC is not accurate. In [1], Beacon-Based Slotted ALOHA (BS-ALOHA) does not require such assumption. Instead, it provides a framed structure to estimate PDC. At the start of every frame, the coordinator broadcasts a beacon with its timestamp. After receiving the beacon, all nodes estimate $P D C$ periodically. Then all nodes can perform time alignment with the PDC. After all, BS-ALOHA can improve normalized throughput without the assumption of both ISA-ALOHA and mRSS-ALOHA-uw. More variants of S-ALOHA are surveyed and categorized in $[7,8,16]$.

However, existing schemes, such as BS-ALOHA and ISAALOHA, have limitations. First, these schemes do not consider retransmission, although it can largely degrade performance. If these schemes support retransmission, sending a feedback, ACKnowledgment (ACK), requires nonnegligible guard time again. However, this guard time cannot be reduced by the time alignment mechanism proposed in $[1,5]$. Thus, we need to provide a method for minimizing the effect of sending feedback when we consider a retransmission in S-ALOHA. Second, there is no adequate analytical model that considers the effect of retransmission in long propagation networks. Moreover, a new variant of S-ALOHA may have a framed structure as BS-ALOHA. Then, the analytical model should additionally consider not only the framed structure, but also the effect of retransmission
in long propagation networks. However, there is no such analytical model yet.

More specifically, there are several analytical models for S-ALOHA that consider retransmission. In [9,10], S-ALOHA supports retransmission with an immediate ACK. In a slot, a sender transmits a packet and the receiver immediately sends an ACK if it receives the packet successfully. These models were constructed using a Markov chain whose state is defined as the number of backlogged nodes. The state can be changed individually by slot. In [11,12], SALOHA has a framed structure and supports retransmission with a delayed ACK. In [11], if a receiver obtains a packet successfully, it sends an ACK after several slots. Thus, ACK corresponds to a packet. On the other hand, in [12], ACK is different from that of [11] because this reports the results of all transmissions attempted by all nodes in the previous frame at once. Thus, this ACK is called Block ACK (B-ACK). At the beginning of every frame, B-ACK is sent to all nodes in the network. In $[11,12]$, a system was designed using a Markov chain whose state is the number of backlogged nodes, similar to [9,10]. However, the difference is that the number of backlogged nodes can be decreased by more than one because the state in [11,12] can be changed individually by frame, not by slot. Thus, there are many cases of the change of the number of backlogged nodes and the computational complexity of the state transition probability grows exponentially fast with the number of nodes. Because of high computational complexity, both Markov chain models [11,12] partially use simulation to obtain the state transition probability, instead of mathematical analysis. To the best of our knowledge, there are no fully mathematical models for analyzing stability, throughput, and packet delay when S-ALOHA uses a delayed ACK.

In this paper, we simply design a variant of S-ALOHA, namely Block ACK-Based Slotted ALOHA (BAS-ALOHA), by modifying BS-ALOHA [1]. Similar to BS-ALOHA, our BASALOHA has a framed structure to estimate PDC periodically, and provides a time alignment mechanism to reduce guard time. The framed structure consists of a time period for beaconing and a group of multiple time slots for random access. The difference is that a beacon of BAS-ALOHA additionally includes B-ACK to report the results of all transmissions attempted in the previous frame at once. Thus, at the start of every frame, all the nodes that receive the beacon can recognize whether their transmission of the previous frame was successful. BAS-ALOHA can largely reduce retransmission overhead using B-ACK, instead of multiple immediate ACKs. However, to design BAS-ALOHA is not main contribution. As mentioned above, to the best of our knowledge, there are no fully mathematical models for analyzing stability, throughput, and packet delay when SALOHA uses a delayed ACK such as B-ACK. Therefore, the main contribution of this paper is to construct the fully mathematical models for BAS-ALOHA. First, the analytical model for stability is constructed based on [12] because of the similar retransmission method using B-ACK. Thus, the analytical model for BAS-ALOHA is also constructed using a Markov Chain whose state is defined as the number of backlogged nodes. However, as mentioned before, in order to obtain the state transition probability, simulation is used in [12]. On the other hand, we construct fully mathemat-
ical models that do not require any simulation. In addition, our mathematical models are not only for stability, but also for throughput and packet delay of BAS-ALOHA, whereas there are no analytical models for throughput and packet delay in [12]. We expect our analytical models to be a foundation for deriving fully mathematical models for variants of S-ALOHA using a framed structure and B-ACK.

The rest of this paper is organized as follows. In Section 2, we explain the proposed BAS-ALOHA. In Section 3, we first explain the traffic model and spatial distribution of nodes. Then, we derive fully mathematical models for the stability, throughput, and packet delay of BAS-ALOHA. Moreover, we compare the results with the simulation results to verify our mathematical models. In Section 4, we show numerical results using various parameters. Finally, we conclude the remarks in Section 5.

## 2. Block ACK-Based Slotted ALOHA (BAS-ALOHA)

We consider a single-channel long propagation network that consists of a coordinator and multiple nodes. We assume that all nodes and the coordinator are synchronized perfectly by GPS and that they transmit packets of equal size to the coordinator.

BAS-ALOHA is designed based on BS-ALOHA [1], and thus BAS-ALOHA also has a framed structure (Table 1) that starts with a beacon signal that contains the timestamp of the coordinator. After receiving it, all nodes estimate PDC using the timestamp. The difference from BS-ALOHA is that the BAS-ALOHA beacon additionally contains B-ACK that represents information for idle, collided, or successful slots in the previous frame. Because of B-ACK, each node can determine whether retransmission is required.

Table 1
Main notations for BAS-ALOHA framed structure.

| Variable | Description |
| :--- | :--- |
| $t_{s t a r t}$ | Start time of a frame |
| $T_{\text {frame }}$ | Frame duration |
| $T_{B}$ | Beacon transmission time |
| $T_{M A X \_R T T}$ | Maximum round-trip time |
| $R$ | Maximum communication range |
| $c$ | Signal propagation speed |
| $t_{\gamma}$ | $t_{\text {start }}+T_{B}+T_{\text {MAX_RTT }}$ |
| $\gamma$ | $T_{B}+T_{M A X \_R T T}$ |
| $t_{s, j}$ | Start time of the slot $j$ |
| $T_{S}$ | Slot length |
| $M$ | Number of slots in a frame |
| $t_{i}$ | Time at which a packet at |
| $t_{v, i}$ | $i$ th node is generated |
| $t_{B, i}$ | Virtual packet arrival time |
| $\tau_{i}$ | of $i$ th node |
| $t_{t x, i}$ | Beacon arrival time of node $i$ |
| $T_{P}$ | PDC from node $i$ |
| $T_{G}$ | Time at which node $i$ starts |
| $T_{I}$ | to transmit a packet |
| $I_{j}$ | Transmission delay of a packet |
| $N$ | Guard time length |
| $v_{M A X}$ | Interval length |
|  | $j$ th interval |
|  | Number of nodes in a network |
|  | Maximum node speed |



Fig. 1. $P D C$ estimation and time alignment in a BAS-ALOHA frame.

## 2.1. $P D C$ estimation and time alignment

We define several variables for the BAS-ALOHA framed structure, as shown in Fig. 1. Let $t_{\text {start }}, T_{\text {frame }}, T_{B}, T_{\text {MAX_RTT }}$, and $t_{s, j}$ be the start time of a frame, frame duration, beacon transmission time, maximum round-trip time of the maximum communication range $R$, and start time of the $j$ th slot, respectively. $T_{\text {MAX_RTT }}$ is given by $T_{M A X \_R T T}=2 R / c$, where $c$ is the signal propagation speed. The framed structure consists of a coordinator time slot and a group of multiple time slots. The coordinator time slot whose guard time length is $T_{M A X \_R T T}$ is for beaconing. After the coordinator time slot of length $T_{B}+T_{M A X \_R T T}, M$ slots of length $T_{S}$ are available for random access. Including an initial delay of length, $T_{\text {MAX_RTT }}$ allows the farthest node from the coordinator to access the first slot. We define $t_{i}$ as the time at which a packet at the $i$ th node is generated, and $t_{t x, i}$ as the time at which the $i$ th node starts to transmit the packet. We also define $t_{v, i}$ as the virtual packet arrival time, which is the time at which a packet generated by the $i$ th node would arrive if the packet were transmitted immediately after being generated. Thus, $t_{v, i}$ is obtained by $t_{v, i}=t_{i}+\tau_{i}$, where $\tau_{i}$ is the PDC of the $i$ th node.

All nodes can estimate PDC in every frame using coordinator beaconing. As shown in Fig. 1, the coordinator broadcasts a beacon at $t_{\text {start }}$, the start of a frame, and the $i$ th node receives it at $t_{B, i}$, the beacon arrival time. PDC of the $i$ th node is then obtained by $\tau_{i}=t_{B, i}-t_{\text {start }}$. Using GPS and framed structure, periodic PDC estimation is possible.

Next, we explain a random access period where each node executes the time alignment mechanism to reduce guard time. In addition, we present a distribution method for packets generated during the time of beaconing. These packets are distributed evenly over the random access period.

When the $i$ th node generates a packet, it determines the start time of transmission $t_{t x, i}$ based on $t_{v, i}$ and $\tau_{i}$. First, it checks whether $t_{v, i}$ falls within the $M$ slots available for transmission. For simplicity, let $t_{\gamma}$ and $\gamma$ be $t_{\text {start }}$ $+T_{B}+T_{\text {MAX_RTT }}$ and $T_{B}+T_{M A X_{\_} R T T}$, respectively. If $t_{v, i}$ falls within the first $M-1$ slots, i.e., $t_{\gamma} \leq t_{\nu, i} \leq t_{\gamma}+(M-1) \times$ $T_{S}$, the node selects the next slot to start after $t_{\nu, i}$. If $t_{\nu, i}$ falls within slot $M$, i.e., $t_{\gamma}+(M-1) \times T_{S} \leq t_{\nu, i} \leq t_{\gamma}+M \times$ $T_{S}$, the packet is transmitted in the first slot of the next
frame because there are no more slots available in the current frame. Therefore, if $t_{\gamma} \leq t_{\nu, i} \leq t_{\gamma}+M \times T_{S}$, index $k$ of the selected slot is given by
$k=\left\{\left(\left\lceil\frac{t_{v, i}-t_{\gamma}}{T_{S}}\right\rceil\right) \bmod M\right\}+1$.
On the other hand, if $t_{\nu, i}<t_{\gamma}$, i.e., the packet is generated during the time of beaconing, the node postpones transmission and selects the first slot for transmission. Then the collision probability of the first slot is different from that of the other slots. To equalize the collision probability of every slot, we uniformly divide $\gamma$ into $M$ intervals ( $I_{1}, \ldots, I_{M}$ ) and define $T_{I}$ as the interval length obtained by $T_{I}=\left(T_{B}+T_{M A X \_R T T}\right) / M=\gamma / M$. If $t_{\nu, i}$ is within $I_{k}$, the packet is transmitted in slot $k$ obtained by
$k=\left\lceil\frac{t_{v, i}-t_{\text {start }}}{T_{I}}\right\rceil$.
In this way, BAS-ALOHA can evenly distribute packets generated during the time of beaconing over the random access period. Consequently, BAS-ALOHA can equalize the collision probability of every slot and provide fair packet delay by allowing $k$ to be proportional to $t_{v, i}$.

After selecting the slot, the node performs time alignment in order to reduce guard time while resolving spacetime uncertainty by adjusting the transmission start time so that the packet arrives at the beginning of a slot. If slot $k$ is selected, $t_{t x, i}$ is obtained by $t_{t x, i}=t_{s, k}-\tau_{i}$.

For example, in Fig. $1, t_{v, 2}$ and $t_{v, N}$ are within slot 2 and $M$, respectively. Thus, node 2 selects slot 3 . However, in the case of node $N$, there are no more slots after slot $M$ in the frame. Thus, node $N$ selects slot 1 of the next frame. Unlike node 2 and $N$, node 1 selects slot $j$ because $t_{v, 1}$ is within $I_{j}$. After selecting the slots for packet transmission, each node adjusts the transmission start time so that the packet arrives at the beginning of a slot. Thus, $t_{t x, 1}, t_{t x, 2}$, and $t_{t x, N}$ can be obtained by $t_{s, j}-\tau_{1}, t_{s, 3}-\tau_{2}$, and $t_{s, 1}-\tau_{N}$, respectively.

### 2.2. Retransmission

After receiving a beacon, all nodes can update $P D C$ for time alignment and determine whether their transmission in the previous frame is successful using B-ACK. We assume that all nodes transmit a packet in a frame.

If a node fails in transmission, it becomes backlogged. The backlogged node attempts to retransmit the packet in the next frame with a certain probability $p_{1}$. If the probability $p_{1}$ is satisfied, the backlogged node determines a slot among $M$ slots with uniform distribution for retransmission. If the probability $p_{1}$ is not satisfied, the backlogged node reattempts transmission in the next frame.

After determining a slot for retransmission, the backlogged node performs a time alignment mechanism with the updated PDC at the start of this frame. If node $i$ updates $\tau_{i}$ and determines slot $j$ for retransmission, $t_{t x, i}$ is obtained by $t_{t x, i}=t_{s, j}-\tau_{i}$.

## 3. Performance analysis of BAS-ALOHA

In this section, we analyze the performance of BASALOHA (Table 2). Before the performance analysis, we

Table 2
Main notations for performance analysis.

| Variable | Description |
| :---: | :---: |
| G | Total load of a network |
| $G_{F}$ | Load from all fresh nodes |
| $G_{B}$ | Load from all backlogged nodes |
| $\chi_{F}$ | Number of fresh nodes |
| $\chi_{B}$ | Number of backlogged nodes |
| $X_{F, i}$ | Number of fresh nodes in frame $i$ |
| $X_{B, i}$ | Number of backlogged nodes in frame $i$ |
| $p_{0}$ | Prob. that a fresh node transmits a packet in frame |
| $p_{1}$ | Prob. that a backlogged node retransmits a packet in frame |
| $F_{S}$ | Number of fresh nodes that successfully transmit |
| $F_{U}$ | Number of fresh nodes that attempt transmission, but are unsuccessful |
| $B_{S}$ | is Number of backlogged nodes that successfully transmit |
| $B_{U}$ | Number of backlogged nodes that attempt transmission, but are unsuccessful |
| $r$ | Number of fresh nodes that attempt transmission |
| $t$ | Number of backlogged nodes that attempt transmission |
| $u$ | Number of successful nodes |
| $L$ | Number of nodes that attempt transmission |
| $\Omega_{T}$ | System state when $L$ nodes attempt transmission |
| $Z_{L}$ | Set in which all possible $\Omega_{T}$ are elements |
| $\omega_{T, i}$ | Number of slots where $i$ among $L$ nodes attempt transmission |
| $\rho$ | Ratio of the number of successful nodes to the number of nodes that attempt transmission |

explain the traffic model and spatial distribution of nodes. Then we derive mathematical models for stability, throughput, and packet delay for BAS-ALOHA. Unlike past analytical models, we provide fully mathematical models for analyzing stability and throughput. Furthermore, we provide a new mathematical model for analyzing packet delay.

### 3.1. Traffic model and spatial distribution of nodes

In the BAS-ALOHA system, there are $N$ nodes in total, each of which resides either in a fresh $(F)$ or backlogged $(B)$ state. In the beginning, all nodes are in state F. Every node in state $F$ attempts to transmit a new packet in the current frame with probability $p_{0}$. All nodes recognize success or failure of their transmission after receiving a beacon at the start of the next frame. If transmission is successful, the node remains in state $F$. On the other hand, if a node fails in transmission, it enters state $B$ and attempts retransmission of the lost packet with probability $p_{1}$. If the retransmission is successful, the node returns to state $F$; otherwise, the node remains in state $B$. Nodes in state $B$ do not generate new traffic.

Fig. 2 shows the traffic model for BAS-ALOHA. Nodes in states $F$ and $B$ generate load $G_{F}$ and $G_{B}$, respectively. Thus, total load $G$ of the system is the sum of $G_{F}$ and $G_{B}$.


Fig. 2. Traffic model for BAS-ALOHA.

We assume that all nodes are distributed in a circle whose radius is $R$. A coordinator is located at the center of the circle. We also assume that the distance between the coordinator and a node is a random variable that is uniformly distributed from zero to $R$.

### 3.2. Stability analysis

Many studies [9,11-13] have already considered the stability of S-ALOHA systems. In [12], stability was defined as the ability of a system to maintain equilibrium or return to the initial state after experiencing a distortion. We also use the same definition presented in [12] for stability.

To show stability, drift analysis, which shows the change of the number of backlogged nodes, was used in [11,12]. However, they did not provide fully mathematical models for drift analysis. Instead, they used simulation partially.

BAS-ALOHA can be modeled as a discrete-time Markov chain. Let $X_{F, i}$ and $X_{B, i}$ denote the number of nodes in states $F$ and $B$ in the beginning of $i$ th frame, respectively. The discrete-time Markov chain can be described either by $X_{F, i}$ or $X_{B, i}$ because both variables are connected by $X_{F, i}=$ $N-X_{B, i}$. Thus, we use $X_{B, i}$ as the Markov state variable. In the beginning, $X_{B, 0}$ is zero. We define state transition probability $P\left(X_{B, i+1}=x^{\prime} \mid X_{B, i}=x\right)$, which is simply denoted by $P\left(x^{\prime} \mid x\right)$, as the probability to move within one frame from backlog state $x$ to state $x^{\prime}$. In BAS-ALOHA, the state transition appears individually by frame, and the number of nodes in state $B$ can decrease by more than one. As mentioned in [12], this is the major difference to S-ALOHA [9], where the state transition appears individually by slot, and the number of nodes in state $B$ can only decrease by one. Fig. 3 shows the state transition diagram consisting of four states. In each state, there is a number which denotes the number of backlogged nodes. In particular, the state $K$ is a representative state for states whose number is from 2 to $N-1$. The state transition from state 0 to state 1 is impossible because at least the collision occurs by two nodes.

Let $F_{S}$ denote the number of fresh nodes that successfully transmit in frame $i$. Let $F_{U}$ denote the number of fresh nodes who attempt a transmission, but are unsuccessful in frame $i$. Similarly, $B_{S}$ is the number of backlogged nodes who attempt retransmission and are successful, and $B_{U}$ is the number of backlogged nodes who attempt retransmission, but are unsuccessful in frame $i$. Thus, in frame $i$, $r=F_{S}+F_{U}, t=B_{S}+B_{U}$, and $u=F_{S}+B_{S}$, where $r$ is the total number of fresh nodes that attempt transmission, $t$ is the total number of backlogged nodes that attempt trans-


Fig. 3. State transition diagram with $N$ nodes and $P_{x x^{\prime}}$ denotes $P\left(x^{\prime} \mid x\right)$ and $K$ is any integer for $1<K<N$.
mission, and $u$ is the total number of successful nodes, respectively.

Let $P\left(r, t, u \mid x_{B}\right)$ be the conditional probability of $r$ fresh nodes and $t$ backlogged nodes attempting transmission, and $u$ nodes among them being successful in a frame given that the number of backlogged nodes is $x_{B}$. The joint probability is given by

$$
\begin{align*}
& P\left(r, t, u \mid x_{B}\right) \\
& \left.\left.=\begin{array}{c}
x_{F} \\
r
\end{array}\right) p_{0}^{r}\left(1-p_{0}\right)^{x_{F}} \begin{array}{c}
x_{B} \\
t
\end{array}\right) p_{1}^{t}\left(1-p_{1}\right)^{x_{B}-t} \\
& \times q_{M}(r+t, u)  \tag{3}\\
& \left.=\begin{array}{c}
N-\chi_{B} \\
r
\end{array}\right) p_{0}^{r}\left(1-p_{0}\right)^{N-x_{B}-r} \\
& \left.\times \begin{array}{c}
x_{B} \\
t
\end{array}\right) p_{1}^{t}\left(1-p_{1}\right)^{x_{B}-t} \times q_{M}(r+t, u)
\end{align*}
$$

where $q_{M}(r+t, u)$ is the probability of $r+t$ nodes attempting transmission and $u$ nodes among them being successful when the number of slots in a frame is $M$. If the number of backlogged nodes is $x_{B}^{\prime}$ in the $(i+1)$ th frame, the difference between $x_{B}^{\prime}$ and $x_{B}$ can be obtained by $F_{U}-B_{S}$ and also be reformulated into

$$
\begin{equation*}
u=r+x_{B}-x_{B}^{\prime} \tag{4}
\end{equation*}
$$

The state transition probability $P\left(x_{B}^{\prime} \mid x_{B}\right)$ can be formulated by combining (3) and (4) into (5),

$$
\begin{align*}
& P\left(x_{B}^{\prime} \mid x_{B}\right)=\sum_{r, t} P\left(r, t, u \mid x_{B}\right) \\
& \quad=\sum_{r, t} P\left(r, t, r+x_{B}-x_{B}^{\prime} \mid x_{B}\right) \\
& \quad=\sum_{r=0}^{N-x_{B}} \sum_{t=0}^{x_{B}}\binom{N-x_{B}}{r} p_{0}^{r}\left(1-p_{0}\right)^{N-x_{B}-r} \\
& \left.\quad \times \begin{array}{c}
x_{B} \\
t
\end{array}\right) p_{1}^{t}\left(1-p_{1}\right)^{x_{B}-t} \times q_{M}\left(r+t, r+x_{B}-x_{B}^{\prime}\right) \tag{5}
\end{align*}
$$

Because of the high computational cost of the state transition probability for all cases, drift analysis was used in [11,12]. We also use drift $d\left(x_{B}\right)$, which is the expectation
value of the change of the backlog state $X_{B, i}$ individually by frame. We can obtain drift $d\left(x_{B}\right)$ by

$$
\begin{align*}
d\left(x_{B}\right) & =E\left[X_{B, i+1}-X_{B, i} \mid X_{B, i}\right] \\
& =\sum_{x_{B}^{\prime}}\left(x_{B}^{\prime}-x_{B}\right) P\left(x_{B}^{\prime} \mid x_{B}\right) . \tag{6}
\end{align*}
$$

By combining (6) and, $d\left(x_{B}\right)$ can be expressed as

$$
\begin{align*}
d\left(x_{B}\right) & =\sum_{r, t, u}(r-u) P\left(x_{B}^{\prime} \mid x_{B}\right) \\
& =\sum_{r, t, u}(r-u) \sum_{r, t} P\left(r, t, u \mid x_{B}\right) \\
& =\sum_{r, t, u}(r-u) P\left(r, t, u \mid x_{B}\right) \\
& =E\left[R\left(x_{B}\right)\right]-E\left[U\left(x_{B}\right)\right] \tag{7}
\end{align*}
$$

where $E\left[R\left(x_{B}\right)\right]$ and $E\left[U\left(x_{B}\right)\right]$ are the average number of fresh and successful nodes, respectively, when the number of backlogged nodes is $x_{B}$. We can obtain $E\left[R\left(x_{B}\right)\right]$ by
$E\left[R\left(x_{B}\right)\right]=\left(N-x_{B}\right) p_{0}$
and also obtain $E\left[U\left(x_{B}\right)\right]$ by

$$
\begin{align*}
& E\left[U\left(x_{B}\right)\right]=\sum_{r, t, u} u P\left(r, t, u \mid x_{B}\right) \\
& =\sum_{u=0}^{N} u \sum_{r=\max \left(0, u-x_{B}\right)}^{N-x_{B}} \sum_{t=0}^{x_{B}} P\left(r, t, u \mid x_{B}\right) \\
& =\sum_{u=0}^{N} u \sum_{r=\max \left(0, u-x_{B}\right)}^{N-x_{B}} \sum_{t=0}^{x_{B}}\binom{N-x_{B}}{r} \\
& \left.\quad \times p_{0}^{r}\left(1-p_{0}\right)^{N-x_{B}-r} \begin{array}{c}
x_{B} \\
t
\end{array}\right) p_{1}^{t}\left(1-p_{1}\right)^{x_{B}-t} \\
& \quad \times q_{M}(r+t, u) . \tag{9}
\end{align*}
$$

For drift analysis, factor $q_{M}(\cdot)$ is important. Moreover, it is also used in throughput and delay analysis. The problem is the calculation of $q_{M}(\cdot)$. In [11,12], no mathematical models for obtaining $q_{M}(\cdot)$ were provided. Instead, simulation was used to calculate $q_{M}(\cdot)$. Therefore, we focused on deriving a mathematical formula for $q_{M}(\cdot)$.

Let $L$ and $\boldsymbol{\Omega}_{\boldsymbol{L}}$ denote the number of nodes that attempt transmission and the system state when $L$ nodes attempt transmission, respectively. Thus, $L$ is $r+t$, and $\boldsymbol{\Omega}_{\mathbf{L}}$ is expressed as
$\boldsymbol{\Omega}_{\mathbf{L}}=\left(\omega_{L, 1}, \omega_{L, 2}, \omega_{L, 3}, \ldots, \omega_{L, L}\right)$
where $\omega_{L, i}$ is the number of slots where $i$ nodes among $L$ nodes attempt transmission. For example, system state $\boldsymbol{\Omega}_{\boldsymbol{L}}=(2,3,1,0,0)$ means that there are two slots where one node attempts transmission, three slots where two nodes attempt transmission, and one slot where three nodes attempt transmission. Given $\boldsymbol{\Omega}_{\mathbf{L}}$, the number of successful packets is $\omega_{L, 1}$, whereas the number of collided packets is $L-\omega_{L, 1}$. In addition, $L$ can be obtained by
$L=\sum_{i=1}^{L} i \times \omega_{L, i}$,
when system state $\boldsymbol{\Omega}_{\mathbf{L}}$, not $r$ and $t$, is given. Let $m$ denote the number of slots occupied by a node or nodes. The value for $m$ can be obtained by
$m=\sum_{i=1}^{L} \omega_{L, i} \leq \min (M, L)$.
The value for $m$ cannot be greater than either frame length $M$ or the number of nodes transmitting in frame $L$.

```
Algorithm 1: Obtaining \(Z_{L}\).
    Input:M,L
    Initialization: \(T=1, \omega_{1,1}=1, \boldsymbol{\Omega}_{\mathbf{1}}=\left(\omega_{1,1}\right), \boldsymbol{Z}_{\mathbf{1}}=\left\{\boldsymbol{\Omega}_{\mathbf{1}}\right\}\)
    for \(T=2 ; T=L ; T++\)
        \(Z_{\boldsymbol{T}}=\phi\)
        for all \(\boldsymbol{\Omega}_{\boldsymbol{T}-\mathbf{1}} \in \mathbf{Z}_{\boldsymbol{T} \mathbf{1}}\)
            for \(i=1 ; i \leq T-1 ; i++\)
                \(\omega_{T, i}=\omega_{T-1, i}\)
            end for
            \(\omega_{T, T}=0\)
    //case 1: \(T\) th transmission is successful
        \(\omega_{T, 1}=\omega_{T, 1}+1\)
                \(\boldsymbol{\Omega}_{\boldsymbol{T}} \leftarrow\left(\omega_{T, 1}, \omega_{T, 2}, \cdots, \omega_{T, T}\right)\)
                calculate \(m\) with \(\boldsymbol{\Omega}_{\boldsymbol{T}}\) by (12)
                if \(\boldsymbol{\Omega}_{\boldsymbol{T}} \notin \boldsymbol{Z}_{\boldsymbol{T}}\) and \(m \leq \min (M, L)\)
                    \(\boldsymbol{Z}_{\boldsymbol{T}}=\boldsymbol{Z}_{\boldsymbol{T}} \cup\left\{\boldsymbol{\Omega}_{\boldsymbol{T}}\right\}\)
            end if
            \(\omega_{T, 1}=\omega_{T, 1}-1\)
                \(\boldsymbol{\Omega}_{\boldsymbol{T}} \leftarrow\left(\omega_{T, 1}, \omega_{T, 2}, \cdots, \omega_{T, T}\right)\)
    //case 2: \(T\) th transmission is not successful
                for \(i=1 ; i \leq T-1 ; i++\)
                    if \(\omega_{T, i} \geq 1\)
                    \(\omega_{T, i}=\omega_{T, i}-1\)
                    \(\omega_{T, i+1}=\omega_{T, i+1}+1\)
                        \(\boldsymbol{\Omega}_{\boldsymbol{T}} \leftarrow\left(\omega_{T, 1}, \omega_{T, 2}, \cdots, \omega_{T, T}\right)\)
                    calculate \(m\) with \(\boldsymbol{\Omega}_{\boldsymbol{T}}\) by (12)
                        if \(\boldsymbol{\Omega}_{\boldsymbol{T}} \notin \boldsymbol{Z}_{\boldsymbol{T}}\) and \(m \leq \min (M, L)\)
                \(\boldsymbol{Z}_{\boldsymbol{T}}=\boldsymbol{Z}_{\boldsymbol{T}} \cup\left\{\boldsymbol{\Omega}_{\boldsymbol{T}}\right\}\)
                    end if
                    \(\omega_{T, i}=\omega_{T, i}+1\)
                    \(\omega_{T, i+1}=\omega_{T, i+1}-1\)
            end if
        end for
        end for
    end for
```

There are several states where $L$ nodes attempt transmission. As mentioned before, $\boldsymbol{\Omega}_{\boldsymbol{L}}$ means system state when $L$ nodes attempt transmission. Let $\boldsymbol{Z}_{\boldsymbol{L}}$ be the set where all $\boldsymbol{\Omega}_{\boldsymbol{L}} \in \boldsymbol{Z}_{\boldsymbol{L}}$. In order to obtain $\boldsymbol{Z}_{\boldsymbol{L}}$ with the given $L$ and $M$, we propose Algorithm 1. As indicated in line 2, this algorithm initializes system state $\boldsymbol{\Omega}_{\boldsymbol{1}}$ and set $\boldsymbol{Z}_{\boldsymbol{1}}$ when the number of transmission attempts, denoted as $T$, is one. Then, as indicated in lines 4 to 37 , state $\boldsymbol{\Omega}_{\boldsymbol{T}}$ and set $\boldsymbol{Z}_{\boldsymbol{T}}$ are obtained iteratively, whereas the value for $T$ ranges from 2 to $L$. There are two cases in the iteration. First, as indicated from lines 12 to 20, the $T$ th transmission is successful. The
value for $\omega_{T, 1}$ can increase by one, state $\boldsymbol{\Omega}_{\boldsymbol{T}}$ is updated, and $m$ is calculated. Subsequently, if the same state does not exist in $\boldsymbol{Z}_{\boldsymbol{T}}$, state $\boldsymbol{\Omega}_{\boldsymbol{T}}$ is added to set $\boldsymbol{Z}_{\boldsymbol{T}}$. Then, state $\boldsymbol{\Omega}_{\boldsymbol{T}}$ is returned to the original state as indicated in line 19. Second, as indicated from lines 22 to 35 , the $T$ th transmission is not successful. This means that any existing transmissions, i.e., all $\omega_{T, i}$ for $\omega_{T, i} \geq 1$, and the Tth transmission collide. Thus, as indicated in lines 25 and 26, $\omega_{T, i+1}$ increases by one, whereas $\omega_{T, i}$ decreases by one. Subsequently, state $\boldsymbol{\Omega}_{\boldsymbol{T}}$ is updated and $m$ is calculated. If the same state does not exist in $\boldsymbol{Z}_{\boldsymbol{T}}$, state $\boldsymbol{\Omega}_{\boldsymbol{T}}$ is added to set $\boldsymbol{Z}_{\boldsymbol{T}}$. Then, state $\boldsymbol{\Omega}_{\boldsymbol{T}}$ is returned to the original state as indicated in lines 32 and 33. After finishing the Algorithm 1, $Z_{L}$ is obtained.

With the $\boldsymbol{Z}_{\mathbf{L}}$, we can obtain $q_{M}(L, u)$. The value for $q_{M}(L$, $u$ ) can be obtained by
$q_{M}(L, u)=\sum_{\boldsymbol{\Omega}_{\boldsymbol{L}}} \operatorname{Pr}\left(\omega_{L, 1}=u \mid \boldsymbol{\Omega}_{\boldsymbol{L}}\right) \times P\left(\boldsymbol{\Omega}_{\boldsymbol{L}}\right)$
where $\operatorname{Pr}\left(\omega_{L, 1}=u \mid \boldsymbol{\Omega}_{\boldsymbol{L}}\right)$ is the conditional probability of $u$ nodes succeeding in transmission given that the system state is $\boldsymbol{\Omega}_{\boldsymbol{L}}$. In addition, $P\left(\boldsymbol{\Omega}_{\boldsymbol{L}}\right)$ is the probability of the system state being $\boldsymbol{\Omega}_{\mathbf{L}}$. Therefore, $q_{M}(L, u)$ can simply be rewritten by
$q_{M}(L, u)=\sum_{\boldsymbol{\Omega}_{\boldsymbol{L}} \in \boldsymbol{Z}_{\mathbf{L}}(u)} P\left(\boldsymbol{\Omega}_{\boldsymbol{L}}\right)$
where $\boldsymbol{Z}_{\mathbf{L}}(u)$ is the set of states for which $\omega_{L, 1}=u$. In [14], $P\left(\boldsymbol{\Omega}_{\boldsymbol{L}}\right)$ is given by
$P\left(\boldsymbol{\Omega}_{\boldsymbol{L}}\right)=\frac{M!L!}{M^{L}(M-m)!\prod_{i-1}^{L}(i!)^{\omega_{L, i}} \omega_{L, i}!}$.
Now we obtain the fully mathematical equation for $q_{M}(L$, $u)$.

By combining (9) and (14), we can rewrite $E\left[U\left(x_{B}\right)\right]$ as

$$
\begin{align*}
& E\left[U\left(x_{B}\right)\right] \\
& =\sum_{u=0}^{N} u \sum_{r=m a x\left(0, u-x_{B}\right)}^{N-x_{B}} \sum_{t=0}^{x_{B}}\binom{N-x_{B}}{r} \\
& \quad \times p_{0}^{r}\left(1-p_{0}\right)^{N-x_{B}-r} \\
& \quad \times q_{B}(r+t, u) \\
& \quad=\sum_{u=0}^{N} u p_{1}^{t}\left(1-p_{1}\right)^{x_{B}-t} \\
& \quad \sum_{r=m a x\left(0 u-x_{B}\right)}^{N-x_{B}} \sum_{t=0}^{x_{B}}\binom{N-x_{B}}{r} \\
& \quad \times p_{0}^{r}\left(1-p_{0}\right)^{N-x_{B}-r} x_{B}  \tag{16}\\
& \quad \times \sum_{\boldsymbol{\Omega}_{r+t} \in \boldsymbol{Z}(\boldsymbol{u})} P\left(\boldsymbol{\Omega}_{\mathbf{r}+\boldsymbol{t}}\right) .
\end{align*}
$$

Finally, we can obtain $d\left(x_{B}\right)$ in (7) using (8) and (16).

### 3.3. Throughput analysis

In BAS-ALOHA, a slot whose length is $T_{S}$ is divided into two parts: $T_{P}$ and $T_{G}$. Part $T_{G}$ is an additional guard time in a slot to compensate for the drift of the estimated PDC caused by the high mobility of a node. More precisely, the estimated PDC for transmission is estimated after receiving
a beacon, not before transmission. As a result, PDC is inaccurate and causes unexpected collisions. Thus, BAS-ALOHA employs additional guard time $T_{G}$ in a slot in order to prevent collisions caused by an inaccurate $P D C$ at the coordinator. The amount of drift of the estimated $P D C$ can be greatest when two nodes move in opposite directions with maximum velocity during $T_{\text {frame }}$. Thus, $T_{G}$ is set as
$T_{G}=2 v_{M A X} \times \frac{T_{\text {frame }}}{c}$
where $c$ is the signal propagation speed of $3 \times 10^{8} \mathrm{~m} / \mathrm{s}$, and $v_{\text {MAX }}$ is the maximum node speed. The equation for $T_{\text {frame }}$ can be written as
$T_{\text {frame }}=T_{B}+T_{M A X \_R T T}+M\left(T_{P}+T_{G}\right)$
and we replace $T_{\text {frame }}$ in (17) with (18) because $T_{\text {frame }}$ contains $T_{G}$ recursively. Then we can obtain $T_{G}$ by
$T_{G}=\frac{2 v_{M A X}\left(T_{B}+T_{M A X \_R T T}+M T_{P}\right)}{c-2 M v_{M A X}}$.
We define normalized throughput as the ratio of the total time required for successful packet transmission to frame length. The normalized throughput for BAS-ALOHA is dependent on $x_{B}$ because $U\left(x_{B}\right)$, which also depends on $x_{B}$, is needed to obtain it. Thus, we denote $S\left(x_{B}\right)$ as the normalized throughput, and $S\left(x_{B}\right)$ can be expressed as
$S\left(x_{B}\right)=\frac{E\left[U\left(x_{B}\right)\right] \times T_{P}}{T_{\text {frame }}}$
where $E\left[U\left(x_{B}\right)\right]$ is given by (16).

### 3.4. Packet delay analysis

We define packet delay $D$ as the duration from a packet being generated to the coordinator receiving the packet successfully in equilibrium. Packet delay $D$ depends on the number of transmissions until successful transmission. Therefore, the expected packet delay, denoted by $E[D]$, can be obtained by
$E[D]=\sum_{i=1}^{\infty} E\left[D_{i}\right] \times P_{S}(i)$
where $E\left[D_{i}\right]$ is the expected packet delay when the coordinator successfully receives a packet at the $i$ th transmission and $P_{S}(i)$ is the probability of the $i$ th transmission being successful. Probability $P_{S}(i)$ is a geometric distribution because transmission is performed until success is achieved. Thus, $P_{S}(i)$ can be expressed as
$P_{S}(i)=(1-\rho)^{i-1} \times \rho$
where $\rho$ is the probability of the transmission being successful. In other words, $\rho$ is the ratio of the number of successful nodes to the number of nodes that attempt transmission. Thus, $\rho$ can be expressed as
$\rho=\frac{E\left[U\left(\hat{x_{B}}\right)\right]}{\left(N-\hat{x_{B}}\right) \times p_{0}+\hat{x_{B}} \times p_{1}}$
where $\widehat{x_{B}}$ is the number of backlogged nodes in equilibrium.

In BAS-ALOHA, a frame consists of a beacon period $(B C)$ and random access period ( $R A$ ). As shown in Fig. 1,
a length for $B C$ is $T_{B}+T_{M A X \_R T T}$, i.e., $\gamma$, and a length for $R A$ is $T_{S} \times M$.

In the first transmission, the slot decision depends on the virtual packet arrival time, whereas the slot for retransmission is determined using uniform distribution with a range from one to $M$. Therefore, $E\left[D_{1}\right]$ is completely different from the other $E\left[D_{i}\right]$ for $i \geq 2$, and (21) can be rewritten as
$E[D]=E\left[D_{1}\right] \times P_{S}(1)+\sum_{i=2}^{\infty} E\left[D_{i}\right] \times P_{S}(i)$.
For the first transmission, $E\left[D_{1}\right]$ can be expressed as

$$
\begin{align*}
E\left[D_{1}\right]= & E\left[D_{1} \mid X=B C\right] \times P(X=B C) \\
& +E\left[D_{1} \mid X=R A\right] \times P(X=R A) \tag{25}
\end{align*}
$$

where $E\left[D_{1} \mid X=B C\right]$ and $E\left[D_{1} \mid X=R A\right]$ are the expected packet delay when the virtual packet arrival time is within $B C$ and $R A$, respectively, and the first transmission is successful. Probabilities $P(X=B C)$ and $P(X=R A)$ are the probabilities of the virtual packet arrival time being within $B C$ and $R A$, respectively. Both $P(X=B C)$ and $P(X=R A)$ are given by

$$
\begin{align*}
& P(X=B C)=\frac{\gamma}{T_{\text {frame }}} \\
& P(X=R A)=1-P(X=B C) \tag{26}
\end{align*}
$$

In (25), $E\left[D_{1} \mid X=B C\right]$ can be expressed as
$E\left[D_{1} \mid X=B C\right]=\sum_{k=1}^{M} D_{B C, k} \times P($ interval $=k \mid X=B C)$
where $D_{B C, k}$ is the expected packet delay when the coordinator receives the packet successfully in slot $k$, and $P($ interval $=k \mid X=B C)$ is the probability that the virtual packet arrival time is within interval $I_{k}$, when the virtual packet arrival time is also within $B C$. This probability can be obtained by

$$
\begin{align*}
P(\text { interval }=k \mid X=B C) & =\frac{\frac{T_{I}}{\gamma} \times \frac{\gamma}{T_{\text {frame }}}}{\frac{\gamma}{T_{\text {frame }}}} \\
& =\frac{T_{I}}{\gamma} . \tag{28}
\end{align*}
$$

Also, the $D_{B C, k}$ is expressed as
$D_{B C, k}=\frac{T_{I}}{2}+(M-k) T_{I}+(k-1) T_{S}+E_{p}$.
The $D_{B C, k}$ is divided into four parts. First, $T_{I} / 2$ is the average amount of time from virtual packet arrival time to the end of interval $I_{k}$. Then, there are still $M-k$ intervals to the end of $B C$. Thus, the second part is $(M-k) T_{I}$. The third part is $(k-1) T_{S}$, which is the amount of time from the start of the first slot in $R A$ to the start of slot $k$. In the last part, $E_{p}$ is the expected PDC. By using (28) and (29), we can rewrite (27) to

$$
\begin{align*}
E\left[D_{1} \mid X=B C\right]= & \sum_{k=1}^{M}\left\{\frac{T_{I}}{2}+(M-k) T_{I}+(k-1) T_{S}+E_{p}\right\} \\
& \times \frac{T_{I}}{\gamma} . \tag{30}
\end{align*}
$$

In (25), $E\left[D_{1} \mid X=R A\right]$ can be expressed as
$E\left[D_{1} \mid X=R A\right]=\sum_{k=1}^{M} D_{R A, k} \times P($ slot $=k \mid X=R A)$
where $D_{R A, k}$ is the expected packet delay when the coordinator receives the packet successfully in slot $k$, and $P(s l o t=k \mid X=R A)$ is the probability that the virtual packet arrival time is within slot $k$, when the virtual packet arrival time is also within $R A$. This probability can be obtained by

$$
\begin{align*}
P(\text { slot }=k \mid X=R A) & =\frac{\frac{T_{S}}{T_{\text {frame }}-\gamma} \times \frac{T_{\text {frame }}-\gamma}{T_{\text {frame }}}}{\frac{T_{\text {frame }}-\gamma}{T_{\text {frame }}}} \\
& =\frac{T_{S}}{T_{\text {frame }}-\gamma} \tag{32}
\end{align*}
$$

For $D_{R A, k}$, there are two cases. If $k<M, D_{R A, k}$ can be obtained by
$D_{R A, k}=\frac{T_{S}}{2}+E_{p}$
where $T_{S} / 2$ means the average amount of time from virtual packet arrival time to the end of slot $k-1$. However, if $k=$ $M$, the transmission is delayed to the first slot of the next frame. Thus, $D_{R A, M}$ can be obtained by
$D_{R A, M}=\frac{T_{S}}{2}+\gamma+E_{p}$
where $\gamma$ becomes the additional delay to the first slot of the next frame. Thus, using (33) and (34), $\quad{ }_{k=1}^{M} D_{R A, k}$ can be obtained by
$\sum_{k=1}^{M} D_{R A . k}=M\left(\frac{T_{S}}{2}+E_{p}\right)+\gamma$.
Using (32) and (35), we can rewrite (31) as

$$
\begin{equation*}
E\left[D_{1} \mid X=R A\right]=\left\{M\left(\frac{T_{S}}{2}+E_{p}\right)+\gamma\right\} \times \frac{T_{S}}{T_{\text {frame }}-\gamma} \tag{36}
\end{equation*}
$$

Finally, using (26), (30), and (36), we can rewrite $E\left[D_{1}\right]$ in (25) as

$$
\begin{align*}
E\left[D_{1}\right]= & \sum_{k=1}^{M}\left\{\frac{T_{I}}{2}+(M-k) T_{I}+(k-1) T_{S}+E_{p}\right\} \\
& \times \frac{T_{I}}{T_{\text {frame }}}+\left\{M\left(\frac{T_{S}}{2}+E_{p}\right)+\gamma\right\} \times \frac{T_{S}}{T_{\text {frame }}} . \tag{37}
\end{align*}
$$

During retransmission, the slot is determined randomly using uniform distribution with the range from one to $M$, unlike the first transmission. As demonstrated in (24), $E\left[D_{i}\right]$ for $i \geq 2$ is completely different from $E\left[D_{1}\right]$. For $i \geq 2, E\left[D_{i}\right]$ can be obtained by

$$
\begin{equation*}
\left.E\left[D_{i}\right]=\frac{T_{\text {frame }}}{2}+(i-2) T_{\text {frame }}+\gamma+\frac{T_{\text {frame }}-\gamma}{2}\right) \tag{38}
\end{equation*}
$$

where the first term $T_{\text {frame }} / 2$ is the average amount of time between the first transmission and the beacon arrival, which notifies that transmission has failed. Then, during ( $i-2$ ) frames, retransmissions fail and the corresponding delay is the second term $(i-2) T_{\text {frame }}$. In the last transmission, which is eventually successful, there are two delays: $\gamma$ for beaconing and $\left(T_{\text {frame }}-\gamma\right) / 2$ for the average
packet delay from the first slot to a certain slot used for the $i$ th transmission. These are the third and last term, respectively. We can briefly rewrite (38) as
$E\left[D_{i}\right]=(i-1) T_{\text {frame }}+\frac{\gamma}{2}$.
The summation of $E\left[D_{i}\right]$ for $2 \leq i \leq \infty$ is included in (24). This can be obtained by Appendix A, and it is expressed as
$\sum_{i=2}^{\infty} E\left[D_{i}\right] \times P_{S}(i)=T_{\text {frame }}\left(\frac{1}{\rho}-1\right)+\frac{\gamma(1-\rho)}{2}$.
Finally, $E[D]$ in (21) can be rewritten as
$E[D]=E\left[D_{1}\right] \times P_{S}(1)+T_{\text {frame }}\left(\frac{1}{\rho}-1\right)+\frac{\gamma(1-\rho)}{2}$.

## 4. Numerical results

In this section, we show numerical results with various parameters: $M, T_{P}, p_{0}$, and $p_{1}$.

We consider the same environment as in [1,15]. Thus, we use almost the same parameters used in the studies. We set $R, c$, and $v_{\text {MAX }}$ at 300 Nautical Miles (NMi), where $1 \mathrm{NMi}=1.852 \mathrm{~km}, 3 \times 10^{8} \mathrm{~m} / \mathrm{s}$, and $680 \mathrm{~m} / \mathrm{s}$, respectively. Thus, $T_{M A X \_R T T}$ is 3.704 ms , where $T_{M A X \_R T T}=2 R / c$. The value of $N$ is set to 50 . We consider two types of $T_{P} \mathrm{~s}$ : one whose transmission time is longer than the maximum propagation delay ( 3.0 ms ), and another whose transmission time is shorter $(0.1 \mathrm{~ms})$.

Fig. 4 shows drift $d\left(x_{B}\right)$ according to $x_{B}$ with various $M, T_{P}, p_{0}$, and $p_{1}$. Fig. 4(a), (b), and (c) show the drift when $M$ is 10,30 , and 50 , respectively. When $x_{B}$ is zero, $d\left(x_{B}\right)$ is only affected by $p_{0}$, and thus BAS-ALOHA having the same $p_{0}$ provides the same $d\left(x_{B}\right)$, regardless of $p_{1}$. Reversely, when $x_{B}$ is $50, d\left(x_{B}\right)$ is only affected by $p_{1}$, and thus BAS-ALOHA having the same $p_{1}$ provides the same $d\left(x_{B}\right)$, regardless of $p_{0}$. In Fig. $4, d\left(x_{B}\right)$ decreases, whereas $x_{B}$ increases. In this case, $d\left(x_{B}\right)$ of zero means that the system is stable. Thus, the stable point is important to show the stability of the BAS-ALOHA system. In Fig. 4(a), $x_{B}$ is in the ranges of 42 to 46,39 to 42 , and 14 to 20 at the stable point where $p_{0}$ is $0.5,0.3$, and 0.1 , respectively. This means that BAS-ALOHA can support more backlogged nodes under the stable state, when $p_{0}$ is large. This can also be shown in Fig. 4(b) and (c). In Fig. 4(b), $x_{B}$ is in the ranges of 27 to 35,16 to 26 , and 2 to 7 at the stable point where
$p_{0}$ is $0.5,0.3$, and 0.1 , respectively. In Fig. $4(\mathrm{c}), x_{B}$ is in the ranges of 20 to 30,10 to 20 , and 1 to 4 at the stable point where $p_{0}$ is $0.5,0.3$, and 0.1 , respectively. In most of the cases in Fig. 4, when $p_{0}$ is the same, BAS-ALOHA having a larger $p_{1}$ can provide more backlogged nodes at the stable point.

Fig. 5 shows the normalized throughput $S$ according to the number of backlogged nodes. Fig. 5(a), (b), and (c) show $S$ when $M$ is 10,30 , and 50 , respectively, and $T_{P}$ is 0.1 ms , whereas Fig. 5(d), (e), and (f) show $S$ when $M$ is 10,30 , and 50 , respectively, and $T_{P}$ is 3.0 ms . When $M$ and $T_{P}$ are large, the maximum $S$ is also high because the ratio of overhead $\gamma$ to $T_{\text {frame }}$ is relatively small. In all cases where $p_{0}$ and $p_{1}$ are the same, $S$ is not affected by $x_{B}$ because the total traffic load is not changed. When $x_{B}$ is zero, $S$ is only affected by $p_{0}$, and thus BAS-ALOHA having the same $p_{0}$ provides the same $S$, regardless of $p_{1}$. Reversely, when $x_{B}$ is $50, S$ is only affected by $p_{1}$, and thus BASALOHA having the same $p_{1}$ provides the same $S$, regardless of $p_{0}$. BAS-ALOHA appears similar to S-ALOHA, which provides maximum $S$ when the total traffic load is one, having an overhead of $\gamma$ in a frame. Therefore, the maximum $S$ for BAS-ALOHA occurs at that total traffic load, i.e., $\left(M-x_{B}\right) p_{0}+x_{B} p_{1}$ is $M \gamma / T_{\text {frame }}$. Thus, when $M$ is 30 or 50, the maximum $S$ does not occur because the total traffic load with the given parameters $\left(x_{B}, p_{0}, p_{1}\right)$ is always smaller than $M \gamma / T_{\text {frame }}$.

Fig. 6 shows expected packet delay $D$ according to the number of backlogged nodes. Fig. 6(a), (b), and (c) show $D$ when $M$ is 10,30 , and 50 , respectively, and $T_{P}$ is 0.1 ms , whereas Fig. 6(d), (e), and (f) show $D$ when $M$ is 10,30 , and 50 , respectively, and $T_{P}$ is 3.0 ms . With the same $T_{P}$, $D$ is large when $M$ is small, because the number of collisions increases given the small $M$. With the same $M, D$ is large when $T_{P}$ is large. In all cases where $p_{0}$ and $p_{1}$ are the same, $D$ is not affected by $x_{B}$ because the total traffic load is not changed. When $x_{B}$ is zero, $D$ is only affected by $p_{0}$, and thus BAS-ALOHA having the same $p_{0}$ provides the same $S$, regardless of $p_{1}$. Reversely, when $x_{B}$ is $50, D$ is only affected by $p_{1}$, and thus BAS-ALOHA having the same $p_{1}$ provides the same $D$, regardless of $p_{0}$.

To verify our analytical models, we compare the results from performance analysis with those from simulation. We develop two simulators to evaluate drift, throughput and packet delay.


Fig. 4. Drift according to number of backlogged nodes ( $N=50$ ).


Fig. 5. Normalized throughput according to number of backlogged nodes $(N=50)$.


Fig. 6. Expected packet delay according to number of backlogged nodes in equilibrium ( $N=50$ ).

First, Algorithm 2 shows the algorithm of the first simulation to obtain drift and throughput. The input variables use the same notations as in performance analysis. In particular, slots $[M]$ is an array to present the number of packets transmitted in slot $M$. For example, if the value
of slots $[i]$ is three, three packets are transmitted in the $i$ th slot and they cause collision. If the value of slots $[i]$ is one, one packet is transmitted in the $i$ th slot and successful. From line 3 to 5 , slots[ $M$ ] array is initialized. In line $7, n_{-} p k t$ and $n_{-} p k e t_{-} f r$ means the number of pack-

```
Algorithm 2: Obtaining drift and throughput.
    Input: \(N, p_{0}, p_{1}, T_{\text {frame }}, M, T_{P}, x_{B}, t_{s, i}\), slots \([M]\)
    // Slot state initialization
    for \(i=0 ; i<=M ; i++\)
        slots \([i]=0\)
    end for
    \(n_{-} p k t=0, n_{-} p k t_{-} f r=0\)
    for \(i=0 ; i<=N ; i++\)
        if \(i>x_{B} / /\) fresh node
            if \(\operatorname{rand}()<=p_{0} / /\) packet generation
                index \(=\) getSlotIndex \(\left(t_{s, i}\right)\)
                slots[index]++
                n_pkt++
                \(n_{-} p k t \_f r++\)
            end if
        else // backlogged node
            if \(\operatorname{rand}()<=p_{1}\)
                index \(=\) getRandNum \((M)\)
                slots[index]++
                n_pkt++
            end if
        end if
    end for
    n_pkt_suc \(=0\)
    for \(i=1 ; i<=M ; i++\)
        if \(\operatorname{slots}[i]==1\)
            n_pkt_suc++
        end if
    end for
    \(d r i f t=n_{-} p k t_{-} f r-n_{-} p k t \_s u c\)
    throughput \(=n_{-} p k t \_\)suc \(\times T_{P} / T_{\text {frame }}\)
```

ets and the number of fresh packets, respectively. From the line 8 to 23 , packets are generated and transmitted by both fresh nodes and backlogged nodes. The line from 9 to 15 are for the fresh nodes. In line 10 , rand() function returns a single uniformly distributed random number between 0 and 1 . If the return value is less or equal to $p_{0}$, the fresh node generates a packet and determines a slot for transmission by using getSlotIndex() function. This function performs time alignment mechanism described in Section 2.1 with the input value $t_{s, i}$ and returns slot index corresponding to the $t_{s, i}$. The return variable is assigned into index and slots[index] increases by one. Moreover, $n_{-} p k t$ and $n_{-} p k e t_{-} f r$ also increase by one, respectively. The line from 16 to 22 are for the backlogged nodes. In line 17 , if the return value of $\operatorname{rand}()$ is less or equal to $p_{1}$, the backlogged node generates a packet and determines a slot for transmission by using getRandNum() function, not getSlotIndex(). The getRandNum() function requires input value $M$ and returns a single uniformly distributed random number between 1 to $M$. The return value is assigned into index and slot[index] and $n \_p k t$ increase by one. From line 25 to 30, the variable $n_{-} p k t$ _suc counts the number of suc-
cessful packets. Finally, in line 32 and 33, drift and throughput are obtained as Eqs. (7) and (20), respectively.

```
Algorithm 3: Obtaining packet delay.
    1 Input: \(N, p_{0}, p_{1}, T_{\text {frame }}, M, \gamma, T_{P}, x_{B}, t_{s, i}, t_{s, v}, \tau_{i}\),
    slots[ \(M\) ]
    n_retx \(=0\)
    while 1
        for \(i=1 ; i<=M ; i++\)
        slots \([i]=0\);
        end for
        \(n_{-} p k t=0, n_{-} p k t_{-} f r=0, n_{-} p k t \_\)back \(=0\)
        for \(i=1 ; i<=N-x_{B}-1 ; i++\)
            if \(\operatorname{rand}()<=p_{0}\)
                \(n_{-} p k t \_f r++\)
                end if
        end for
        for \(i=1 ; i<=x_{B}-1 ; i++\)
            if \(\operatorname{rand}()<=p_{1}\)
            n_pkt_back++
            end if
        end for
        if \(n \_\)retx \(==0 / /\) First transmission
            if \(\operatorname{rand}()<=p_{1}\)
                n_pkt_back++
            end if
            \(v_{-} i n d e x=\) getSlotIndex \(\left(t_{s, v}\right)\)
        else // From the 2nd transmission
            if \(\operatorname{rand}()<=p_{0}\)
                n_pkt_fr++
                end if
            \(v_{-}\)index \(=\)getRandNum \((M)\)
        end if
        slots[ \(v_{-}\)index]++ // tx by virtual node
        \(n_{-} p k t=n_{-} p k t \_f r+n_{-} p k t \_b a c k\)
        for \(i=1 ; i<=n \_p k t ; i++\)
            index \(=\) getRandNum \((M)\)
            slots[index]++ // tx by other nodes
            end for
            if \(\operatorname{slots}\left[v_{-}\right.\)index \(]==1 / / \mathrm{tx}\) success
            if || first transmission is successful
                delay \(=\gamma+T_{S}\left(v_{-}\right.\)index -1\()-t_{s, v}+\tau_{i}\)
            else
                    delay \(=\left(T_{\text {frame }}-t_{s, v}\right)\)
                        \(+T_{\text {frame }}\left(n_{-} r e t x-1\right)\)
                        \(+\gamma+T_{S}\left(v \_i n d e x-1\right)+\tau_{i}\)
            end if
            break // escape while loop
        else // retransmission is required
            n_retx++
        end if
    end while
```

Second, Algorithm 3 shows the algorithm of the second simulator to obtain packet delay. To calculate the packet delay, we define a virtual node as one of the fresh nodes. The virtual node attempts to transmit a packet until success. Thus, the packet of virtual node is used to calcu-


Fig. 7. Comparison between simulation and analysis ( $M=50, N=50$ ).
late the packet delay. In line $2, n_{-}$retx, which denotes the number of retransmissions, is initialized by zero. Then the while loop starts and finished when transmission is successful. From line 4 to 7 , slots $[M]$ array, $n_{-} p k t, n_{-} p k t \_f r$, and $n_{-} p k t \_b a c k$ are initialized. Then from line 8 to 17 , $N-x_{B}-1$ fresh nodes and $x_{B}-1$ backlogged nodes, totally $N-2$ nodes, generate their packet. Two nodes including a virtual node did not generate packets yet. Either a virtual node or the other node becomes a fresh node. The condition in line 18 means that a virtual node is a fresh node. Thus, the condition is satisfied, the backlogged node generates a packet through line 19 to 21 and the virtual node determines slot index, $v_{-}$index, for transmission by using getSlotIndex() function. If the condition in line 18 is not satisfied, i.e., the virtual nodes is a backlogged node and the other node is a fresh node, then the fresh node generates a packet through line 24 to 26 and the virtual node determines $v$ _index for retransmission by using getRandNum() function. After generating packets from $N$ nodes including a virtual node, transmission is performed through from line 30 to 35 . In line 36 , if the transmission of virtual node is successful, the condition is satisfied. Then the packet delay is calculated and stored in delay variable. If the transmission of the virtual node is successful at once, then the value of delay is obtained as in line 38. Otherwise, the delay is obtained considering the number of retransmissions, $n \_$retx, as in lines from 40 to 42 . After that, while loop is finished by break statement. However, the transmission of a virtual node is failed. Then $n_{-}$retx increases by one and while loop restarts.

Fig. 7 presents the comparison between simulation and analysis when both $M$ and $N$ are 50 . As shown, analytical results and simulation results of drift, throughput, and packet delay are almost same, when the same values of variables are used. Thus, our analytical models are verified.

## 5. Conclusions

In this paper, we simply designed BAS-ALOHA to support retransmission using B-ACK, and also derived analytical models for BAS-ALOHA for stability, throughput, and packet delay. Through time alignment with the estimated PDC and B-ACK, BAS-ALOHA can reduce guard time caused by large propagation delay, and can be used adequately for long propagation networks. All of our analytical models are fully mathematical, unlike existing models. Through nu-
merical results, we showed the performance of BAS-ALOHA with various parameters: the number of slots in a frame, packet length, $p_{0}$, and $p_{1}$. We expect our analytical models to be a foundation for deriving fully mathematical models for variants of S-ALOHA using B-ACK.

## Appendix A. Derivation of Eq. (40)

We use infinite geometrical progression in order to obtain equation $\sum_{i=2}^{\infty} E\left[D_{i}\right] \times P_{S}(i)$. To start the equation with $i=1$, we rewrite the equation as

$$
\begin{align*}
& \sum_{i=2}^{\infty} E\left[D_{i}\right] \times P_{S}(i) \\
& \quad=\sum_{i=2}^{\infty}\left\{\left((i-1) T_{\text {frame }}+\frac{\gamma}{2}\right)(1-\rho)^{i-1} \rho\right\} \\
& \quad=\sum_{i=2}^{\infty}\left\{\left((i-1) T_{\text {frame }}+\frac{\gamma}{2}\right)(1-\rho)^{i-1} \rho\right\}+\frac{\gamma \rho}{2}-\frac{\gamma \rho}{2} \\
& \quad=\sum_{i=1}^{\infty}\left\{\left((i-1) T_{\text {frame }}+\frac{\gamma}{2}\right)(1-\rho)^{i-1} \rho\right\}-\frac{\gamma \rho}{2} \quad \text { (A.1) } \tag{A.1}
\end{align*}
$$

where $E\left[D_{i}\right]$ and $P_{S}(i)$ for $i \geq 2$ can be obtained by (39) and (22), respectively. The first term of (A.1) can be divided into two parts as

$$
\begin{align*}
& \sum_{i=1}^{\infty}\left\{\left((i-1) T_{\text {frame }}+\frac{\gamma}{2}\right) \times(1-\rho)^{i-1} \rho\right\} \\
& =\sum_{i=1}^{\infty}(i-1) T_{\text {frame }} \times(1-\rho)^{i-1} \rho \\
& \quad+\sum_{i=1}^{\infty} \frac{\gamma(1-\rho)^{i-1} \rho}{2} \tag{A.2}
\end{align*}
$$

In (A.2), the first term can be expressed as

$$
\begin{align*}
& \sum_{i=1}^{\infty}(i-1) T_{\text {frame }} \times(1-\rho)^{i-1} \rho \\
& \quad=\sum_{i=1}^{\infty} i T_{\text {frame }}(1-\rho)^{i-1} \rho-\sum_{i=1}^{\infty} T_{\text {frame }}(1-\rho)^{i-1} \rho \tag{A.3}
\end{align*}
$$

As shown in (A.3), this equation consists of two terms. The first term of (A.3) can be obtained by

$$
\begin{align*}
& \sum_{i=1}^{\infty} i T_{\text {frame }}(1-\rho)^{i-1} \rho \\
& \quad=\sum_{i=1}^{\infty}-\rho T_{\text {frame }} \frac{d}{d \rho}(1-\rho)^{i} \\
& =-\rho T_{\text {frame }} \sum_{i=1}^{\infty} \frac{d}{d \rho}(1-\rho)^{i} \\
& =-\rho T_{\text {frame }} \frac{d}{d \rho} \sum_{i=1}^{\infty}(1-\rho)^{i} \\
& =-\rho T_{\text {frame }} \frac{d}{d \rho}\left(\frac{1-\rho}{\rho}\right) \\
& =-\rho T_{\text {frame }} \frac{-1}{\rho^{2}} \\
& =\frac{T_{\text {frame }}}{\rho} \tag{A.4}
\end{align*}
$$

and the second term of (A.3) can be obtained by

$$
\begin{align*}
\sum_{i=1}^{\infty} T_{\text {frame }}(1-\rho)^{i-1} \rho & =\frac{\rho T_{\text {frame }}}{1-(1-\rho)} \\
& =T_{\text {frame }} \tag{A.5}
\end{align*}
$$

By combining (A.4) and (A.5), (A.3) can be rewritten as

$$
\begin{align*}
\sum_{i=1}^{\infty}(i-1) T_{\text {frame }}(1-\rho)^{i-1} \rho & =\frac{T_{\text {frame }}}{\rho}-T_{\text {frame }} \\
& =T_{\text {frame }}\left(\frac{1}{\rho}-1\right) \tag{A.6}
\end{align*}
$$

Using (A.6), we can rewrite (A.2) as

$$
\begin{align*}
& \sum_{i=1}^{\infty}\left\{\left((i-1) T_{\text {frame }}+\frac{\gamma}{2}\right) \times(1-\rho)^{i-1} \rho\right\} \\
& \quad=T_{\text {frame }}\left(\frac{1}{\rho}-1\right)+\sum_{i=1}^{\infty} \frac{\gamma(1-\rho)^{i-1} \rho}{2} \\
& \quad=T_{\text {frame }}\left(\frac{1}{\rho}-1\right)+\frac{\gamma}{2} \tag{A.7}
\end{align*}
$$

Finally, by substituting (A.7) into (A.1), we obtain (A.8), which is expressed as

$$
\begin{align*}
& \sum_{i=2}^{\infty} E\left[D_{i}\right] \times P_{S}(i) \\
& \quad=T_{\text {frame }}\left(\frac{1}{\rho}-1\right)+\frac{\gamma}{2}-\frac{\gamma \rho}{2} \\
& =T_{\text {frame }}\left(\frac{1}{\rho}-1\right)+\frac{\gamma(1-\rho)}{2} \tag{A.8}
\end{align*}
$$

As shown in (A.8), the equation (40) is derived.
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