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a b s t r a c t 

Sensor network virtualization is a promising paradigm to move away from highly-customized, 

application-specific wireless sensor network deployment by opening up to the possibility of dynamically 

assigning general purpose physical resources to multiple stakeholder applications. In this field, this paper 

introduces an optimization framework to perform the allocation of physical shared resources of wireless 

sensor networks to multiple requesting applications. The proposed optimization framework aims to max- 

imize the total number of applications which can share a common physical network, while accounting 

for the distinguishing characteristics and limitations of the wireless sensor environment (limited storage, 

limited processing power, limited bandwidth, tight energy consumption requirements). Due to the com- 

plexity of the optimization problem, a heuristic algorithm is also proposed. The proposed framework is 

finally evaluated by simulation considering realistic parameters from actual sensor nodes and deployed 

applications to provide a detailed performance evaluation and to assess the gain involved in letting multi- 

ple applications share a common physical network with respect to one-application, one-network vertical 

design approaches. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

In the Internet of Things (IoT) vision, the Internet is “pushed

own” to everyday objects which are equipped with sensing ca-

abilities to gather information on the environment they are

mmersed in, processing/storage capabilities to locally filter and

tore data, and communication peripherals to deliver the col-

ected/processed data remotely either directly, or through multi-

op paths leveraging the cooperation of other smart objects for

raffic relaying. In this last case, network of smart objects, often

eferred to as Wireless Sensor Networks, are set up to collect and

eliver data in specific areas. WSNs can be deployed in diverse

cenarios and environments to support diverse application/services

anging from smart home or environmental monitoring based on

calar sensed data to more demanding applications based on mul-

imedia sensors. 

Usually, WSNs are designed and deployed in a “vertical”,

pplication-specific way, in which the hardware and network re-

ources are customized to the specific application requirements.
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n one hand, such design paradigm allows to have “optimal” per-

ormance on the specific application, but, on the other hand, it

recludes resources (hardware and software) reuse when other

pplications and services must be contemplated. In the end, this

as led in the past to the proliferation of redundant WSNs

eployments [1] . 

In this context, novel approaches are recently being investigated

argeting the smart reuse of general purpose wireless sensor net-

orks to dynamically support multiple applications and services.

he key idea behind these approaches, which often go under the

ames of Virtual Sensor Networks (VSN) [2] or Software Defined

ensor Networks (SDSN) [3] , is to decouple the physical infras-

ructure and resources from application ownerships which leads to

ore efficient resource utilization, lower cost and increased flexi-

ility and manageability in WSN deployments [4] . Network virtual-

zation technologies are used to abstract away “physical resources”

ncluding node processing/storage capabilities, available communi- 

ation bandwidth and routing protocols, which can then be “com-

osed” at a logical level to support usage by multiple independent

sers and even by multiple concurrent applications [5] . While net-

ork virtualization and software defined networks are already a

eality in many communication networks [6,7] , research on sen-

or network virtualization is still in its infancy and comprehensive
llocation in virtual sensor networks, Ad Hoc Networks (2016), 
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solutions still need to be found to cope with the specific character-

istics of WSNs in terms of limited node capabilities and communi-

cation bandwidth. 

In this work, we focus on the design of a virtualization en-

gine for WSNs. Namely, we consider a general purpose WSN

which can be used to support multiple applications and we pro-

pose a mathematical programming framework to optimally allo-

cate shared physical resources to the requesting applications. In

more details, the proposed framework allocates the physical re-

sources of the general purpose WSN to multiple concurrent appli-

cations while accounting for the network- and hardware-specific

constraints (processing, storage, available bandwidth, limited com-

munication range) and the specific application requirements. Due

to the high computational complexity of the resulting optimiza-

tion model, a heuristic algorithm is also proposed. Numerical re-

sults are then obtained by applying the proposed framework to re-

alistic WSN instances to assess the efficiency of the virtualization

process. 

The paper is organized as follows: Section 2 overviews

the related work in the field of sensor network virtualization.

Section 3 describes the proposed system model and the optimiza-

tion problem for resource allocation in virtual sensor networks, in-

cluding a complexity analysis of this problem. Section 4 explains

the proposed heuristic algorithm. In Section 5 , the proposed op-

timization model and heuristic algorithm are evaluated by simu-

lation for a set of scalar and multimedia applications also with

different types of sensor nodes. Finally, some conclusions are pro-

vided in Section 6 . 

2. Related work 

The emergence of shared sensor networks has stimulated re-

search effort s in the field of novel programming abstractions at

the node level and management framework at the network level

to support multiple applications over a shared physical infrastruc-

ture [8–11] . 

At the node level, architectures based on virtual machines are

proposed to enable virtualization and re-programmability. As an

example, MateÌ [12] , ASVM [13] , Melete [14] and VMStar [15] are

frameworks for building application-specific virtual machines over

constrained sensor platforms. 

At the network level, several virtualization management plat-

forms have been introduced. SenSHare [16] creates multiple over-

lay sensor networks which are “owned” by different applications

on top of a shared physical infrastructure. UMADE [17] is an inte-

grated system for allocating and deploying applications in shared

sensor networks based on the concept of Quality of Monitor-

ing (QoM). Fok et al. [18] introduce middleware abstractions to

represent multiple QoM requirements from multiple applications,

whereas a service-oriented middleware is presented in [19] to ad-

dress the challenges faced by running multiple applications onto

heterogeneous WSNs. A prototype of Software Defined Wireless

Sensor Network is proposed in [20] where a centralized control

plane dynamically manages communication routes in the network

with the goal of augmenting the energy efficiency. 

Generally speaking, the aforementioned work provides “prac-

tical” building blocks to build up virtual sensor networks. Differ-

ently, we focus in this paper on the “intelligence” to properly al-

locate physical resources to virtual applications, which can be cast

as a general resource allocation problem. Even if radio/network re-

source allocation is a widely debated topic in the literature, still

very few works have appeared on the optimal resource allocation

in the field of Virtual or Shared Sensor Networks. 

In [21] the authors propose an optimization framework to max-

imize the Quality of Monitoring (QoM) in shared sensor networks.

The proposed framework focuses on environmental monitoring ap-
Please cite this article as: C. Delgado et al., On optimal resource a
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lications whose reference “quality” can be modeled as dependent

n the variance in the sensed data, and derives the application-

o-sensors assignment which minimizes such variance. The same

uthors address in a later work the case where the application as-

ignment problem is no longer centralized but rather distributed

y resorting to game-theoretic tools [22] . Ajmal et al. leverage the

oncept of QoM and propose an admission control scheme to dy-

amically “admit” applications to be deployed on physical sensor

etworks. The authors of [23] focus on the problem of scheduling

pplications to shared sensor nodes with the ultimate goal of max-

mizing the sensor network lifetime. Along the same lines, Zeng

t al. propose in [24] an optimization framework to prolong net-

ork lifetime by properly scheduling the tasks in a shared/virtual

ensor network. 

The problem of allocating physical resources to multiple appli-

ations is also often cast as an auction. In [25] , the authors propose

 reverse combinatorial auction, in which the sensor nodes act as

idders and bid cost values (according to their available resources)

or accomplishing the subset of the applications’ tasks. Optimal

idding strategies are then studied to make the auction effective

nd truthful. 

To the authors’ knowledge, this is the first approach to model

nd analyze the physical resource allocation problem (processing,

torage, available bandwidth, limited communication range) for

ifferent applications in virtual sensor networks from an optimiza-

ion point of view. This work extends and completes our previous

ork [26] with three main additional contributions: (i) we pro-

ide a complexity analysis of the proposed optimization problem,

hich is proven to be NP-complete; (ii) consequently, we intro-

uce a heuristic iterative algorithm to obtain sub-optimal solutions

f the resource allocation problem by reducing its complexity. We

how in the performance evaluation section that, as the problem

ize grows, the heuristic algorithm provides results close to the op-

imum with a much lower computation time; (iii) a more compre-

ensive performance evaluation analysis of the proposed approach

s carried out: in [26] we mainly focus on showing the benefits of

irtualization. In this work we analyze thoroughly the impact of

arying the main model parameters (number of scalar and mul-

imedia nodes; number of sinks; lifetime; type of routing) in the

ystem performance and we also evaluate the performance of the

roposed heuristic algorithm. 

. System model and optimization framework 

Table 1 summarizes the notation used through this section. Let

 = { s 1 , s 2 , . . . , s l } be a set of sensor nodes, A = { a 1 , a 2 , . . . , a m 

} a

et of applications which are to be deployed in the reference area,

nd T = { t 1 , . . . , t n } a set of test points in the reference network

cenario. These test points are physical locations where the appli-

ation’s sensing parameter must be measured (e.g., a test point can

e a physical location where a temperature monitoring application

eed to collect a temperature sample). To simplify notation, in the

ollowing we will use the subscript index i (or h ) to refer to a sen-

or node s i (or s h ), the subscript index j to refer to an application

 j and the subscript index k to refer to a test point t k . 

Each application j requires to sense a given set of test points

 j ⊆T . Formally, the application j has to be deployed in a subset of

ensor node set S such that all the test points in T j are sensed.

e consider that a test point is covered by a sensor node i if it is

ithin its sensing range, R s 
i 
. Thus, given a test point, a set of sensor

odes can cover it (the test point can be in the sensing range of

everal nodes), but only one sensor node will sense it. 

Therefore, it is convenient to introduce as well the set S jk de-

ned as the set of sensor nodes which cover the test point k , with

 ∈ T j . In other words, if the application j is deployed on any of

he sensors in set S jk , then the target test point k is sensed for
llocation in virtual sensor networks, Ad Hoc Networks (2016), 

http://dx.doi.org/10.1016/j.adhoc.2016.04.004


C. Delgado et al. / Ad Hoc Networks 0 0 0 (2016) 1–18 3 

ARTICLE IN PRESS 

JID: ADHOC [m5G; July 4, 2016;14:19 ] 

Table 1 

Set of parameters of the optimization framework. 

Parameter Definition 

Propagation model 

P max Maximum transmission power 

R T max Maximum transmission range with P max 

R I max Maximum interference range with P max 

g ih Channel gain from transmitter i to receiver h in the directional link ( i , h ) 

d ih Distance from i to h 

R T ( p i ) Transmission range for node i with transmission power p i 
R I ( p i ) Interference range for node i with transmission power p i 

Sets, vectors, revenues and costs 

S = { s 1 , s 2 , . . . , s l } Set of sensor nodes; subscript index i (or h ) refers to sensor node s i (or s h ) 

SINK Set of sink nodes (a subset of S ) 

A = { a 1 , a 2 , . . . , a m } Set of applications; subscript index j refers to application a j 
T = { t 1 , . . . , t n } Set of test points; subscript index k refers to test point t k 
T j Set of test points of application j 

S jk Set of sensor nodes which cover test point k of application j 

r j = 

{
c j , m j , l j 

}
Requirement vector of application j (source rate, memory, processing load) 

o i = { C i , M i , L i , E i } Resource vector of node i (bandwidth, storage, proccessing power, energy) 

Q = [ q 1 , q 2 , . . . , q m ] 
T Preference vector across all the m applications 

q j Revenue for having application j successfully deployed 

δi Cost incurred in activating sensor node i . 

Coverage and application deployment 

z j Binary variable indicating if application j is successfully deployed 

y ijk Binary variable indicating if test point k of application j is deployed at sensor node i 

x i Binary variable indicating if sensor node i is active 

h jk Binary variable indicating if test point k of set T j is sensed by a sensor node 

N ij Maximum number of test points of application j actually covered by sensor node i 

Routing 

f ih Flow of data in bps transmitted from node i to node h 

l ih Binary constant indicating if the distance between node i and node h is lower than R T max 

b ih Binary variable indicating if data are transmitted from node i to node h 

K Constant higher than the maximum transmission rate of a node 

Bandwidth 

C ih Capacity of the link ( i , h ) 

IF ih Fraction of time that other links interfere the link ( i , h ) 

Energy 

P t 
i 

Power dissipation at the radio transmitter of node i 

P r 
i 

Power dissipation at the radio receiver of node i 
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his application. A necessary condition for an application j to be

uccessfully deployed is that all the test points in its target set T j 
ust be sensed. 

Each application j in A is further characterized by a require-

ent vector r j = 

{
c j , m j , l j 

}
which specifies the generated source

ate [bit/s], memory [bits] and processing load [MIPS] consumed

y the application when it is deployed on a sensor node. The re-

uirement vector can be interpreted as the amount of resources

eeded to accomplish the specific tasks required by the applica-

ion (e.g., acquire, process and transmit 10 temperature samples,

r acquire process and transmit one JPEG image, etc.). Additionally,

ach sensor node i in S is characterized by a given resource vector

 i = { C i , M i , L i , E i } , which specifies its available bandwidth, storage

apabilities, processing power and energy store. 

A protocol interference model with power control [27] is used

o characterize the wireless communications among the sensor

odes. The maximum transmission power is P max . With this power,

here are a maximum transmission range R T max and a maximum

nterference range R I max . Given a directional link between a pair

f nodes ( i , h ), the channel gain from transmitter i to receiver h

s defined as g ih = g 0 · d 
−γ
ih 

, being d ih the distance from i to h , γ
he path loss index and g 0 a constant dependent on antenna pa-

ameters. A transmission is successful if the received power ex-

eeds a threshold α. Additionally, all the nodes under the inter-

erence range of a sensor node share the same transmission chan-

el and therefore, the transmission time must be divided between
Please cite this article as: C. Delgado et al., On optimal resource a
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hem. If p i is the transmission power assigned to node i , a trans-

ission towards h is successful if p i · g ih > α. Thus, the transmis-

ion range for node i with transmission power p i can be obtained

s R T 
i ( p i ) = ( p i · g 0 /α) 1 /γ . Similarly, the interference resulting from

ode i with power p i is non-negligible only if it exceeds a certain

hreshold β . Then, the interference range is R I 
i ( p i ) = ( p i · g 0 /β) 

1 /γ
.

Qualitatively, the application assignment problem for virtual

ensor networks can be defined as follows: to maximize the

eighted number of deployed applications subject to coverage

onstraints (the set of test points of each application must be

ensed) and application requirements (each application should be

ssigned enough bandwidth, and processing and storage resources

o operate successfully). In addition, due to the multihop nature

f WSNs, routing and link capacity constraints must be considered

hen the data generated by the application has to be delivered

emotely. 

Further, let us assume that a preference vector across all the m

pplications is defined, Q = [ q 1 , q 2 , . . . , q m 

] 
T 
, where q j represents

he revenue for the network provider for having application j suc-

essfully deployed in the network. Let z j be a binary variable indi-

ating if application j is successfully deployed in the network. Let

 ijk be a binary variable indicating if application j is deployed at

ensor node i covering test point k . Let x i be a binary variable indi-

ating if sensor node i is active in the network. Let h jk be a binary

ariable which indicates if test point k belonging to set T j is sensed

y a sensor node which runs application j . 
llocation in virtual sensor networks, Ad Hoc Networks (2016), 
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The objective function aims at maximizing the overall revenue

out of the application deployment process while minimizing the

cost related to activating sensor nodes: 

max 

( ∑ 

j∈ A 
q j z j −

∑ 

i ∈ S 
δi x i 

) 

(1)

where δi is the cost incurred in activating sensor node i . 

3.1. Constraints on coverage and on resources of the sensors 

Constraints (2) –(5) require that all the applications which are

actually deployed do fulfill the coverage constraints, that is, they

sense all the required test points. Specifically, Eq. (2) indicates that

a test point k of an application j is sensed if the application j is

deployed at a sensor node i belonging to S jk . If so, it ensures that

it is only sensed by sensor node i . Eq. (3) ensures that if a sensor

i does not cover a test point k of an application j , then it can not

sense that test point. Depending on the application, it can be pos-

sible that the same sensor node can sense several of its test points

(e.g., visual applications). If we define N ij as the maximum num-

ber of test points of the same application j that a sensor i is able

to sense, Eq. (4) guarantees that this threshold is not exceeded.

Eq. (5) indicates that an application j is successfully deployed, i.e.,

z j = 1 , only if all its test points are sensed ( h i j = 1 , ∀ k ∈ T j ). On

the other hand, if the application is not successfully deployed,

i.e., if z j = 0 , the constraint forces that none of its test points are

sensed by any node ( h i j = 0 , ∀ k ∈ T j and consequently according to

Eq. (2) , y i jk = 0 , ∀ k ∈ T j , ∀ i ∈ S jk ). This guarantees that if the appli-

cation cannot be deployed, resources are not wasted. ∑ 

i ∈ S jk 
y i jk = h jk ∀ j ∈ A, ∀ k ∈ T j (2)

y i jk = 0 ∀ i / ∈ S jk , ∀ j ∈ A, ∀ k ∈ T j (3)

∑ 

k ∈ T j 
y i jk ≤ N i j ∀ i ∈ S, ∀ j ∈ A (4)

z j = 

∑ 

k ∈ T j h jk ∣∣T j ∣∣ ∀ j ∈ A (5)

Constraints (6) and (7) are budget-type constraints for the avail-

able storage and processing load of the sensor nodes. ∑ 

j∈ A 

∑ 

k ∈ T j 
m j y i jk ≤ M i ∀ i ∈ S (6)

∑ 

j∈ A 

∑ 

k ∈ T j 
l j y i jk ≤ L i ∀ i ∈ S (7)

3.2. Routing constraints 

The deployed applications will require most likely that the

information generated locally is delivered remotely to collection

points (sink nodes) through multihop paths. Note that these sensor

nodes may run deployed applications or not. By resorting to a fluid

model, it should be ensured that all the data produced by the sen-

sors running applications are received by the sink nodes. This fact

can be conveniently expressed using the following constraints: ∑ 

h ∈ S 
i � = h 

f hi −
∑ 

h ∈ S 
h � = i 

f ih + 

∑ 

j∈ A 

∑ 

k ∈ T j 
c j y i jk = 0 ∀ i ∈ S \ SINK (8)

∑ 

j∈ A 
| T j | c j z j = 

∑ 

h ∈ SINK 

⎛ 

⎜ ⎝ 

∑ 

i ∈ S 
i � = h 

f ih + 

∑ 

j∈ A 

∑ 

k ∈ T j 
c j y h jk 

⎞ 

⎟ ⎠ 

(9)
Please cite this article as: C. Delgado et al., On optimal resource a
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here SINK is the set of sink nodes (a subset of S ) and f ih is a vari-

ble representing the flow of data in bps transmitted from node

 to node h . Constraints (8) enforce flow conservation at sensor

odes: the incoming flow rate to a node i plus the data generated

y itself must be equal to the outcoming flow rate. The variable y ijk 
s 1 if sensor node i senses test point k of application j , i.e., if node

 is running application j and therefore generating c j bps because it

s close enough to test point k to monitor the sensing parameter of

pplication j . Constraint (9) imposes that the amount of data gen-

rated in the network is equal to the amount of data collected by

he set of sinks. The left term represents the total data rate gen-

rated in the network: for each active application j ( z j = 1 ) there

re | T j | sensor nodes sensing the corresponding | T j | test points and

herefore each one generating c j bps. The right term represents the

otal data rate received by the set of sink nodes plus the rate gen-

rated by themselves in case they were also running applications.

his equality, together with the flow conservation in constraints

8) , imposes that all the data rate generated in the network is fi-

ally collected by the set of sinks (delivered by other nodes or gen-

rated by the sinks themselves). 

The following constraint set enforces that if a sensor node is

ither running an application or receiving data, then it must be

ctive in the network: 
 

h ∈ S 
h � = i 

f hi + 

∑ 

j∈ A 

∑ 

k ∈ T j 
c j y i jk ≤ Kx i ∀ i ∈ S (10)

here K is a constant high enough (higher than the maximum

ransmission rate of a node). Finally, constraints 

f ih ≤ Kl ih ∀ i, h ∈ S (11)

here l ih is a constant that indicates if there is a viable link be-

ween i and h , i.e., if the distance between both nodes is less than

he maximum transmission range R T max , then l ih = 1 and l ih = 0

therwise. Therefore, these constraints ensure that data must be

ransmitted exclusively along neighboring nodes. 

These expressions allow flow splitting and multipath routing. In

he sequel, we will denote this kind of routing as multipath routing .

However, in WSNs routes from each sensor node to a sink node

ollow typically a single path, such as the Destination Oriented Di-

ected Acyclic Graph (DODAG) of RPL [28] . Therefore, we introduce

he following restrictions to ensure that all the traffic flowing out

f a sensor has only one possible route to a sink: 

 ih ≤ l ih ∀ i, h ∈ S (12)

 

hεS 

b ih ≤ 1 ∀ i ∈ S (13)

f ih ≤ Kb ih ∀ i, h ∈ S (14)

here b ih is a binary variable which indicates if data are transmit-

ed from node i to node h . Constraints (13) and (14) impose that

nly one link from sensor node i to any of its neighbors transports

ll the data that i must forward. In the sequel, we will denote this

ind of routing as singlepath routing . 

Including the route creation in the optimization framework may

ot be always feasible. In addition, since all the traffic in WSN is

orwarded to a single or a limited number of sinks, the main bot-

leneck will be mainly the last hop to these sinks. For these rea-

ons, we also consider the possibility of excluding the routing from

he optimization process and assuming a predefined set of routes

rom each node to a sink. To that purpose, we build DODAGs using

he number of hops as a metric (i.e., when there are several sinks,

ach node belongs to the DODAG that reaches a sink with the min-

mum number of hops). This implies that Eqs. (12) –(14) must be

xcluded from the model and that for each node i , the constant l ih 
s 1 just for a single h (the father node in the routing tree towards
llocation in virtual sensor networks, Ad Hoc Networks (2016), 
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he sink) and therefore f ih ′ = 0 for all h ′ � = h . In the sequel, we will

enote this kind of routing as static routing . 

.3. Bandwidth constraints 

The available bandwidth in the network is limited and must be

hared among sensor nodes. We assume that a fair medium ac-

ess control scheme orchestrates the access to the shared medium.

iven a directional link between a pair of nodes ( i , h ), let the

apacity of the link be defined as C ih = min ( C i , C h ) . This aims to

odel that the transmission rate is limited by the most restrictive

ode in the link. Transmissions of other links where i or h are ei-

her transmitter or receiver cannot be simultaneously active with

 i , h ) (note that some combinations are not possible in this partic-

lar case due to routing constraints, i.e., another link with i as a

ransmitter). 

According to the considered protocol interference model, the in-

erfering links for link ( i , h ) are those whose receiver is within the

nterference range of node i or the links where h is within the in-

erference range of its transmitter. Although none of these links

an be simultaneously active with ( i , h ), some of them (depend-

ng on their relative positions) could be simultaneously active with

ach other. Therefore, if we define IF ih as the fraction of time that

ther links interfere the link ( i , h ), we have that: 

F ih = 

∑ 

g∈ S 
g� = h 

f ig 

C ig 
+ 

∑ 

g∈ S 

f gi 

C gi 

+ 

∑ 

g∈ S 
g� = i 

f hg 

C hg 

+ 

∑ 

g∈ S 
g� = i 

f gh 

C gh 

+ 

∑ 

g,t∈ S 
d it <R I 

i 
(p i ) 

f gt 

C gt 
+ 

∑ 

g,t∈ S 
d gh <R I g (p g ) 

f gt 

C gt 
(15) 

Then, for each link ( i , h ) in the network it must be ensured that

he fraction of time used by the link plus all its interferences is

ess or equal to 1: 

f ih 
C ih 

+ IF ih ≤ 1 ∀ i, h ∈ S (16)

Constraints (16) are the equivalent budget-type constraints for

he available wireless capacity to the storage and processing load

onstraints given in (6) and (7) . 

.4. Energy constraints 

Finally, energy constraints are included to ensure that the ap-

lication deployment pattern guarantees a minimum lifetime L

or the virtual sensor network. Typically, energy consumption due

o wireless communication (i.e., transmitting and receiving) has

een considered the dominant factor in power consumption for

SNs [29] . While this is the case for traditional scalar applica-

ions, where processing is limited to simple operations, in multi-

edia applications the energy required to process data can not be

eglected [30] . 

Regarding wireless transceiver, the power dissipation at the ra-

io transmitter P t 
i 

or at the radio receiver P r 
i 

of each node i can be

odeled as [31] : 

 

t 
i = 

∑ 

h ∈ S,h � = i 

(
β1 + β2 d 

γ
ih 

)
f ih ∀ i ∈ S (17) 

 

r 
i = ρ

∑ 

h ∈ S,h � = i 
f hi ∀ i ∈ S (18) 

Typical values for β1 , β2 and ρ are β1 = ρ = 50 nJ/bit and β2 =
 . 0013 pJ/bit/m 

4 
, with γ = 4 the path loss index. 

The estimation of the power dissipation due to the processing

oad is not so straightforward, since it depends on several factors
Please cite this article as: C. Delgado et al., On optimal resource a
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uch as the hardware architecture of the nodes or the specific im-

lementation of the algorithm for each application. In the lifetime

onstraints set in (19) , this power dissipation is left as a function

 of the processing loads l j of the applications. In Section 5 , fur-

her details about the specific evaluated multimedia applications

re given. 

 

t 
i + P r i + f 

( ∑ 

j∈ A 

∑ 

k ∈ T j 
y i jk l j 

) 

≤ E i 
L 

∀ i ∈ S (19)

.5. Complexity analysis 

heorem 1. The application deployment problem is NP-complete. 

roof. The NP-completeness can be proved by restriction, that is

y showing that our general application deployment problem con-

ains a known NP-complete problem as a special case [32] . The

eference problem we use in the proof is the multiple knapsack

roblem which is known to be NP-complete. The proof is based on

pecifying the additional restrictions to be added to the application

eployment problem so that the resulting restricted problem will

e identical to the multiple knapsack problem, which is defined

nd explained next: 

The multiple knapsack problem is a well-known problem in

ombinatorial optimization. There is a set N of items, with each

tem j ∈ N having an associated profit p j and weight w j . In addi-

ion, there is a set M of knapsacks, each one i ∈ M having capaci-

ies W i . A binary decision variable x ij is used to select the item j to

napsack i . The objective is to pick some of the items, with max-

mal total profit, while the maximum total weight of the chosen

tems at each knapsack does not exceed its capacity W i , i.e.: 

max 
∑ 

j∈ N 

∑ 

i ∈ M 

x i j p j 

.t. ∑ 

i ∈ M 

x i j ≤ 1 ∀ j ∈ N 

∑ 

j∈ N 
w j x i j ≤ W i ∀ i ∈ M 

In order to show that this multiple knapsack problem reduces

o our application deployment problem, let’s consider the particu-

ar instance of the application deployment problem characterized

y the following setting: δi = 0 , ∀ i ∈ S (the cost incurred in acti-

ating sensor node i , as defined in the objective function, is negli-

ible), S jk = S, ∀ j ∈ A (all the test points are reachable from all the

ensor nodes), and T j = { 1 } , ∀ j ∈ A (all the applications need to

ense one single test point). This last assumption also implies that

 i j = 1 (the maximum number of test points of the same applica-

ion j that a sensor i is able to sense is also 1). Let’s further assume

hat routing is not needed, that is, formally SINK = S, and that sen-

or nodes do not have processing capability limitation, L i = ∞ , ∀ i

 S . In such setting, since all the applications need to sense one

ingle test point which is “reachable” from all the sensor nodes

from T j = { 1 } and S jk = S), the index k can be safely dropped from

ariables y ijk and h jk . The application deployment problem can be

e-written as follows: 

ax 
∑ 

j∈ A 
q j z j 

.t. ∑ 

i ∈ S 
y i j = h j ∀ j ∈ A 

y i j ≤ 1 ∀ i ∈ S, ∀ j ∈ A 
llocation in virtual sensor networks, Ad Hoc Networks (2016), 
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Fig. 1. Diagram of the heuristic algorithm. 

 

 

 

 

 

 

 

 

 

4

 

i  

b  

t  

t  

a  

s  

o  

T  

g

 

s  

f  

d  

e  

s  

F  

e

 

p  

s  
z j = h j ∀ j ∈ A ∑ 

j∈ A 
m j y i j ≤ M i ∀ i ∈ S 

This formulation can be further simplified: from first and third

constraints we have 
∑ 

i ∈ S y i j = z j and h j can be removed from the

problem. Since z j is a binary variable, we can re-write again this

expression as �i ∈ S y ij ≤ 1, substitute z j by �i ∈ S y ij in the objective

function and remove z j from the problem. Finally, the second con-

straint y ij ≤ 1 is already contained in �i ∈ S y ij ≤ 1 and can be also

safely removed, which leads to: 

max 
∑ 

j∈ A 

∑ 

i ∈ S 
y i j q j 

s.t. ∑ 

i ∈ S 
y i j ≤ 1 ∀ j ∈ A 

∑ 

j∈ A 
m j y i j ≤ M i ∀ i ∈ S 

This last formulation matches the multiple knapsack problem pre-

viously defined, which is known to be NP-complete. By restriction,

also the application deployment problem must be NP-complete

[32] . �
Please cite this article as: C. Delgado et al., On optimal resource a
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. Heuristic algorithm 

The resource allocation problem presented in Sections 3.1 –3.4

s a Mixed Integer Linear Programming (MILP) problem which has

een shown to be NP-complete in Section 3.5 . As a consequence,

he time required to solve the problem increases very quickly as

he size of the problem grows and therefore it may be not scal-

ble, as it will be later shown in Section 5.5 . Consequently, in this

ection we propose a heuristic iterative algorithm to obtain sub-

ptimal solutions to the problem in reduced computation time.

he algorithm follows a classical approach based on the Linear Pro-

ramming (LP) relaxation of the original MILP problem [33,34] . 

In short, the algorithm is based on the iterative resolution of

implified relaxed LP problems. The formulation of these problems

ocuses on the static routing strategy defined in Section 3.2 and

rops the integrality constraints on variables z j , x i , y ijk and h jk . In

ach iteration step, the validity of the obtained solution to be fea-

ible in the original MILP problem is checked to stop the algorithm.

ig. 1 shows the diagram block of the algorithm, whose steps are

xplained next. 

The algorithm iteratively solves a relaxed LP problem, named

roblem1 , modified with new constraints in each step until a valid

olution is found. In addition, in some steps it is necessary to sub-
llocation in virtual sensor networks, Ad Hoc Networks (2016), 
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Table 2 

Reference sensor node platforms. 

Basic High-Level 

Reference Hardware Telos-B BeagleBoard 

TX Rate ( C i ) 250[kb/s] 250[kb/s] 

Available RAM ( M i ) 7[Kbyte] 256[Mbyte] 

Processing Rate ( P i ) 8[MIPS] 720[MIPS] 

Energy Store ( E i ) 32400[J] 32400[J] 
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p  
teratively solve a new temporary problem, named problem2 , to

nd the proper constraints to be added in problem1 . 

Problem1 initially corresponds to the relaxed original problem,

.e. the resource allocation problem with variables z j , x i , y ijk and

 jk taking any real value between 0 and 1. As the algorithm pro-

resses, in each iteration step new constraints are added to force

n application to be added or excluded until a decision is made for

he whole set of applications. 

In any step, if the solution of problem1 corresponds to integer

alues for all the relaxed variables but x i , then a valid solution is

ound and the algorithm is stopped. Then, the final solution for the

riginal MILP problem only requires to set to 1 all the x i variables

hat are positive (i.e. we set any x i > 0 to x i = 1 ). This can be done

ince the only constraint where variables x i are involved is con-

traint (10) , which will be always fulfilled when rounding x i > 0 to

 i = 1 . On the other hand, new constraints are added when prob-

em1 does not have an integer solution. First, we see if there are

pplications that are not active at all in the solution ( z j = 0 ) and

hoose one of them at random. Then, we force this application to

e inactive by making z j = 0 , y i jk = 0 ∀ k , ∀ i and h jk = 0 ∀ k . We

ollow this procedure until z j > 0 for all the remaining applica-

ions. 

Then, we try to find the set of constraints to force an appli-

ation to be activated. For that, we choose the application j with

aximum value of q j z j . We then define the temporary problem

roblem2 equal to problem1 in the current iteration step and add

he constraints to force the application to be active ( z j = 1 and

 jk = 1 for all the test points of this application). If problem2 does

ot have a feasible solution, we dismiss problem2 , add to problem1

he constraints to make this application j inactive and jump to the

ext step. On the other hand, if problem2 does have a feasible so-

ution, the application could be activated, but the integer values of

 ijk still have to be obtained: the temporary solution does not guar-

ntee that each test point k is sensed by a single node i ( y i jk = 1 )

s the variables y ijk are still relaxed. To set these integer values

e proceed as follows: iteratively for each test point k , new con-

traints for the variables y ijk are added to problem2 , solving this

roblem at most | T j | times (the number of test points k of appli-

ation j ). Specifically, in each sub-step we look for the highest re-

axed y ijk (we will obtain which is the node i that better covers the

est point k ). For that test point k , we force the corresponding node

 to sense it completely adding to problem2 the constraint y i jk = 1 .

or the rest of the nodes, we add the y i jk = 0 constraints in order

o avoid the waste of resources. Any time the problem2 is solved,

f there is not a feasible solution, this temporary sub-iteration is

topped: problem2 is dismissed, the constraints to make the appli-

ation j inactive are added to problem1 and we jump to the next

tep. On the contrary, if problem2 finds a valid solution when all

he constraints for y ijk have been added, all these temporary con-

traints (related to z j , h jk and y ijk ) already added to problem2 to

ctivate the application j are added to problem1 and the next step

ollows. 

This process is repeated until the solution of problem1 fulfills

he integrality of variables z j , h jk and y ijk . At this moment, as stated

efore, variables x i are still real, but the original MILP problem is

uaranteed to have a solution, since constraint (10) will be always

ulfilled when we set x i = 1 if the solution of problem1 is x i > 0

nd 0 otherwise. 

. Performance evaluation 

In this section, we evaluate the benefit of optimally deploy-

ng applications in general purpose, shared sensor networks with

espect to vertical application-optimized sensor network deploy-

ents. To this extent, we compare the cases where physical re-

ources (sensor networks) are a priori allocated to specific applica-
Please cite this article as: C. Delgado et al., On optimal resource a
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ions with the case where the same physical infrastructure is op-

imally shared among multiple applications according to our pro-

osed optimization framework. 

Unless differently specified, the following results have been ob-

ained by solving the optimization model of Section 3 using CPLEX

oftware [35] in the reference test environment with two types of

ensor node hardware, and four applications to be deployed. Re-

ults have been obtained averaging the outcome of the optimiza-

ion over 100 realizations. Sensor nodes are deployed in a 200 ×
00 m scenario. We consider a default sensing range of R s 

i 
= 30 m

or all of the sensors [36] . A two-ray ground path loss model with

= 4 and g 0 = 8 . 1 · 10 −3 [37] is considered. P max is set to 0 dBm

nd the receiver sensitivity α is −92 dBm [38] , which implies a

aximum transmission range R T max of 59 m. Similarly, the interfer-

nce sensitivity is −104 dBm, which implies a maximum interfer-

nce range R I max of 118 m. 

In the following we first describe in details the reference play-

round in terms of sensor node hardware and reference type of

pplications, moving then to the assessment of the performance

valuation. It is worth pointing out here that the proposed opti-

ization framework is general and can be applied to any network

opology setting and application requirements. 

.1. Sensor nodes 

To reflect the inherent heterogeneity of sensor nodes hardware

latform in common Internet of Things applications, the network

opologies used for performance evaluation include sensor node

ardware with different characteristics in terms of cost and avail-

ble resources; namely, we consider basic highly-constrained hard-

are and high-level sensor node hardware. The parameters of basic

ensor nodes have been derived by taking as a reference commer-

ial platforms like the TelosB sensor motes [39] , whereas the high-

evel sensor nodes are well represented by BeagleBone platforms

40] or similar. Table 2 summarizes the main characteristics of the

eference sensor node platforms used in the performance evalua-

ion. 

Each basic sensor node is assumed to mount a temperature and

 light sensor, an IEEE 802.15.4 radio with integrated antenna and

 8[MHz] TI MSP430 microcontroller which can operate at 8[MIPS]

nd with 10[KB] RAM, although only 7[KB] are available for appli-

ations [17] . Therefore, the corresponding resource vector for basic

odes is o i = { C i , M i , L i , E i } = { 250 kb/s, 7 KB, 8 MIPS, 32400 J } . 
The high-level sensor nodes are assumed to have a 720[MHz]

uper-scalar ARM Cortex-A8 processor (up to 720[MIPS]) and

56[MB] of RAM. High-level nodes also have a IEEE 802.15.4-

ompliant transceiver, a low-power USB camera for multimedia ap-

lications and also scalar sensors. The reference resource vector for

igh-level nodes is o i = { 250 kb/s, 256 MB, 720 MIPS, 32400 J } . 
The energy budget for both nodes is 32400[J] assuming that a

ode runs at 3[V] with 3[Ah] of battery supply (2 AA batteries). 

.2. Reference applications mix 

In the performance evaluation we focus on two classes of ap-

lications which are to be deployed: scalar applications, which re-
llocation in virtual sensor networks, Ad Hoc Networks (2016), 
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Table 3 

Reference applications. 

Scalar Visual 

Temperature Mon. Light Mon. CTA ATC 

Generated Data ( c j ) 0 .5[kb/s] 1[kb/s] 20[kb/s] 12[kb/s] 

Bytecode footprint ( m j ) 4462[byte] 1006[byte] 10[kbyte]-256[Mbyte] 10[kbyte]-256[Mbyte] 

Processing load ( l j ) negligible negligible 17 .64[MIPS] 69 .23[MIPS] 
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a  
quire the sensing and delivery of scalar information, and multime-

dia applications, which require the sensing, processing and deliv-

ery of multimedia content (images and video). Table 3 summarizes

the characteristics of the reference applications used in the perfor-

mance evaluation. 

As for scalar applications, we consider temperature and light

monitoring applications characterized by the following parameters:

the bytecode of temperature and light monitoring applications is

4462 bytes and 1006 bytes, respectively as specified in [17] ; the

reference sampling rate is 0.5[Hz] for temperature and 1[Hz] for

light monitoring, which are consistent to typical sampling rate for

scalar applications [41] . Considering a packet size of 127 bytes per

sample, the temperature application has a source rate of 0.5[kb/s],

whereas for the light application is 1[kb/s]. The processing load l j 
required by these type of applications is considered negligible 1 . 

Thus, the requirement vector for temperature monitoring is r j ={
c j , m j , l j 

}
= { 0.5 kb/s, 4462 B, - } whereas for light monitoring is

r j = { 1 kb/s, 1006 B, - } 
For multimedia applications we focus on visual sensor networks,

i.e. WSNs designed to perform visual analysis (e.g. object recog-

nition) [30] . We consider two paradigms to perform visual tasks:

the classic Compress-Then-Analyze (CTA) and the Analyze-Then-

Compress (ATC) [30,42] . In CTA-based multimedia applications, im-

ages are acquired from camera nodes, which compress them locally

(as an example using JPEG compression) and send the compressed

information to a central controller, which implements the visual

task at hand. 

On the other hand, in ATC-based multimedia applications, the

camera nodes pre-process the acquired image locally by extract-

ing distinctive local or global visual features capturing the “most”

important visual content in the original image. Visual features, in-

stead of the pixel-level representation of the image, are then sent

remotely to the central controller for further analysis. 

In [42] a detailed characterization of transmission rates and

energy consumption for both approaches is provided. Based on

this analysis, the following requirements vectors are used to

represent visual applications based on CTA and ATC paradigms, re-

spectively: r j = 

{
20 kb/s, 10 KB < m j << 256 MB, 17.64 MIPS 

}
,

r j = 

{
12 kb/s, 10KB < m j << 256 MB, 69.23 MIPS 

}
. Details

on how these numbers have been derived are reported in

Appendix A . 

5.3. Assessing the gain of virtualization 

We start off by evaluating the benefit of having a shared in-

frastructure optimally orchestrated rather than multiple separated

physical networks tailored to specific applications. To this extent,

we consider two cases: (i) two separated wireless sensor networks

coexist in the same geographic area to support scalar and multime-

dia application, respectively; (ii) a general purpose wireless sensor

network is shared among scalar and multimedia applications. Case
1 i.e. the energy required for acquiring and processing one sample is assumed to 

be much lower than the energy for transmitting it remotely 

p  

r  

d

Please cite this article as: C. Delgado et al., On optimal resource a
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i) consists of a sensor network formed by 36 TelosB-like to sup-

ort scalar applications (temperature and light monitoring), and

 sensor network formed by 36 BeagleBone nodes to support vi-

ual applications (CTA-based and ATC-based); in case (ii), the same

6 TelosB-like and 36 BeagleBone-like nodes are used as a sin-

le physical infrastructure, which can be optimally shared among

calar and multimedia applications according to the virtualization

ramework proposed in Section 3 . 

The following results have been obtained by setting the number

f test points to be sensed to 5 for the scalar applications and 3 for

he visual ones. The positions of all the test points are randomly

enerated in the considered scenario. We further assume that each

ensor is able to sense N i, j = 1 test points of the same application

nd that each network has a sink node (one of the 36 nodes). The

inimum lifetime for the virtual sensor network is L = 1 day. Sim-

lar results have been obtained under different parameter setting. 

Figs. 2 and 3 show the performance of both networks in terms

f the number of active applications and the number of active

odes when the WSNs work isolated and also when the 72 nodes

ooperate as a single network that gives support to all the appli-

ations. The curves labeled as “Scalar” and “Visual” have been ob-

ained by applying the optimization problem separately to the two

eparated wireless sensor networks of the aforementioned case (i);

onversely, the curves labeled as “Joint” have been obtained by ap-

lying the optimization problem to the network of case (ii); the

Joint”-labeled curves are further distinguished with respect to the

reference vectors, Q , assigned to the application mix: P1 refers to

he case where all the applications have the same weight, P2 refers

o the case where the different applications have different weights,

amely scalar applications “weigh” 1, multimedia ATC-based appli-

ations weigh 8, and multimedia CTA-based applications weigh 12.

 represents the revenue for the network provider for having ap-

lications successfully deployed in the network. We have made the

ssumption that the higher the resource demands of an application

re, the higher the benefit the provider obtains when deploying

t should be. Therefore, since the main limiting factor for visual

pplications with regard to scalar ones is the bandwidth, prefer-

nce values are approximately adjusted according to the demanded

andwidth: preference for scalar applications is 1 (they need 2.5 or

 kb/s = 0 . 5 or 1 kb/s per test point × 5 test points); preference

or ATC applications is 8 (they require 36 kb/s = 12 kb/s × 3 test

oints); and preference for CTA applications is 12 (they need 60

b/s = 20 kb/s × 3 test points). 

For each point in the curves, the same number of applications

f each type (temperature, light, CTA and ATC) is generated, which

s the value shown in the x -axis. For example, a 2 value in the x -

xis represents a scenario where 2 temperature, 2 light, 2 CTA and

 ATC applications try to be deployed. 

The main message coming from Figs. 2 (a) and 3 (a) is that there

s a clear gain both in terms of total deployed applications (higher)

nd in terms of total activated sensor nodes (lower) when the

hysical network infrastructure is optimally shared (case(ii)) with

espect to the case where “vertical” sensor networks are indepen-

ently optimized (case (i)). 
llocation in virtual sensor networks, Ad Hoc Networks (2016), 
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Figs. 2 (b) and 2 (c) report the breakdown of the deployed appli-

ations distinguished between scalar and visual ones. Expectedly,

hen all the applications have the same weights (homogeneous

reference vector, Q ), the optimal solution in the shared case tends

o favor the deployment of higher numbers of more lightweight

calar applications, rather than lower numbers of “more heavy” vi-

ual applications. 

Regarding the type of active nodes, Fig. 3 (c) shows that the

mount of active multimedia nodes increases for the joint scenario.
Please cite this article as: C. Delgado et al., On optimal resource a

http://dx.doi.org/10.1016/j.adhoc.2016.04.004 
he reason being that is multimedia nodes can also be used to host

calar applications. 

.4. Sensitivity of the virtualization gain 

In this section, we evaluate how the gain of virtualization

aries under different parameter setting including the network

cale ( Section 5.4.1 ), the number of sinks ( Section 5.4.2 ), the tar-

et network lifetime ( Section 5.4.3 ) and type of routing paradigm

 Section 5.4.4 ). Unless differently specified, the reference evalua-
llocation in virtual sensor networks, Ad Hoc Networks (2016), 
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Table 4 

Total number of deployed applications and value of the optimization objective function (1) when varying the 

mix of sensor nodes available in the network. Column (a) reports the reference mix of sensor nodes in the 

format number of Scalar Nodes (SN)-number of Visual Nodes (VN) ; column (b) reports the number of “offered”

applications. 

SEPARATE JOINT 

(a) (b) Total applications Objective function Total applications Objective function 

0SN-72VN 2 2 .35 23 .28 5 .83 32 .81 

4 2 .97 29 .21 8 .20 43 .12 

6 3 .33 32 .67 11 .23 50 .32 

8 3 .52 34 .58 12 .73 53 .91 

24SN-48VN 2 2 .93 21 .61 5 .75 29 .36 

4 4 .29 28 .58 8 .92 42 .21 

6 5 .17 32 .48 10 .75 47 .86 

8 5 .96 35 .23 12 .70 51 .40 

36SN-36VN 2 3 .83 19 .83 5 .43 25 .44 

4 6 .43 27 .84 8 .15 36 .88 

6 8 .47 33 .06 10 .27 42 .18 

8 10 .12 36 .39 12 .47 45 .48 

48SN-24VN 2 3 .80 13 .86 4 .85 19 .76 

4 6 .85 22 .37 7 .93 30 .70 

6 9 .63 29 .09 11 .00 36 .28 

8 12 .00 34 .69 13 .55 39 .54 

72SN-0VN 2 3 .33 3 .20 3 .33 3 .20 

4 6 .75 6 .56 6 .75 6 .56 

6 10 .20 9 .94 10 .20 9 .94 

8 13 .38 13 .04 13 .38 13 .04 
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Fig. 4. Number of active applications vs offered applications per type varying the 

type of nodes. (a) Scalar (b) Visual. 
tion environment includes 72 sensor nodes, 2 collection sinks and

preference vector P2. 

5.4.1. Impact of the number of nodes 

First, we vary the composition of the types of nodes in the

physical network, while maintaining the total number of nodes

to 72. Table 4 reports the total number of deployed applications

and the corresponding value of the optimization objective function

(1) under different mixes of physical nodes for the two approaches

(separate wireless networks vs joint wireless network). As clear

form the table, the proposed optimal virtualization framework al-

ways leads to a considerable gain both in terms of total number of

deployed applications and in terms of the objective function value.

Figs. 4 and 5 provide more insight on the analysis by reporting

the breakdown of the deployed applications and the number of ac-

tivated sensor nodes distinguished between scalar and visual ones.

Expectedly, analyzing Fig. 4 (b) for a fixed number of offered appli-

cations, the total number of deployed visual applications increases

with the number of visual nodes in the reference topology, grow-

ing from 0, until its maximum value (when the 72 motes are mul-

timedia); this is mainly due to the fact that the higher the number

of visual nodes in the reference topology the higher is the proba-

bility that the offered visual application can be actually covered. 

Similarly, going along the x -axis of Fig. 4 (b) it can be noted

that the number of deployed visual applications grows with the

number of offered applications reaching a saturation value which

is due to the bandwidth constraints in the optimization framework.

On the other hand, the number of deployed scalar applications

( Fig. 4 (a)) does not seem to be much impacted by the number of

available scalar nodes in the reference topology, since scalar appli-

cation can be deployed also on visual nodes. 

5.4.2. Number of sinks 

Since the number of deployed applications depends on the bot-

tleneck access to the sink, it is worth assessing the impact of the

number of available sinks in the reference topology. 

To this extent, Table 5 reports the total number of deployed

applications and the reference value of the optimization objective

function (1) for different values of the number of available sinks in
Please cite this article as: C. Delgado et al., On optimal resource allocation in virtual sensor networks, Ad Hoc Networks (2016), 
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Table 5 

Total number of deployed applications and value of the optimization objective function (1) when 

varying the number of available information sinks. Column (a) reports the total number of available 

sinks; in the “separate” case half of the sinks specified here is dedicated to service each application 

type (e.g., if the number of sinks is equal to 4, it means that two sinks are dedicated for scalar 

applications and two sinks are dedicated to visual applications; column (b) reports the number of 

“offered” applications. 

SEPARATE JOINT 

(a) (b) Total applications Objective function Total applications Objective function 

2 2 3 .83 19 .83 5 .35 25 .66 

4 6 .43 27 .84 8 .18 36 .83 

6 8 .47 33 .06 10 .48 41 .56 

8 10 .12 36 .39 12 .73 44 .79 

4 2 4 .02 22 .51 5 .63 28 .19 

4 6 .78 32 .94 9 .30 45 .82 

6 8 .85 38 .90 12 .23 53 .19 

8 10 .57 43 .32 15 .33 58 .27 

8 2 4 .33 25 .42 5 .90 28 .99 

4 7 .44 39 .81 11 .15 53 .13 

6 9 .80 48 .68 14 .53 66 .85 

8 11 .72 54 .98 17 .48 75 .46 
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Fig. 5. Number of active nodes vs offered applications per type varying the type of 

nodes. (a) Scalar (b) Visual. 

t  

l  

o  

i  

m  

1 2 3 4 5 6 7 8
0

3

6

9

12

Applications per type

A
ct

iv
e 

ap
p
li

ca
ti

o
n
s

Joint P2(1SINK)

Scalar(1SINK)+Visual(1SINK)

Fig. 6. Number of applications in case only 1 sink is available for the joint scenario. 

e  

b  

f  

t  

f

 

l  

o  

w  

t  

e  

t  

t  

s

 

b  

t  

t  

b  

t  

b  

t  

a  

s  

i  

s

he reference topology and for the two approaches (separate wire-

ess networks vs joint wireless network). These numbers have been

btained by randomly drawing the corresponding number of sinks

n the reference topology and averaging the outcome of the opti-

ization over 100 realizations. As can be observed, there is a gen-
Please cite this article as: C. Delgado et al., On optimal resource a
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ral improvement in the number of active applications as the num-

er of sinks is increased. Still, the proposed optimal virtualization

rameworks always lead to a considerable gain both in terms of to-

al number of deployed applications and in terms of the objective

unction value. 

Moreover, it is worth comparing the two cases where the wire-

ess sensor networks are separate and each one of those has its

wn sink (two sinks in total) against the case where the two net-

orks are completely shared with a single sink. Fig. 6 reports the

otal number of deployed applications in these two cases. Notably,

ven if the shared case has one single sink, and thus a lower bot-

leneck capacity, still the virtualization framework provides bet-

er results with respect to the case where two application-specific

inks can be used with double bottleneck capacity. 

Figs. 7 and 8 provide application-specific results as the num-

er of sinks is varied. As clear from Fig. 7 , since visual applica-

ions are those with more demanding bandwidth requirements,

hey are the ones that benefit more of an increase in the num-

er of sinks. On the other hand, scalar applications are less sensi-

ive to the number of sinks: there is also an increase in the num-

er of active scalar applications, but it is not so relevant due to

heir lower bandwidth requirements. Consequently, the number of

ctive scalar nodes ( Fig. 8 (a)) does not depend on the number of

inks, whereas the number of active multimedia nodes ( Fig. 8 (b))

ncreases with the number of sinks since the number of active vi-

ual applications grows. 
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Table 6 

Total number of deployed applications and value of the optimization objective function (1) when vary- 

ing the minimum lifetime constraint in the reference wireless sensor network. Column (a) reports the 

reference minimum lifetime; column (b) reports the number of “offered” applications. 

SEPARATE JOINT 

(a) (b) Total applications Objective function Total applications Objective function 

1 hour 2 3 .86 20 .67 5 .41 24 .84 

4 6 .45 29 .07 8 .45 38 .20 

6 8 .46 34 .15 11 .28 42 .66 

8 10 .12 38 .05 13 .73 46 .41 

1 day 2 3 .83 19 .83 5 .43 25 .44 

4 6 .43 27 .84 8 .15 36 .88 

6 8 .47 33 .06 10 .27 42 .18 

8 10 .12 36 .39 12 .47 45 .48 

2 days 2 3 .07 14 .80 4 .45 17 .25 

4 5 .29 21 .05 8 .03 27 .66 

6 7 .19 25 .88 10 .18 34 .46 

8 8 .81 29 .79 12 .85 39 .04 

8 days 2 1 .99 1 .90 3 .33 3 .21 

4 3 .84 3 .71 6 .80 6 .64 

6 5 .47 5 .31 10 .30 10 .11 

8 6 .88 6 .69 13 .63 13 .41 
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Fig. 7. Number of active applications vs offered applications per type varying the 

number of sinks. (a) Scalar (b) Visual. 
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Fig. 8. Number of active nodes vs offered applications per type varying the number 

of sinks. (a) Scalar (b) Visual. 
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5.4.3. Lifetime 

In the reference scenario, the minimum lifetime of the vir-

tual sensor network is set to L = 1 day. It is worth evaluating the

impact of L on the performance of the virtualization framework.

To this extent, we run experiments varying L from 1 hour to 8
Please cite this article as: C. Delgado et al., On optimal resource a
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ays. The corresponding cumulative results are reported in Table 6 ,

hereas the detailed ones are given in Figs. 9 and 10 . Again, the

irtualization approach allows to achieve considerable gains (in

erms of deployed applications) for all the tested values of the life-

ime constraints. 
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Fig. 9. Number of active applications vs offered applications per type varying the 

network lifetime. (a) Scalar (b) Visual. 
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Fig. 10. Number of active nodes vs offered applications per type varying the net- 

work lifetime. (a) Scalar (b) Visual. 
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Fig. 9 (b) further shows that with L = 8 days, visual applica-

ions cannot be activated since multimedia motes do not have

nough energy to support any visual application. Logically, mul-

imedia motes ( Fig. 10 (b)) are still activated because they can be

sed by the scalar applications. In addition, there is a remarkable

ecrease in the number of active visual applications from L = 1 . 75

o L = 2 days. The reason is that ATC visual applications, which de-

and more energy, cannot be activated with L = 2 days and the

nly active visual applications are the CTA ones. It is also interest-

ng to observe that from L = 1 to L = 1 . 75 days there is a slight

ecrease in the number of active visual applications whereas the

umber of active multimedia motes rises. This is due to the fact

hat nodes that were simultaneously sensing several test points

hen L = 1 , do not have now enough energy when L = 1 . 75 and

herefore, additional nodes must be activated. 

.4.4. Type of routing 

Finally, the three different types of routing described in

ection 3.2 are analyzed: multipath , singlepath and static routing .

able 7 reports the total number of deployed applications and the

orresponding value of the optimization objective function (1) un-

er different routing paradigms when considering a maximum

mitted power of P max = −10 dBm (maximum transmission range

f 33 m). 

It can be observed that the singlepath routing achieves a perfor-

ance very close to the upper bound provided by the ideal non-

onstrained multipath routing. In addition, the much simpler static

outing is also close to the singlepath . Figs. 11 and 12 show the
Please cite this article as: C. Delgado et al., On optimal resource a
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reakdown of the number of active applications and the number

f active nodes for the three different routing schemes in the same

etting of Table 7 . It can be further noted that the number of ac-

ive nodes ( Fig. 12 ) rises due to the increase in the number of hops

since maximum transmission power has been reduced in this sec-

ion). 

.5. Performance of heuristic algorithm 

In this section, we evaluate the performance of the heuristic al-

orithm in terms of optimality gap and solution time. 

To this purpose, we increase the size of the reference network

opology while maintaining the same node density and a maxi-

um emitted power of P max = −10 dBm. Table 8 summarizes the

ain features of the tested scenarios. For example, the first one is

 200 × 200 m scenario with 36 TelosB motes (one of them acting

s a sink), 36 BeagleBone (also one of them acting as a sink) and

ix applications of each type (six light monitoring, six temperature

onitoring, six ATC and six CTA). The following results have been

btained considering static routing. Fig. 13 reports the optimality

ap and the solution time of the heuristic; the results have been

btained on 3.0 Ghz Quad Core Intel Woodcrest (64bits) machines

ith 8Gb RAM and 250Gb SATA storage, averaging over 100 ran-

omly generated network topologies for each scenario of Table 8 .

hese results show that the proposed heuristic approach has a lim-

ted optimality gap with respect to the optimal solution while fea-

uring low computation time even for “large” network topologies. 
llocation in virtual sensor networks, Ad Hoc Networks (2016), 
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Table 7 

Total number of deployed applications and value of the optimization objective function (1) when varying 

the reference routing paradigm. Column (a) reports the reference routing paradigm; column (b) reports the 

number of “offered” applications. 

SEPARATE JOINT 

(a) (b) Total applications Objective function Total applications Objective function 

Static 2 4 .03 13 .58 5 .65 26 .07 

4 7 .05 19 .49 8 .23 34 .63 

6 9 .38 22 .79 10 .48 38 .73 

Singlepath 2 4 .31 17 .36 6 .03 28 .31 

4 7 .43 23 .62 8 .89 35 .19 

6 9 .89 28 .12 11 .00 39 .40 

Multipath 2 4 .32 17 .48 5 .87 28 .86 

4 7 .47 23 .97 8 .77 36 .99 

6 9 .91 28 .44 11 .08 40 .56 

Table 8 

Scenario topologies. 

Scenario 

1 2 3 4 

Size 200 × 200 m 283 × 283 m 346 × 346 m 400 × 400 m 

Number of nodes 36 + 36 72 + 72 108 + 108 144 + 144 

Number of sinks 1 + 1 2 + 2 3 + 3 4 + 4 

Number of applications 6 + 6 + 6 + 6 12 + 12 + 12 + 12 18 + 18 + 18 + 18 24 + 24 + 24 + 24 
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Fig. 11. Number of active applications vs offered applications per type varying the 

routing schemes. P max = −10 dBm . (a) Scalar (b) Visual. 
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Fig. 12. Number of active nodes vs offered applications per type varying the routing 

schemes. P max = −10 dBm . (a) Scalar (b) Visual. 
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Fig. 13. Performance evaluation of the heuristic algorithm vs the optimum scheme 

with static routing. (a) Computation Time (in log scale) (b) Objective function. 
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Fig. 14. Performance of heuristic algorithm vs the optimum scheme with singlepath 

and static routing. Number of active applications vs offered applications per type. 

(a) Objective function (b) Active scalar applications (c) Active visual applications. 
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Fig. 14 gives more insight on the the performance of the pro-

osed heuristic algorithm. Here it is compared with the optimum

olutions achieved with the singlepath routing and with the static

outing in the 200 × 200 m scenario when varying the number

f offered applications (note that results shown for six offered

pplications corresponds to the scenario 1 in Fig 13 ). The break-

own of the deployed applications additionally shows a similar

egradation in the number of active scalar and visual applications

 Figs. 14 (b) and 14 (c)). All these results suggest the potential of this

lgorithm as a centralized resource allocation tool for virtual sen-

or networks. 

. Conclusion 

In this paper we have analyzed the benefit of virtualization in

he field of wireless sensor networks. Namely, we have proposed

n optimization approach to assign the resources of a shared sen-

or network to multiple different applications. The proposed ap-

roach targets the maximization of the overall revenue out of the

pplication deployment process (that is, number of deployed ap-

lications) while minimizing the cost of the required physical in-

rastructure (number of sensor nodes). The proposed approach ac-

ounts for constraints on the sensor nodes capabilities (memory,

omputation, energy) and network limitations (topology, shared

andwidth). Given the complexity of the proposed optimization

roblem, a heuristic algorithm is also proposed to obtain subop-

imal solutions in limited computation time. 
Please cite this article as: C. Delgado et al., On optimal resource a
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The proposed optimization framework and the heuristic algo-

ithm have been leveraged to assess the gain of sharing a general

urpose wireless sensor network with respect to “vertical” net-

ork deployments in which several physical infrastructures, each

ne optimized on the requirements of a single application, coexist.

he results obtained for realistic network scenarios show that opti-

ally orchestrating a shared infrastructure provides better perfor-

ance with respect to stand-alone vertical network deployments
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(in terms of total number of deployable applications and total cost

of the used physical infrastructure). 
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Appendix A. Visual applications parameters 

Referring to [42] , it is assumed that different techniques for the

extraction of local visual features are used: CTA will use the SIFT

(Scale Invariant Feature Transform) algorithm while ATC will use

BRISK (Binary Robust Invariant Scalable Keypoints) algorithm. As-

suming a desired Mean of Average Precision (MAP) of 0.6, the use

of Zurich Building Database (ZuBuD) [43] and an application frame

rate of λ = 1 query per second for both CTA and ATC paradigms,

the required capacity will be 20 kb/s for CTA-SIFT and 12 kb/s for

ATC-BRISK [42] . 

For this kind of applications, the energy consumed to process

the data is not negligible. In [42] a characterization of this energy

on a BeagleBone-based visual sensor node is provided. The pro-

cessing energy for the CTA paradigm can be computed as: 

E CTA 
cpu (ρ) = P cpu · t CTA 

cpu ( ρ) (A.1)

where P cpu is the power dissipated by the processor of the visual

sensor node and has a value of 2.1 W for BeagleBone sensor nodes;

and t CTA 
cpu ( ρ) is the time required to process an image, which de-

pends on ρ , the amount of sent information per query (20 kbs in

our scenario). According to the results in [44] , the processing en-

ergy for an image for the CTA application in our scenario is 0.05

J. Therefore, assuming a frame rate of λ = 1 query per second, the

power dissipation (function f in Eq. (19) ) is 0.05 W. In addition,

we can estimate the required processing load l j for a BeagleBone

as the fraction of time used by the application ( t CTA 
cpu · λ) multi-

plied by the processing power of the sensor node, L i . In this case,

24 . 5 · 1 · 720 = 17 . 64 MIPS. 

Similarly, the processing energy for the ATC paradigm can be

computed as: 

E AT C 
cpu (ρ) = P cpu ·

[
τof f + M(ρ) · ( τdet + τdesc ) 

]
(A.2)

where τ off is the time spent for initializing the detector and has a

value of 1 . 6 · 10 −4 ms/pixel. With an image size of 640 × 480 pix-

els, τ off is 49.152 ms. τ det and τ desc are the time spent for detect-

ing and describing one BRISK feature of the image and their values

are 0.31 ms and 0.16 ms respectively. M ( ρ) is the optimal number

of features that depends on the rate ρ . For ρ = 12 kb/query, the

minimum value of M to provide a MAP of 0.6 is M = 100 features.

Thus the processing energy for an image for the ATC application

in our scenario is 0.2 J, and the power dissipation is 0.2 W. The

processing load in this case is 69.23 MIPS. 

Regarding memory requirements, specific values have not been

obtained for these applications. However, given the great differ-

ence in the amount of available memory in TelosB (10 KB) and

BeagleBone (256 MB), we are assuming that due to memory con-

straints, multimedia applications could not be implemented in

TelosB nodes and memory will not be a limiting factor in Bea-

gleBone nodes, since processing or transmission rate will limit
Please cite this article as: C. Delgado et al., On optimal resource a
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ong before these applications rather than memory. Summing

p, the requirements vector for CTA and ATC applications are

espectively r j = 

{
20 kb/s, 10 KB < m j << 256 MB,17.64 MIPS 

}
r j =

12 kb/s, 10KB < m j << 256 MB, 69.23 MIPS 
}

. 
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