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#### Abstract

In this paper, an efficient mobile relay deployment scheme to select the deployment sites for mobile relay stations (MRSs) from the candidate positions is proposed, aiming at maximizing energy efficiency (EE) while guaranteeing the spectral efficiency (SE) requirement and the coverage constraints of mobile users (MUs). Firstly, an interference graph construction method is proposed to calculate the interference at MUs served by MRSs. Then, the deployment scheme at each observation time is proposed and our framework consists of three main algorithms. The first algorithm based on the extended Hungarian deployment algorithm is proposed to find the optimal solution, i.e., minimum movement distance. In addition, a greedy deployment algorithm and a static deployment algorithm are proposed to compare with the extended Hungarian deployment algorithm. Furthermore, we compare the performance of these algorithms via simulations and analyze the impact of various parameters on the performance. Simulation results demonstrate that the extended Hungarian deployment algorithm can considerably improve system EE compared to the other two algorithms. Moreover, relay switching occurs more frequently and average relay service time reduces with the increase of maximum speed of MUs.
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## 1. Introduction

Recently, green cellular network has drawn great attention and investigation. It was estimated that the information and communication technology industry has contributed to about $2 \%$ of global $\mathrm{CO}_{2}$ emissions and the energy consumed by base stations (BSs) accounts for about $60 \%-80 \%$ of the total network energy consumption [1]. Energy consumption in cellular networks has become an urgent problem to be solved and energy-efficient cellular networks will be a mainstream of future research. In order to handle this problem and improve network performance, the potential solution is to create heterogeneous networks by introducing other kinds of nodes in traditional cellular networks [2], such as pico BSs, femto BS , and relay stations ( RS ).

The relaying technology was once considered to be energyefficient. The introduction of RSs between the BS and MUs can reduce transmission distance and improve throughput. But we must recognize that, more RSs deployed in cellular networks will bring higher energy consumption. Therefore, it is necessary to study and analyze the impact of deployment of RSs on the system performance.

[^0]At present, the investigation of RSs is mainly focused on the deployment of fixed RSs, which can extend the coverage and enhance the throughput. Once fixed RSs are deployed, their positions are no longer change. Many literatures have studied the influence of different deployment parameters on system performance. In [3], the authors proposed closed-form capacity expressions for interference-limited relay channels and used the expressions to determine the capacity of the cellular network, as well as the optimal position and number of relays that maximize the capacity. The problem of optimally placing relay nodes in a cellular network with the aim of maximizing the cell capacity in case of uniform and non-uniform traffic was addressed in [4]. In [5], joint deployment of BSs and RSs that trying to maximize the network capacity under the deployment cost and the coverage constraint was addressed. The authors proved that the problem is NP-hard and proposed a two-stage BS and RS deployment algorithm to obtain sub-optimal strategies. A similar idea was presented in [6], in which the authors proposed a novel cluster-based RS deployment scheme to select the appropriate deployment positions for the RSs from the candidate positions, considering the tradeoff among the network throughput, the deployment cost, and the overall coverage of the system. The authors in [7] considered a throughputmaximizing RS placement problem and formulated this problem as an integer linear programming (ILP). They proved that this problem is NP-hard and proposed a greedy heuristic to provide
a sub-optimal solution to this problem. The authors in [8] studied the distance-aware RS placement problem in WiMAX mesh networks and presented two approximation algorithms to strategically deploy the minimum number of RSs in order to meet system requirements such as user data rate requests, signal quality, and network topology. For the deployment of multiple relays, the optimal positions of relays were studied for maximizing the reach to the destination subject to the quality-of-service requirement in [9].

In these works, the capacity and coverage performance of relayassisted cellular networks have been widely studied, while the energy consumption of relay-assisted cellular networks gets little attention. The authors in [10] analyzed system coverage and energy consumption, and proposed a novel cellular network deployment strategy to jointly optimize the density and transmission powers of BSs. The authors in [11] investigated energy-efficient RS deployment, which showed that introducing appropriate number of RSs into cellular networks with proper positions can improve EE without compromising throughput. The authors in [12] presented the cognitive capacity harvesting network, where RSs were deployed to help the data transmission of secondary users. The problem of RS placement was studied to meet both SE and EE constraints. In [13], the macrocell and ultra-dense small cell deployment strategies have been evaluated from the network SE and network EE perspectives, with extreme densification levels, including both indoor and outdoor scenarios.

The deployment of RSs in the above works is static. In the case of the effect of surrounding obstacles or busy durations, fixed RSs are unable to provide high link reliability. Therefore, there have been many research studies that introduced mobile relay nodes in wireless networks to improve system performance. In wireless sensor networks (WSNs), it is difficult to achieve a large data collection rate because sensors usually have limited energy and communication resources. Mobile nodes may also be used as relays [14] that forward data from source nodes to the BS. Several movement strategies for mobile relays have been studied in [15,16]. In order to address this issue, the authors in [14] investigated the throughput capacity of WSNs, where multiple mobile relays were deployed to collect data from static sensors and forward them to a static sink. They also pointed out that the transmission range and the interference have great impact on capacity gain. The authors in [15] proposed using low-cost disposable mobile relays to reduce the energy consumption of data-intensive WSNs, in which MRSs move to different positions and then remain stationary to forward data along the paths from the sources to the BS. They also considered energy consumed by moving mobile relays. The authors in [16] investigated how to deploy mobile sensor nodes with minimum movement to form a WSN that provides both target coverage and network connectivity.

Some earlier works have investigated the deployment of MRSs in cellular networks to improve system performance, in which the MRSs can be classified as mobile user acting as MRS [17-20], RS on vehicles [21], relay robots [22], and mobile nomadic RS [23]. The authors in [17] studied relay selection in multi-hop cellular networks (MCNs) and proposed two mobile relay selection schemes, in which an idle mobile user acts as a RS. In [18], relay selection and resource allocation algorithms were proposed for mobile relayenhanced cellular networks, which revealed that data rate of the cell-edge users which are far away from the BS and have lower channel gains increases by using MRSs with the proposed algorithms. More importantly, the authors in [19] reported the first experimental field tests, which validated and quantified the benefits of multi-hop cellular networks provided by using MRSs over traditional cellular networks. It is worth mentioning that, the authors in [20] compared the difference between the cellular network architecture with mobile and fixed RSs as well as their performance gain. In terms of increased capacity, MRSs are more ad-


Fig. 1. Downlink transmission in a mobile relay-aided wireless cellular network.
vantageous than fixed RSs. Besides, the authors in [21] proposed an adaptive cost-based RS deployment approach to deploy various types of RSs: fixed RSs, nomadic RSs, and mobile RSs, which indicated that the transmission quality and service quality were increased by adding more RSs. In [22], the fundamental problem of finding optimal positions and allocation of relay robots to establish immediate end-to-end wireless communication in an inaccessible or dangerous area was addressed. Our work is inspired by the work in [23], in which the authors defined and studied the minimum mobile relay path selection problem, whose objective is to deploy minimum number of nomadic MRSs to patrol fixed RSs according to their busy durations. The fixed RSs'busy durations were predicted by using Markov chains, which were represented as a weighted graph. The algorithms based on the principles of graph searching, maximum matching, and maximum flow were proposed to solve the minimum vertex-disjoint path cover problem. But they ignored the energy consumed by moving mobile relays and did not consider the positions of MRSs.

To our knowledge, the EE maximization problem for MRS-aided cellular networks has not been well addressed in literature. Motivated by the above literature and inspired by Liao's work [23], referring to interference analysis in [24] and [25], we firstly analyze the interference at MUs by using the interference graph construction method. Then, in order to maximize the EE at each observation time, we propose an efficient mobile relay deployment scheme in the cellular relay network to select the deployment sites for MRSs from the candidate positions by taking into account the coverage constraints of MUs and the SE requirement.

The remainder of this paper is organized as follows. The system model is described in Section 2. In Section 3, an interference graph construction method is used to analyze the interference at MUs served by MRSs. Furthermore, the MRS deployment scheme and three deployment algorithms are proposed in Section 4. In Section 5, simulation results are presented, followed by some concluding remarks in Section 6.

## 2. System model

We consider a downlink, two-hop, mobile relay-aided wireless cellular network as shown in Fig. 1. We focus on a single cell with radius $R$. The BS is located at the center with coordinate $(0,0)$. The cell is divided into two parts, that is, the inner circle with radius $r_{0}$ and the outer ring. At the initial observation time $t=0$,


Fig. 2. Interference scenario between two MRSs.

Algorithm 1
Interference graph construction (IGC).

```
Initialization: R: MRS set; \(W(G)=w(i, j)_{K * K} ; K=|V|\)
for \(i=1\) to \(K\) do
    for \(j=1\) to \(K\) do
        if \(V_{i} \in \mathbf{R}, V_{j} \in \mathbf{R}\) and \(d_{i, j}<d_{\text {min }}\) then
        \(w(i, j)=P_{R} d_{j}^{-\beta}\left|h_{j}\right|^{2}\)
        else
        \(w(i, j)=0\)
        end if
    end for
    end for
    \(I(i)=\operatorname{sum}\{w(i, j)\}\)
```

a set of $N$ MUs are uniformly distributed in the cell, which are denoted by $\mathrm{U}=\left\{M U_{1}, M U_{2}, \ldots, M U_{N}\right\}$. A set of Mcandidate MRSs are randomly distributed in the inner circle, which are denoted by $F=\left\{\mathrm{MRS}_{1}, \mathrm{MRS}_{2}, \ldots, \mathrm{MRS}_{M}\right\}$. The MUs in the inner circle directly communicate with the BS and the MUs in the outer ring communicate with the BS with the assistance of MRSs. In addition, in order to allow MUs to access the network anywhere and anytime, we also assume that the number of candidate MRSs is greater than the number of MUs, i.e., $M>N$. That is to say the MRSs in the cell form a virtual ultra-dense random distribution [13]. Actually, the observation time refers to the time instant when a MU resides in the outer ring and a MRS is deployed to serve it. For the ease of discussion, in the context the observation time refers to the time instant when all the MUs reside in the outer ring simultaneously. We assume that the MRSs and MUs reside in an obstacle-free environment, so that they can move in the cell freely.

All the stations are assumed to be half-duplex and have a single antenna [24]. The transmission powers of the BS and the MRSs are fixed. Each MRS is allowed to connect one MU only at any time but the BS is allowed to connect many MUs at the same time. The decode-and-forward relaying protocol is adopted and no signal combination at the receiver is done. The BS and the MRSs transmit in two non-overlapping time slots. The system bandwidth used for the cell is WHz [24]. For the ease of analysis, the direct link between the BS and the MUs that are associated with MRSs is neglected due to, for instance, the shadowing effects. In order to improve the SE we assume that all the MRSs use the same frequency band, thus simultaneous transmissions may cause interference among MRSs, in which interference calculation is described in the next section.

In Section 4, we will discuss the MRS deployment scheme in detail. However, this scheme is not limited to this cellular network. In the proposed scheme, the BS coordinates the MRS deployment and for that it requires the moving information of all the MUs. Therefore, we assume that all the MUs are equipped with a global positioning system (GPS). In addition, we assume that the BS can accurately acquire the MU's arrival time and positions, and notify the appropriate MRSs in advance to arrive at the right place before the outer ring MUs arrive, while the candidate MRSs, which are not notified, wait for the notification from the BS.

## 3. Interference modeling

To calculate the system throughput and the SE, we need to analyze the interference among MRSs first. Since the transmission powers of MRSs are relatively small, when the distance between a MRS and another MRS is relatively large, the interference between them will be very small. So we can determine the minimum interfering distance between the two MRSs by using the interference graph construction method, as illustrated in Fig. 2.

We consider the scenario in which $M R S_{i}$ and $M R S_{j}$ are located at $(0,0)$ and $(d, 0)$. The coverage radius of the MRSs is denoted by $R_{r}$. The minimum distance between MRSs and MUs is denoted
by $R_{\min }$. When a MU is located at $(x, y)$, the received power from $M R S_{i}$ and $M R S_{j}$ are calculated by
$P_{r, i}=P_{R} d_{i}^{-\beta}\left|h_{i}\right|^{2}=P_{R}\left(x^{2}+y^{2}\right)^{-\beta / 2}\left|h_{i}\right|^{2}$,
$P_{r, j}=P_{R} d_{j}^{-\beta}\left|h_{j}\right|^{2}=P_{R}\left((x-d)^{2}+y^{2}\right)^{-\beta / 2}\left|h_{j}\right|^{2}$,
where $P_{R}$ is the transmission power of MRSs, $d_{i}\left(d_{j}\right)$ is the distance from $M U_{i}$ to $M R S_{i}\left(M R S_{j}\right),\left|h_{i}\right|^{2},\left|h_{j}\right|^{2}$ are exponentially distributed with mean 1 in the Rayleigh fading environment, respectively. Let the path-loss exponent be $\beta=4$ and ignore the noise power $\sigma^{2}$, the SINR of the $M U_{i}$ served by $M R S_{i}$ is calculated by
$\operatorname{SINR}_{i, j}(x, y)=\frac{P_{r, i}}{P_{r, j}+\sigma^{2}} \approx \frac{\left((x-d)^{2}+y^{2}\right)^{2}\left|h_{j}\right|^{2}}{\left(x^{2}+y^{2}\right)^{2}\left|h_{i}\right|^{2}}$.
When the MUs move into the coverage area of $M R S_{i}$ which is $A_{i}=\left\{(x, y) \mid\left(x^{2}+y^{2}\right) \leq R_{r}^{2}\right\}$, the area-average channel state of the coverage region of $M R S_{i}$ is calculated by

$$
\begin{align*}
\bar{C}_{i}\left(A_{i}, i, j\right) & =\int_{R_{\min }}^{R_{r}} \int_{0}^{2 \pi} E\left[\operatorname{SINR} R_{i, j}\right] r d r d \theta / S\left(A_{i}\right) \\
& =1+\frac{8 d^{2}}{R_{r}^{2}-R_{\min }^{2}} \ln \frac{R_{r}}{R_{\min }}-\frac{8 d^{4}}{\left(R_{r}^{2}-R_{\min }^{2}\right)^{2}} \tag{4}
\end{align*}
$$

Note that the value of $\bar{C}_{i}\left(A_{i}, i, j\right)$ is only related to the distance between two MRSs. Thus, by letting $\bar{C}_{i}\left(A_{i}, i, j\right)<\operatorname{SINR}_{\text {th }}$, we can obtain the minimum interfering distance, which is calculated by
$d_{\min }=\sqrt{\left(R_{r}^{2}-R_{\min }^{2}\right)\left(4 \ln \frac{R_{r}}{R_{\min }}-\sqrt{16\left(\ln \frac{R_{r}}{R_{\min }}\right)^{2}+1-S I N R_{t h}}\right)}$

According to the positions of MRSs, when the distance between any two MRSs is less than $d_{\text {min }}$, we believe that there exists inevitable interference between MRSs. We assume that the number of deployment MRSs is $K$. The interference graph is constructed as follows. The vertex $\mathbf{V}$ of the graph denotes a MRS or a MU, the edge set $\mathbf{E}$ denotes strong interference between MRSs. The element $w(i, j)$ of the weight matrix $\mathbf{W}$ denotes the value of interference. $G(\mathbf{V}, \mathbf{E}, \mathbf{W})$ is a directed interference graph. The interference graph construction method is listed in Algorithm 1.

## 4. Relay deployment scheme

At the initial observation time $t=0$, we have $N$ MUs in the cell with coordinates $\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{N}, y_{N}\right)\right)$ and velocities $\left(\left(v_{1}, \theta_{1}\right),\left(v_{2}, \theta_{2}\right), \ldots,\left(v_{N}, \theta_{N}\right)\right)$, where $\left(v_{1}, v_{2}, \ldots, v_{N}\right)$ denotes their speeds and $\left(\theta_{1}, \theta_{2}, \ldots, \theta_{N}\right)$ denotes their directions. The deployment of MRSs mainly aims at the outer ring MUs and the coordinates of the corresponding candidate MRSs are denoted by


Fig. 3. Illustration of MRS movement.
$\left(x_{R 1}, y_{R 1}\right),\left(x_{R 2}, y_{R 2}\right), \ldots,\left(x_{R M}, y_{R M}\right)$. Since the MUs are always moving, the MU's positions at each observation time are different and the relay service time are different. So the number of deployed MRSs are different at each observation time. Nevertheless, this deployment scheme is applicable to every observation time.

As shown in Fig. 3, the transmission range of MUs is denoted by $r_{0}$, i.e., the circle with a radius $r_{0}$ is MU's transmission range. If there exists MRSs in outer ring MU's transmission range, this outer ring MU will connect to only one MRS at a time. If there does not exist a MRS in an outer ring MU's transmission range, the BS will choose an appropriate MRS outside its transmission range to move to the right place. The MRSs are not always moving. They will move to the right place to provide services for the MUs only when they receive task notification from the BS. Otherwise, they will keep static.

We assume that the time required by a MU to move to a new position is $T$. After the BS acquires the MU's moving time and position, the BS informs the appropriate MRS to move to the right place within time $T$. Therefore, we think that the speed of the MRS does not need to be set, as long as the MRS can reach the right place within time $T$. However, the MU is constantly moving, only when the MRS falls within the MU's transmission range and the MRS can provide service for the MU. Otherwise, the BS will notify another suitable MRS to provide service for the MU. Let $d_{\text {MB }}(t)$ and $d_{M R}(t)$ denote the distance between the MU and the BS and the distance between the MRS and the MU at the time instant $t$, respectively. When the positions of MUs change, the following cases may occur, which lead to different results.
(1) $d_{\text {MB }}(t)<r$ : when the outer ring MU moves into the inner circle of the cell, the received signal of the MU from the BS is of good quality and may not require relaying. Therefore, the MU directly communicates with the BS.
(2) $d_{M B}(t)>R$ : when the outer ring MU moves out of the cell, it accesses to the BS in a neighboring cell.
(3) $r \leq d_{M B}(t) \leq R$ : when the MU in the neighboring cell or the inner circle of the cell moves into the outer ring of the cell, relay switching occurs. Here relay switching means the MU is associated with another MRS.
(4) $d_{M R}(t)>r_{0}$ and $r \leq d_{M B}(t) \leq R$ : when the MRS is not in the outer ring MU's transmission range and the outer ring MU is still in the outer ring, relay switching occurs.

As stated above, the conditions for relay switching are $r \leq$ $d_{M B}(t) \leq R ; r \leq d_{M B}(t) \leq R, d_{M R}(t)>r_{0}$. For ease of analysis, we assume that there are $K$ MUs in the outer ring at the initial observation time $t=0$. We only consider the movement of outer ring MUs and do not consider the inner circle MUs and MUs in neighboring cells.

The $K$ outer ring MUs are denoted by two-dimensional coordinates $\left(x_{M k}, y_{M k}\right), k=1,2, \ldots, K$ and velocities $\left(v_{M k}, \theta_{M k}\right)$. We assume that the mobility models of all the outer ring MUs are ran-
dom walk, where $v_{M k}$ and $\theta_{M k}$ are random variables following the uniform distribution, and $v_{M k} \in\left[V_{\min }, V_{\max }\right], \theta_{M k} \in[0,2 \pi)$. Furthermore, the probability density functions (PDFs) of $v_{M k}$ and $\theta_{M k}$ can be expressed as
$f_{V}\left(v_{M k}\right)=\left\{\begin{array}{l}\frac{1}{V_{\max }-V_{\min }}, V_{\min } \leq v_{M k} \leq V_{\max } \\ 0, \text { other }\end{array}\right.$,
$f_{\Theta}\left(\theta_{M k}\right)=1 / 2 \pi$.
The positions of the MRSs for the $K$ MUs are denoted by twodimensional coordinates $\left(x_{R k}, y_{R k}\right), k=1,2, \ldots, K$. Due to the energy consumption in the moving process and in order to reduce the handover of MRSs, a MRS should move along the straight line between its initial position and the position of target MU to minimize the movement distance, while satisfying the outer ring target MU coverage. Moreover, the MRS moves to the place $r_{0} / 2$ far from the MU, in order to reduce handover. Let $d_{k}$ denote the moving distance of $k$-th MRS. Then, $d_{k}=\left(x_{M k}-x_{R k}\right)^{2}+\left(y_{M k}-y_{R k}\right)^{2}-r_{0} / 2 . \theta_{k}$ denotes the MRS's moving direction. Let $\Delta x_{k}$ and $\Delta y_{k}$ denote the coordinate variables. We have $\Delta x_{k}=x_{M k}-x_{R k}$ and $\Delta y_{k}=y_{M k}-$ $y_{R k}$. Because the MRS is moving along a straight line, $\theta_{k}$ can be easily obtained as follows:
(1) $\Delta x_{k}>0$ and $\Delta y_{k}>0, \theta_{k}=\arctan \left(\frac{y_{M k}-y_{R k}}{x_{M k}-x_{R k}}\right)$;
(2) $\Delta x_{k}<0$ and $\Delta y_{k}>0, \theta_{k}=\arctan \left(\frac{y_{M k}-y_{R k}}{x_{M k}-x_{R k}}\right)+\pi$;
(3) $\Delta x_{k}<0$ and $\Delta y_{k}<0, \theta_{k}=\arctan \left(\frac{y_{M k}-y_{R k}}{x_{M k}-x_{R k}}\right)+\pi$;
(4) $\Delta x_{k}>0$ and $\Delta y_{k}<0, \theta_{k}=\arctan \left(\frac{y_{M k}-y_{R k}}{x_{M k}-x_{R k}}\right)+2 \pi$.

After the MRS moves a distance $d_{k}$ with a certain speed, the new coordinate of the MRS is obtained as
$x^{\prime}{ }_{R k}=x_{R k}+d_{k} \cos \theta_{k}$
$y_{R k}^{\prime}=y_{R k}+d_{k} \sin \theta_{k}$.
Since the MUs are constantly moving, when the positions of MUs change, their respective coordinates change to $\left(x^{\prime}{ }_{M k}, y^{\prime}{ }_{M k}\right)$ after time $t_{M k}$, where $x_{M k}^{\prime}=x_{M k}+v_{M k} t_{M k} \cos \theta_{M k}$, $y_{M k}^{\prime}=y_{M k}+v_{M k} t_{M k} \sin \theta_{M k}$. Note that when the distance between the MU and the MRS is $r_{0}$, relay switching occurs. Therefore, we have
$d_{\text {MRk }}\left(t_{M k}\right)=r_{0}$.
The expression of $d_{M R k}\left(t_{M k}\right)$ is obtained as
$d_{M R k}\left(t_{M k}\right)=\sqrt{\left(x^{\prime}{ }_{M k}-x_{R k}\right)^{2}+\left(y^{\prime}{ }_{M k}-y_{R k}\right)^{2}}$.
Using (9) and (10), we obtain

$$
\begin{align*}
& t_{M k}=-\frac{\left(x_{M k} \cos \theta_{M k}+y_{M k} \sin \theta_{M k}-x_{R k} \cos \theta_{M k}-y_{R k} \sin \theta_{M k}\right)}{v_{M k}} \\
& +\sqrt{r_{0}^{2}-\left(x_{M k} \sin \theta_{M k}-y_{M k} \cos \theta_{M k}-x_{R k} \sin \theta_{M k}+y_{R k} \cos \theta_{M k}\right)^{2}}  \tag{11}\\
& v_{M k}
\end{align*} .
$$

Since the moving speeds and directions of MUs are different, the MRS's service time may be the same or different. When the MRS is not in the outer ring MU's transmission range, the MRS becomes idle and waits for the next mission. We assume that the time of MU need MRS to service $t_{\text {need }}$ is a random variable, which satisfies the exponent distribution with mean value $1 / \lambda$ [17]. The PDFs of $t_{\text {need }}$ can be expressed as
$f_{T}\left(t_{\text {need }}\right)= \begin{cases}\lambda e^{-\lambda t_{\text {need }}}, & t_{\text {need }}>0 \\ 0, & \text { other. }\end{cases}$

When the MRS is not in the MU's transmission range, relay switching occurs. The probability of occurrence of relay switching is expressed as

$$
\begin{align*}
P_{\text {handover }} & =P\left(t_{\text {need }}>t_{M k}\right) \\
& =\int_{t_{M k}}^{\infty} \lambda e^{-\lambda t_{\text {need }}} d t_{\text {need }}=e^{-\lambda t_{M k} .} \tag{13}
\end{align*}
$$

Therefore, the average relay switching rate is expressed as
$E\left(P_{\text {handover }}\right)=\frac{1}{2 \pi\left(V_{\max }-V_{\min }\right)} \int_{V_{\min }}^{V_{\max }} \int_{0}^{2 \pi} e^{-\lambda t_{M k}} d \theta_{M k} d v_{M k}$.
We define $t_{\text {ave }}$ as the average value of $t_{M k}$, i.e., average MRS's service time, which is
$t_{\text {ave }}=\frac{1}{2 \pi\left(V_{\max }-V_{\min }\right)} \int_{V_{\min }}^{V_{\max }} \int_{0}^{2 \pi} t_{M k} d \theta_{M k} d v_{M k}$.
According to the proposed scheme, the power consumption and the EE at each observation time are analyzed in the following. We adopt the distance-proportional energy consumption model which is appropriate for this kind of nodes [15]. The energy $E\left(d_{k}\right)$ consumed by moving a distance $d_{k}$ is modeled as:
$E\left(d_{k}\right)=\bar{k} d_{k} \cdot s_{k}$,
where the value of the parameter $\bar{k}$ depends on the speed of the MRS, and we assume it is a constant. $s_{k}$ is a binary variable, which is defined as follows:
$s_{k}=\left\{\begin{array}{l}1, \text { if } M R S_{k} \text { moves a distance } d_{k} \\ 0,\end{array}\right.$ otherwise.
At the initial observation time $t=0$, recall the downlink transmission as shown in Fig. 1. The transmission process is divided into two phases. In the first phase, the BS transmits signals to each associated MU or MRS. Then, the received signals at the corresponding MRSs and MUs are respectively represented by
$\mathrm{z}_{k}(t)=\sqrt{P_{B} d_{R k}^{-\beta}\left|h_{R k}\right|^{2}} \chi_{k}(t)+v_{k}(t), \quad k=1,2, \ldots, K$,
$\mathrm{z}_{l}(t)=\sqrt{P_{B} d_{M l}^{-\beta}\left|h_{M l}\right|^{2}} x_{l}(t)+v_{l}(t), l=K+1, \ldots, N$,
where $P_{\mathrm{B}}$ is the transmission power of the $\mathrm{BS}, x_{k}$ and $x_{l}$ are the signals transmitted by the BS (assuming that $E\left\{\left|x_{k}\right|^{2}\right\}=1, E\left\{\left|x_{l}{ }^{2}\right|\right\}=$ 1 , where $E\{\cdot\}$ is the expectation operator), $d_{R k}$ is the distance from BS to its associated MRS and $d_{M l}$ is the distance from the BS to its associated MU, $\left|h_{R k}\right|^{2},\left|h_{M l}\right|^{2}$ are exponentially distributed with mean 1 in the Rayleigh fading environment, respectively, $v_{k}$ and $v_{l}$ are additive white Gaussian noises (AWGNs) with zero mean and variance $\sigma^{2}$. In the second phase, the MRSs forward their decoded signals to the associated MUs. It is assumed that the decoding is always successful. The signals received at the corresponding MUs can be written as
$\mathrm{y}_{k}(t)=\sqrt{P_{R} d_{M k}^{-\beta}\left|h_{M k}\right|^{2}} x_{k}(t)+Q_{k}+w_{k}(t), k=1, \ldots, K$,
where $d_{M k}$ is the distance from a MRS to its associated MU, $\left|h_{M k}\right|^{2}$ is exponentially distributed with mean 1 in the Rayleigh fading environment, $w_{k}$ is an AWGNs with zero mean and variance $\sigma^{2}$. Since interference is introduced by simultaneous transmissions from MRSs, $Q_{k}$ denotes $k$-th MU which is associated with an MRS suffers interference from other MRSs, with variance $I_{k}$. Therefore, the SINRs at the MUs are
$\gamma_{k}=\frac{P_{R} d_{M k}^{-\beta}\left|h_{M k}\right|^{2}}{\sigma^{2}+I_{k}}, k=1,2, \ldots, K$,
$\gamma_{l}=\frac{P_{B} d_{M l}^{-\beta}\left|h_{M l}\right|^{2}}{\sigma^{2}}, l=K+1, \ldots, N$.

Since we only consider the throughput perceived by the MUs, the cell throughput is given by
$R=\frac{1}{2} W \sum_{k=1}^{K} \log _{2}\left(1+\gamma_{k}\right)+\frac{1}{2} W \sum_{l=K+1}^{N} \log _{2}\left(1+\gamma_{l}\right)$.
In order to quantify the energy consumption of the system, referring to [9], the power consumption of the BS and MRSs can be simply written as the linear form
$P_{B, \text { tot }}=\Delta_{B} P_{B}+P_{B O}$,
$P_{R, \text { tot }}=\Delta_{R} P_{R}+P_{R 0}$.
where $B$ and $R$ represent the BS and MRSs, respectively. The coefficients $\Delta_{B}$ and $\Delta_{R}$ account for the power consumption that scales with the average radiated power due to amplifier and feeder losses as well as cooling of sites. The static powers $P_{B 0}$ and $P_{R 0}$ includes the one used for signal processing, battery backup, and cooling. The system SE is defined as
$\eta_{S E}=\frac{1}{2} \sum_{k=1}^{K} \log _{2}\left(1+\gamma_{k}\right)+\frac{1}{2} \sum_{l=K+1}^{N} \log _{2}\left(1+\gamma_{l}\right)$.
The system EE is defined as
$\eta_{E E}=\frac{\frac{1}{2} W \sum_{k=1}^{K} \log _{2}\left(1+\gamma_{k}\right)+\frac{1}{2} W \sum_{l=K+1}^{N} \log _{2}\left(1+\gamma_{l}\right)}{\left(\Delta_{B} P_{B}+P_{B O}\right)+K \cdot\left(\Delta_{R} P_{R}+P_{R O}\right)+\sum_{k=1}^{K} E_{k}\left(d_{k}\right)}$.
Our target is to maximize the system EE while satisfying the $\eta_{S E}$ requirement and the coverage constraints of MUs, which can be formulated as

$$
\begin{align*}
& \max \quad \eta_{E E} \\
& \text { s.t. } \quad \eta_{S E} \geq \bar{\eta}_{S E}  \tag{28}\\
& d_{M k} \leq r_{0}, \quad k \in(1, \cdots, K)
\end{align*}
$$

where $\bar{\eta}_{S E}$ is the minimum required SE.
In our deployment scenario, each outer ring MU can find its own MRS, that is to say, after MRSs are chosen and move to new positions, the distance between a MU and its associated MRS is known. When the positions of MRSs are fixed, the MU's interference suffering from other MRSs can be calculated by using the interference graph construction (IGC) method. When the MU determines the choice of the BS or a MRS, the cell throughput can be seen as a constant under the proposed deployment scheme at the observation time $t$. According to the expression of EE and based on the coverage constraint, if we want to maximize the EE, we just need to minimize the energy consumed by moving, i.e., to minimize the total movement distance.

When the MRSs move to new positions, it is possible that the distance between any two MRSs is very close. A MU will suffer high interference from the neighboring MRSs and its data rate will become low. According to the formula (26), this can cause lower SE under the large interference situations. Therefore, in order to improve SE under the existence of large interference, when $\eta_{S E}<\bar{\eta}_{S E}$, the MU that connected to a MRS and has minimum data rate directly communicates with the BS for interference reduction. Then, the MRSs are reassigned to the MUs, and we recalculate the interference and SE until $\eta_{S E} \geq \bar{\eta}_{S E}$.
Definition 1. Mobile Relay Deployment (MRD) problem: At the initial observation time $t=0$, given $K$ outer ring target MUs with known positions and $M$ candidate MRSs deployed randomly in the inner circle, move MRSs to new positions such that the target MUs are covered and the total movement distance of MRSs is minimized.

The MRD problem is also a target MU coverage problem (TCOV), and the TCOV is shown to be NP-hard [16]. Therefore, our problem is also NP-hard. Since each MRS is allowed to connect one MU
only, our MRD problem in this scenario could be transferred to the assignment problem that is to assign exactly one MRS to each target MU in such a way that the total movement distance is minimized. Next, the extended Hungarian algorithm is proposed to find the optimal solution to the MRD problem, i.e., which MRS should move and to which potential target MU, so as to cover the target MUs. In order to compare the performance of the extended Hungarian deployment algorithm, a sub-optimal greedy deployment algorithm and a static deployment algorithm are also proposed.

### 4.1. Extended Hungarian Deployment Algorithm (EHDA)

In the traditional assignment problem, the number of agents equals the number of tasks $(K=M)$, while in our MRD problem, in order to ensure that the outer ring MUs are able to find suitable MRSs, the number of MRSs is usually larger than the number of MUs, i.e., $M>K$. Actually, at the initialization stage of the cellular network, a set of $M$ candidate MRSs are randomly distributed in the inner circle and a set of $N$ MUs are randomly distributed in the cell. We can find out the outer ring MUs according to their positions. May be some target MUs may have already been covered by MRSs, therefore, in Step 1, the SINRs of outer ring target MUs are calculated and sorted by $\gamma_{1}<\gamma_{2}<\cdots<\gamma_{K}$. Then, in order to ensure the fairness of MUs, assuming that the first MU has the priority to choose the nearest MRS in its transmission range in Step 2. Denote the set of target MUs that have already been covered by $K_{\text {cov }}$, and denote the set of MRSs that cover these target MUs by $M_{c o v}$. Denote the set of uncovered target MUs by $K_{u c o v}$, and denote the set of rest MRSs by $M_{u c o v}$. Then, we have $K_{u c o v}=U \backslash K_{c o v}$, $M_{u c o v}=F \backslash M_{c o v}$, that is to say we should remove the MU served by the chosen MRS from outer ring MU list and delete the MRS selected by MU from MRS list in Step 3, and then update the outer ring MU list and the MRS list in Step 4, until next. The number of $K_{u c o v}$ is assumed to be $n$, and the number of $M_{u c o v}$ is assumed to be $m, m>n$. To deal with this issue, we extended the Hungarian algorithm proposed in [16] by extending the cost matrix to an $m \times m$ matrix as follows:
$\left[\mathrm{e}_{\hat{i}, \hat{j}}\right]_{\mathrm{m} \times m}=\left(\begin{array}{llllll}\mathrm{e}_{1,1} & \ldots & e_{1, n} & 0 & \ldots & 0 \\ \vdots & & \vdots & \vdots & & \vdots \\ \mathrm{e}_{m, 1} & \ldots & e_{m, n} & 0 & \ldots & 0\end{array}\right)$
where $e_{\hat{i}, \hat{j}}(1 \leq \hat{i} \leq m, 1 \leq \hat{j} \leq n)$ is set as the movement distance of moving $M R S_{\hat{i}}$ to cover target $M U_{\hat{j}}$, i.e.,
$e_{\hat{i}, \hat{j}}= \begin{cases}d\left(M R S_{\hat{i}}, M U_{\hat{j}}\right)-r_{0} / 2, & \text { if } d\left(M R S_{\hat{i}}, M U_{\hat{j}}\right)>r_{0} \\ 0, & \text { otherwise }\end{cases}$
where $d\left(M R S_{\hat{i}}, M U_{\hat{j}}\right)$ is the Euclidean distance between $M R S_{\hat{i}}$ and $M U_{\hat{j}}$. In Step 5, with the extended cost matrix, the optimal solution to the MRD problem can be obtained by using the Hungarian algorithm. After the outer ring MUs have selected suitable MRSs, we calculate $S E$ in Step 6. If SE is not greater than or equal to the minimum required SE, we execute Step 7, and then go back to Step 2. The MRSs are reassigned to the MUs, until the SE is greater than or equal to the minimum required SE. The extended Hungarian deployment algorithm (EHDA) is summarized in Fig. 4.

From Steps 1 to 4, the computational complexity is about $O(K M)$. As for the extended Hungarian algorithm, a $m \times m$ cost matrix is constructed. Hence the computational complexity of the extended Hungarian algorithm is $O\left(m^{3}\right)$ [16]. So the total computational complexity of the extended Hungarian deployment algorithm is $O\left(K M+m^{3}\right)$.


Fig. 4. Flow chart of the EHDA.

### 4.2. Greedy deployment algorithm (GDA)

The EHDA and GDA are all the same from initialization to Step 4. The difference between them is in Step 5. Given $K$ target MUs and $M$ MRSs, some target MUs may have been covered at the initialization. Therefore, the SINRs of all outer ring target MUs are sorted by $\gamma_{1}<\gamma_{2}<\cdots<\gamma_{K}$, in order to ensure the fairness of MUs, assuming that the first MU has the priority to choose the nearest MRS in its transmission range, until next. These steps can be found in the flow chart of the EHDA, so we will not repeat them and only focus on Step 5. When some of the outer ring target MUs find the appropriate MRSs, we just need to think about the uncovered MUs. Then, in Step 5, the SINRs of outer ring uncovered target MUs are sorted by $\gamma_{1}<\gamma_{2}<\cdots<\gamma_{n}$, and the MUs choose the appropriate MRSs one by one. The first MU has the priority to choose the nearest MRS which is not in this MU's transmission range, and then the MRS should move along the straight line between its initial position and the position of this MU to minimize the movement distance. Next the second MU will choose the nearest MRS from the rest MRSs, and so on. The sub-optimal solution to the MRD problem can be obtained by using the greedy deployment algorithm.

From Steps 1 to 4, the computational complexity is $O(K M)$. In Steps 5 of the greedy deployment algorithm, the computational complexity is $O(n m)$. So the total computational complexity of the greedy deployment algorithm is $O(K M+n m)$.

### 4.3. Static deployment algorithm (SDA)

The EHDA and SDA are all the same from initialization to Step 4. The difference between them is also in Step 5. The static


Fig. 5. Illustration of a deployment example of EHDA.


Fig. 6. Illustration of a deployment example of GDA.
deployment algorithm is designed following the static deployment schemes in wireless sensor networks. Given $K$ outer ring target MUs and $M$ MRSs, some target MUs may have been covered at the initialization. The SINRs of outer ring target MUs are sorted by $\gamma_{1}<\gamma_{2}<\cdots<\gamma_{K}$. The MUs choose the appropriate MRSs one by one. The first MU has the priority to choose the nearest MRS. If there exists MRSs in the MU's transmission range, the MU will choose the nearest MRS. Next the second MU will choose the nearest MRS that in the MU's transmission range from the rest MRSs, and so on. These steps can also be found in the flow chart of the EHDA, so we will not repeat them and focus on Step 5. Because there do not exist MRSs in the MU's transmission range for the outer ring uncovered target MUs, then, in Step 5, these outer ring uncovered MUs directly communicate with the BS. The MRSs do not move in the whole deployment process.

From Steps 1 to 4, the total computational complexity of the static deployment algorithm is $O(K M)$.

## 5. Performance evaluation

In this section, we evaluate the performance of the proposed three algorithms by using the MATLAB tool. The inter-site distance between the neighboring cells is defined as an LTE standard distance of 500 m , with a cell radius $d_{\min }=0$ of 289 m [17]. The transmission distance $r_{0}$ is 100 m , the radius of MRSs $R_{r}$ is 100 m , and the minimum distance between MRSs and MUs $R_{\min }$ is 10 m . All the MUs are uniformly distributed in the cell and move randomly. The speeds of the MUs randomly take values between $0 \mathrm{~m} / \mathrm{s}$ and $5 \mathrm{~m} / \mathrm{s}$. The directions of the MUs randomly take values in the interval $[0,2 \pi)$. A MRS moves along the straight line between its initial position and the position of the target MU. Since we assume the MRSs can reach the right place within the time $T$, the speeds of the MRSs are not set. In practice, the speeds of the MRSs can be set according to actual situations. The power consumption parameters are set as $P_{B}=2 \mathrm{~W}, \Delta_{B}=1 / 0.38, P_{B 0}=1 \mathrm{~W}, P_{R}=0.2 \mathrm{~W}$, $\Delta_{R}=1 / 0.38, P_{\mathrm{BO}}=0.1 \mathrm{~W}, \bar{k}=2 \mathrm{~W} / \mathrm{km}$. the average service time $\lambda$ is 100 s . The parameters of path-loss exponent, noise power, total bandwidth, and minimum required SE are set to $4,-50 \mathrm{dBm}$, 10 kHz , and $5 \mathrm{bps} / \mathrm{Hz}$, respectively.

Figs. 5-7 show the deployment results of the EHDA, the GDA, and the SDA, respectively, when the number of candidate positions for the MRSs is 30 and the number of MUs is also 30 . It can be observed that the MRSs in the MUs transmission range and are chosen by the MUs are the same for the EHDA, the GDA, and the SDA


Fig. 7. Illustration of a deployment example of SDA.
under the same coverage constraint. As Figs. 5 and 6 show, for the EHDA and the GDA, some of the MRSs are chosen by the MUs that do not have MRSs in their transmission range and the results are different. It is because the deployment rules of the EHDA and the GDA are different, so the MRSs chosen by the MUs are different. The entire outer ring MUs can be covered by chosen MRSs for the EHDA and the GDA. Fig. 7 shows that the MU that does not have a MRS in its transmission range directly communicates with the BS and the MRSs in the MUs' transmission range will be notified to provide service for the MUs.

According to Figs. 6 and 7, under the same coverage constraint, the moving paths of MRSs are different and the distances are also different for the EHDA and the GDA. As shown in Fig. 8, when the number of candidate positions for the MRSs is small, the total movement distance with the EHDA is less than the total movement distance with the GDA. The reason for this result is that the EHDA is the optimal algorithm which can find the minimum total movement distance, while the GDA is the heuristic sub-optimal solution. Moreover, when the number of candidate positions of MRSs increases, the total movement distances decreases. The reason for this result is that when the number of candidate positions of MRSs increases, the probability of the event that the number of MRSs located in each outer ring MU's transmission range will be large, i.e., the MUs can find their MRSs in the transmission range, and the


Fig. 8. Total movement distance versus number of MRSs (number of MUs is 30).


Fig. 9. Cell throughput versus number of MRSs.

MRSs do not need to move to cover the MUs. In addition, when the number of candidate positions of MRSs is relatively large, the total movement distance with the EHDA and the GDA are very close to each other.

Figs. 9-11 show the cell throughput, SE, and EE versus the number of MRSs when the number of MUs is 30 and the SINR threshold is 0 dB . When the SINR threshold is 0 dB , according to the IGC method, we have $d_{\min }=0$, which means that there does not exist interference between any two MRSs. Under the same coverage constraint, the throughput and the SE with the GDA and the ones with the EHDA is the same, but better than those with SDA in Figs. 9 and 10. In addition, the EE with the EHDA is greater than the one with the GDA and the SDA. As shown in Fig. 11, we can see that the gap between that with the EHDA and the one with the GDA decreases when the number of candidate positions of MRSs increases. It is because the total movement distance decreases when the number of candidate positions of MRSs increases. When the number of candidate positions of MRSs is relatively large, the total movement distance with the EHDA and the GDA are very close to each other. Furthermore, when the number of candidate positions of MRSs increases, the probability of the event that the number of MRSs located in each outer ring MU's transmission range will be large, and the MUs can find their MRSs in the transmission range. The distance between the MU and the MRS will become smaller,


Fig. 10. Spectral efficiency versus number of MRSs.


Fig. 11. Energy efficiency versus number of MRSs.
hence the throughput, SE, and EE increases with the number of candidate positions of MRSs.

Figs. 12-14 show the effect of SINR threshold on the system performance when the number of candidate positions for the MRSs is 30 and the number of MUs is also 30 . First, in Fig. 12, we can observe that the cell throughput with the SDA is significantly less than those with the GDA and the EHDA, and the cell throughput with the GDA is greater than that with the SDA and is similar to that with the EHDA. It is worth pointing out that the result with the GDA and with the EHDA is the same in terms of throughput and SE when the SINR threshold changes. For the SDA, the GDA, or the EHDA, the SE can meet the minimum SE requirement under our deployment scheme, as shown in Fig. 13. Moreover, the EHDA achieves the highest EE, while the SDA achieves the lowest, as shown in Fig. 14. The reason is that the total movement distance is different with the GDA and the EHDA, thus the energy consumed in the moving process is different. Under the same coverage constraint, the total movement distance and the energy consumed with the EHDA is the minimum. Moreover, we can observe that higher SINR threshold leads to worse performance of the system. It is because, when the SINR threshold increases, according to the IGC method, the minimum interference distance increases, which means that the probability of interference between any two


Fig. 12. Cell throughput versus SINR threshold.


Fig. 13. Spectral efficiency versus SINR threshold.


Fig. 14. Energy efficiency versus SINR threshold.


Fig. 15. Effect of maximum MU speed on average relay switching rate.


Fig. 16. Effect of maximum MU speed on average relay service time.

MRSs also increases. The greater interference will result in smaller throughput.

Figs. 15 and 16 show the effect of maximum MU speed $V_{\max }$ on average relay switching rate and average relay service time, respectively. With the increase of the maximum MU speed, the average relay switching rate increases while the average relay service time reduces. The reason is that when the MU speed increases, relay switching occurs more frequently. Subsequently, we can also infer that in the case of minimum MU speed $V_{\min }$, the average relay switching rate will decrease and the average relay service time will increase.

## 6. Conclusion

In this paper, the impact of MRS deployment on the performance of a cellular relay network is studied. Specifically, the EEmaximizing MRS deployment problem at each observation time is mathematically formulated. Considering the coverage constraints of MUs and the SE requirement, we first calculate the interference at MUs served by MRSs based on the IGC method, and then propose three deployment algorithms to maximize the EE, i.e., to minimize the total movement distance. The complexity of the three deployment algorithms is analyzed. Then, the impact of the number of candidate positions of MRSs and the SINR threshold on the performance are investigated. The effect of maximum MU speed
on average relay switching rate and average relay service time are also discussed. Simulation results demonstrate the superior performance of EHDA in terms of the total movement distance as well as the system EE. In addition, higher maximum MU speed will lead to higher average relay switching rate and shorter average relay service time.
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