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Abstract—The paper presents design of a distributed system
for measurements and control of a smart home including temper-
atures, light, fire danger, health problems of inhabitants such as
increased body temperature, a person falling etc. This is done by
integration of mobile devices and standards, distributed service
based middleware BeesyCluster and a workflow management
system. Mobile devices are used to measure the parameters and
are coupled with computers for remote access. The latter is made
possible by exposing services in the distributed middleware. Such
services can then be integrated into complex workflow applica-
tions for constant monitoring and analysis of input data, instant
feedback such as turning off lights or heating or notification of
medical emergency. Interfaces are defined for particular system
components and implementation hints for measurements using
the Java Mobile Sensor JSR 256 API are provided.

I. INTRODUCTION

Widespread availability of the Internet has made it possible
to build hybrid distributed systems that couple various features
of particular types of systems. The leading architectures and
types of systems include nowadays:

1) cloud computing [1] that allows outsourcing of in-
frastructures (IaaS), platforms (PaaS) and software
(SaaS),

2) grid computing [2] for controlled resource sharing
especially referring to computational and storage re-
sources,

3) high performance computing (HPC) [3] thanks to
wide availability of the following:

• multi-core processors with increasing num-
bers of cores,

• high performance and multi-core GPUs al-
lowing general purpose processing on GPUs
(GPGPU).

4) extremely wide availability and usage of mobile
devices, especially smartphones equipped with more
and more sensors of various types.

The contribution of this work is proposal of a distributed
system for remote measurements and control of various pa-
rameters of a smart home and people remotely. This is pos-

sible by a new integrated approach using mobile devices for
measurements, high performance clusters for analysis, servers
of various forces for notification and a workflow management
system for definition and execution of processing flow and
supporting security.

II. RELATED WORK

A. Mobile Devices for Measurements

Modern smartphones are now equipped with a wide range
of sensors that can be very useful in a variety of practical
applications. The sensors include1:

1) ambient light sensor (ALS),
2) proximity sensor,
3) Global Positioning Sensor (GPS),
4) accelerometer,
5) compass,
6) gyroscope.

More and more types of sensors have just or are predicted to
be provided in the latest mobile devices including2:

1) altimeter,
2) temperature, humidity sensors,
3) heart monitor,
4) perspiration sensor,
5) asthma device with a connection to a smartphone etc.

These sensors will provide even greater possibilities to use
in smart homes and to monitor states and mood of patients,
including prediction of danger due to high heart rate, high
body temperature, too high altitude for the particular person
etc. So far mobile technologies have been used to assist in data
collection for e.g. measures of physical activity [4].

The Visibility app for Android smartphones developed
at University of Southern California allows to measure air
pollution using a mobile phone3 [5].

1http://mobiledeviceinsight.com/2011/12/sensors-in-smartphones/
2http://mobihealthnews.com/11006/which-sensors-are-coming-to-your-next-

smartphone/
3http://www.treehugger.com/clean-technology/android-app-measures-air-

pollution-using-cell-phones-camera.html978-1-4673-5637-4/13/$31.00 c© 2013 IEEE
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Paper [6] deals with noise monitoring and mapping of noise
in neighborhood using GPS-equipped mobile phones.

In many cases processing of such data that can be acquired
using mobile technologies requires high performance comput-
ing hardware and parallelization of software [7].

B. Workflow Applications and Existing Approaches

Modeling complex processing as workflow applications
has a wide coverage in the literature. Traditionally, workflow
applications were defined for business [8], [9] and scientific
[10] applications.

The workflow application is usually modeled as an acyclic
directed graph [11], [10], [12] in which nodes correspond to
tasks ti being executed while the edges denote the order of
tasks. For each workflow task ti there is a set of services
sij (j-th service for task ti) capable of executing the given
task with certain QoS parameters such as cost, execution time,
reliability etc. The optimization problem requires assignment
of ti → (sij , timeij) i.e. a particular service executed at
a particular moment in time (timeij) so that a global QoS
criterion is optimized such as minimization of the workflow
execution time with a bound on the total cost of services or
vice versa [13], [12].

A taxonomy of workflow applications is presented in [14]
with possibilities to extend the model shown in [15].

In ubiquitous computing, contrary to the traditional work-
flow model, processing depends on the context [16], [17].
FollowMe as a platform allows to define workflows with
Compact Process Definition Language with running using
event triggering [18]. In the literature, there are also workflow
applications used for the smart home. Paper [19] proposes a
system that provides services to the user based on the current
context information and uses Petri nets to model workflows.
This is discussed in the context of application in a smart home.
Furthermore, a new context-aware workflow language and a
system for ubiquitous computing in the smart home context
is proposed in [20]. The context information is specified
when transition in the workflow occurs. Services based on
context information can be provided. Paper [21] focuses on
communication between heterogeneous appliances in a smart
home and uses an information appliance interface definition
language (IAIDL) and event-driven workflow processing.

There are Ambient Assisted Living (AAL) solutions avail-
able that deal with smart spaces oriented around human users.
Smart devices within such environment gather information and
act collectively within a defined scenario. Such research objec-
tives are realized within project universAAL: an Open Platform
and Reference Specification for Building AAL Systems4. It is
interesting that such spaces can be managed remotely. Paper
[22] discusses a multi-level model for development of context-
aware AAL applications by definition of basic functions at
one level and adaptation at the next level. State-of-the-art
implementation concepts for AAL applications are discussed
in [23].

4http://www.universaal.org

C. Motivations

The following factors motivated design of the proposed
system including needs for:

1) easy installation and reconfiguration of measurement
devices in any place of one or more smart homes,

2) monitoring both parameters of homes as well as
inhabitants,

3) processing and analysis of the measured data includ-
ing high performance processing capabilities e.g. for
detection of persons who have broken into a house
or apartment,

4) easy invocation of services that notify respective
forces such as the police, fire stations or medical
assistance about dangerous situations,

5) handling many smart homes and persons that belong
to one owner,

6) ability to define and run various measurement and
reaction scenarios for various owners at the same
time,

7) support security mechanisms for the proposed solu-
tion,

8) reuse and adaptation of available workflow manage-
ment solutions and middleware for service based
distributed systems.

III. DESIGN OF THE PROPOSED SYSTEM

The goals stated in section II-C can be addressed in a
distributed system proposed in this work through integration
of ready-to-use components into one system for measurement,
analysis and notification:

1) a workflow management system for distributed
service-based systems including both business and
scientific services developed by the author before
[24],

2) mobile devices such as smartphones which are
equipped with several sensors able to measure pa-
rameters wherever the device is left.

3) high performance computing (HPC) systems able to
run complex processing of the measured data e.g. by
a parallel MPI application.

A. Architecture

The architecture of the proposed system is shown in Figure
1. The following layers are distinguished from bottom to top:

1) mobile devices used for measurement of parameters
such as temperature, light, visibility, noise, acceler-
ation etc. The important advantage of using mobile
devices are as follows:

• can be flexibly put in any place and the
location can be easily changed,

• most of the latest mobile phones are equipped
with a variety of sensors,

• the mobile operating system does not affect
the working of the system as the interface
masks the operating system.

2) machines exposing services, two types of machines
can be distinguished at this level:
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Fig. 1. Architecture of the proposed system

a) computers acting as proxies that allow access
to one or more mobile devices. The proxies
can be accessed by one or more clients
by exposing services. Obviously, access to
the proxies is secured to authorized parties
with encryption of the data sent through the
proxies.

b) servers exposing other ready-to-use services
such as services for analysis of data or reac-
tion to data exceeding various thresholds.

3) a workflow management system that models process-
ing of the data that has been measured and launches
services in response to values outside desired ranges.
In fact, several workflow applications can be activated
and run in parallel. For instance:

a) different workflow applications launched by
various users to measure and control their
smart homes. Various sensors and thresholds
could be used in those workflows.

b) monitoring of several houses in one work-
flow. For instance, the workflow can monitor
the temperature, light and if there are burglars
inside a summer house and whether a person
having a smartphone in a packet has not
fallen down in his or her apartment.

B. Security

Security is a very important aspect in a distributed system,
especially when accessing one’s own home and its facilities
from outside. The solution is secured at various levels in the
following way:

1) communication between the client and BeesyCluster
is secured using:

a) passing login and password,
b) encryption of communication (both WWW

and Web Services) using HTTPS,

2) BeesyCluster stores access credentials to the servers
on which it invokes services in a database. These
fields are encrypted and inaccessible other than from
the core components of the system. Depending on the
previously verified and encrypted session of the user
in BeesyCluster, the user is granted access to partic-
ular services. Invocation of the services is secured by
SSH.

3) within the smart phone, the devices share the same
LAN which is separated from the outside world using
a NAT with proper port forwarding to the proxy
computers. For the other servers, ports for the SSH
need to be open with the other ones controlled by a
firewall.
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C. Services

Essentially, several types of services can be used in one
workflow application:

1) measurement service – these are services that consist
of two parts:

a) measurement code implemented on a mobile
device using the sensors such as light, tem-
perature, acceleration etc.

b) the measured data is then passed to a proxy
server which exposes a service to fetch this
data from the outside world in a secure way
in the BeesyCluster middleware.

2) analysis services – the use of a workflow manage-
ment system allows to incorporate services installed
on both commodity servers and HPC systems. For
instance, detection of a thief from a clip recorded on
a mobile device can be performed by a parallel MPI
program on a cluster. The analysis service can also
apply certain filters on the measured data to eliminate
short-term peaks or measurement errors.

3) notification services – to inform respective forces
if thresholds in the measured values have been ex-
ceeded.

D. Components and Interfaces

The interesting contribution of this work is definition of
interfaces of particular components that leaves the actual
implementation to the programmer. This has the benefit of
using the technology of choice preferred by the programmer.
For instance, access to sensors on mobile devices can be
performed using APIs specific for a particular mobile operating
system or using e.g. Java Mobile Edition defined within JSR
256. The programmer needs to implement selected methods of
the proposed API.

1) Mobile Service: The following APIs are defined in in-
terface MobileInterface with the methods to be provided
by the programmer being underlined:

1) bool SendCondition(MeasuredParameter

[][]) – checks on the mobile device if the data
should be sent to the proxy. The array passes all
measured channels as well as the history of measured
values. For instance, for measurement of a falling
person, successive values of acceleration in X, Y,
Z dimensions must be checked. If the condition
is met, then true will be returned. On the other
hand, sometimes preprocessing of the input data
is not possible on the mobile device. For instance,
detection of a person, potentially a thief, in a frame
is not a trivial task. This method may simply return
true and rely on analysis services on an HPC system
to process the content.

2) int SentWindowLength() – defines the width
of the window for which results need to be sent
including the current measured value. This applies
to all the measured channels.

3) long MeasureInterval() – defines the inter-
val within which measurements are performed,

4) long SendInterval() – defines how frequently
the measured data is sent to the proxy server,

5) String ProxyWebServiceURL() – defines the
address of the proxy Web Service,

6) String ServiceUniqueName() – defines the
unique name of the measurement service.

2) Proxy: For the proxy server, the following methods of
a Web Service are defined to be invoked by the measurement
service:

1) String Login(String login,String

password) – a token is returned that identifies a
session and is used to submit data,

2) String RegisterMobileService(String

serviceName, String login, String

password) – performs automatic login and returns
a token,

3) long SubmitMeasurement(MeasuredParame

ter [][],String token) – submits the data
to the proxy. The proxy can define the time until
when the next submission should occur. If not
provided (returned value equal to 0), the send
interval defined in the measurement service can be
used.

Obviously, the proxy needs to store data in a database with
values for the registered services. Apart from that, an API for
the workflow management system must be provided. To that
system, each registered mobile service is visible as a service
in the BeesyCluster middleware which is described in section
III-D3.

3) BeesyCluster and the Workflow Application: BeesyClus-
ter5 [25] is a middleware that allows access to distributed
resources such as: high performance computing systems, com-
modity servers as well as workstations. It allows single sign-on
and uniform access using WWW and Web Services to one or
more user accounts on the distributed resources that have been
registered in BeesyCluster before. Functions that the user can
perform include management of files and directories including
copying to and between the accounts, creating and editing files,
compilation, running either sequential or parallel applications,
the latter run on high performance computing systems. In the
latter case, queuing systems such as PBS or LSF used by these
systems are hidden to the user and running the application
resembles running a standard application.

Apart from many other BeesyCluster functions, it is impor-
tant for this work that applications available on such accounts
can be made available as services. Among others, each service
has the following parameters:

1) name,
2) location,
3) execution time,
4) cost,
5) time when it is to be run,
6) specification of output files e.g. extensions.

Furthermore, services can be used in workflow applications
in the workflow management subsystem developed before [24],
[26]. Since BeesyCluster can have access to a variety of
systems as indicated above, the application of the workflow
depends only on the combination of the services used.

5https://beesycluster.eti.pg.gda.pl:10030/ek/AS_LogIn
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The workflow model used in BeesyCluster is as follows.
The workflow application is modeled as an acyclic directed
graph (DAG) in which nodes denote tasks to be executed
while edges denote time dependencies between tasks and flow
of data between successive tasks. For each task ti of the
workflow there is a set of services Si containing services sij
each of which is capable of executing the task. The services
have parameters such as execution time tij and cost cij for a
particular service sij . Each of the task is supposed to process
data of size di which can be set in advance. Output data from a
task is passed to successive tasks. The data can be partitioned
for parallel processing by successive paths or same data can
be passed to different tasks.

There are the following steps in workflow management:

1) workflow definition with the workflow graph and
assignment of services capable of executing the
particular tasks. Furthermore, the goal for selection
of services needs to be set e.g. for selection of
such services so that the workflow execution time
is minimized with a bound on the cost of selected
services

∑
i:sij selected for ti

cijdi where sij is the
service selected for execution of task ti,

2) optimization of workflow scheduling i.e. assignment
of ti → (sij , timesij ) i.e. assignment of a particular
service being executed for task ti at moment timesij .
One of several scheduling algorithms can be used
for this purpose. In general the problem with the
optimization goal defined above is NP-hard which
makes it necessary to use good heuristic algorithms.
Examples of such algorithms include:

• Integer Linear Programming based approach,
• genetic algorithms,
• divide-and-conquer where for a subproblem

an optimal or another heuristic algorithm is
used,

• GAIN/LOSS.

3) workflow execution and monitoring [24], [26].

Obviously, it is also possible to assign one service per task
which makes the optimization part redundant and the workflow
is then called concrete rather than abstract that needs to be
optimized.

For the purpose of the application considered in this paper,
the workflow is constructed as follows:

1) SERVICES: BeesyCluster services are defined on two
types of distributed resources:

a) proxy servers in the smart home – these are
services required to fetch values measured on
mobile devices and possibly to control some
external devices such as lights, heating etc.

b) external resources such as a high perfor-
mance computing (HPC) cluster used for
analysis of the data sent from the house and
on servers of various public forces such as:
fire station to notify about fire, police to
notify about potential theft and emergency in
case some person requires immediate help.

2) QoS and FAILURE PROOFING: For some tasks,
there can be just one service such as fetching the tem-
perature in the house or notification about potential

theft after recognition of a person inside a supposedly
empty house or apartment. In this respect this makes
the workflow concrete i.e. executes services one af-
ter another. However, it may be desirable to define
more than one capable service for a task due to the
following reasons:

a) quality of service - e.g. it may be more
desirable to contact directly the closest of two
or more available fire or police stations.

b) to make use of the failure proof solution
within the BeesyCluster workflow manage-
ment system: if one out of two or more
capable services has failed or has become
unavailable, then the system automatically
reschedules the workflow and picks up the
second best service [24].

3) DATA and STREAMING MODE: In the Beesy-
Cluster workflow management module, each service
assigned to a task processes data. The size of this
data reflects the number of files processed by the
service. It is up to the service how the file and its
content is read and used. Similarly, the service is
supposed to produce output data in the form of files
(can have a special extension which is marked in the
service description). The output data is automatically
moved (if necessary across the network) to successive
services. Furthermore, the system can work in two
modes:

• synchronous – where the service awaits for all
input data before processing,

• streaming – where the service is invoked for
each of the data file individually as soon as it
comes.

The streaming mode is invoked in the workflow
application proposed in this paper. That means that
data files sent through a workflow path periodically
act as triggers for successive services. This can be
configured at the workflow application definition level
as indicated in section IV.

In line with that, the workflow application shown in Figure
2 is proposed that does the following in parallel:

1) measurement of temperature and light in the remote
smart home. Service temperaturelight fetches
the values from the smart home that are periodi-
cally provided by the mobile device and cached on
the proxy server. Successive invocation of service
temperaturelight is done by sending data files
acting as triggers for successive invocations of this
service. If the conditions for fire are met a file with a
specific extension is produced – the same as marked
as output in the service description. It is then passed
to service firenotification to trigger forces at
the fire station.

2) measurement of successive values from the accelera-
tion sensor mounted in a cell phone in a pocket of the
person in the smart home. Depending on the setting
SentWindowLength() in the mobile service, a
certain window with the X, Y and Z channels are
passed to the proxy. This data is then passed to
service detectmovement installed on a powerful
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firenotification

medicalassistancedetectmovement

Fig. 2. Proposed workflow application

HPC system. If the pattern that denotes a falling
and not moving person is detected, a file with a
special extension is produced which triggers service
medicalassistance of the respective force.

3) taking a photo by a camera in a mobile de-
vice (service photo) and passing to service
personrecognition on a HPC system. If a
person is detected in a supposedly empty house
then service theftnotification is invoked in
a police department. The latter is invoked by passing
an output file with a specific extension produced by
service personrecognition. This is the exten-
sion marked as the type of output file for that service
as only such files are passed further in the workflow.

The way the system works is shown in the interaction
diagram in Figure 3. Both registration of the mobile code in
the proxies and subsequent execution of the workflow by the
BeesyCluster workflow management system according to the
workflow application from Figure 2 are shown.

IV. SAMPLE IMPLEMENTATION

This section gives recommendations and details on how
particular system components need to be implemented.

Implementation requires coding and definition of the fol-
lowing:

1) underlined methods listed in section III-D,
2) setting up an account in BeesyCluster,
3) publishing measurement, analysis and notification

services from accounts on proxy servers, HPC sys-
tems or servers in institutions the user has access to
[25]. Alternatively, some of such services may have
been published and made available to the user by
others,

4) definition of and launching the workflow application.

As an example, the pseudocode shown in Figure 4 using
Java Mobile Edition could be used for measurement of accel-
eration on a mobile device.

Furthermore, the workflow application from Figure 2 can
be defined within BeesyCluster which is shown in Figure 5.

1 c l a s s M o b i l e I n t e r f a c e I m p l implements M o b i l e I n t e r f a c e {
S t r i n g d e v i c e I d ;
/ / c o n s t r u c t o r

. . .
boo l SendC ond i t ion ( M eas uredPa rame te r [ ] [ ] mp) {

6 re turn true ; / / s end o u t a l l v a l u e s f o r a n a l y s i s on a

c l u s t e r

}
i n t SentWindowLength ( ) {

re turn <wlength >;
}

11 l ong M e a s u r e I n t e r v a l ( ) {
re turn <m i n t e r v a l >;

}
l ong S e n d I n t e r v a l ( ) {

re turn <s i n t e r v a l >;
16 }

S t r i n g ProxyWebServiceURL ( ) {
re turn ” Mobile s e r v i c e ”+ d e v i c e I d ;

}
}

21 c l a s s A c c e l e r a t i o n M o b i l e implements D a t a L i s t e n e r {
S e n s o r I n f o s e n s o r ;
S e n s o r C o n n e c t i o n c o n n e c t i o n ;
double axisX , axisY , a x i s Z ;

26 M o b i l e I n t e r f a c e I m p l mi i = M o b i l e I n t e r f a c e I m p l ( ) ;
M eas uredPa rame te r [ ] [ ] mp=nu l l ;

pub l i c A c c e l e r a t i o n M o b i l e ( ) {
i n i t i a t e mp . . .

31 / / f i n d t h e a c c e l e r a t i o n s e n s o r

S e n s o r I n f o s e n s o r s [ ] =SensorManager . f i n d S e n s o r s (
” a c c e l e r a t i o n ” , S e n s o r I n f o . CONTEXT TYPE DEVICE) ;

s e n s o r = s e n s o r s [ 0 ] ;
t r y {

36 c o n n e c t i o n = ( S e n s o r C o n n e c t i o n ) Connec to r . open (
s e n s o r . g e t U r l ( ) ) ;

c o n n e c t i o n . s e t D a t a L i s t e n e r ( th i s , mi i . SentWindowLength
( ) , ) ;

} catch ( IOE xcep t ion ex ) {
. . .

}
41 } }

pub l i c vo id d a t a R e c e i v e d ( S e n s o r C o n n e c t i o n con , Data [ ] da ta
, boolean b ) {

copy t h e d a t a from d a t a t o mp ;
/ / X <− da ta [ 0 ] . g e t D o u b l e V a l u e s ( ) [ 0 ] ;

/ / Y <− da ta [ 1 ] . g e t D o u b l e V a l u e s ( ) [ 0 ] ;

46 / / Z <− da ta [ 2 ] . g e t D o u b l e V a l u e s ( ) [ 0 ] ;

}
}

Fig. 4. Sample implementation for acceleration
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Fig. 3. Main interaction in the proposed system
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Fig. 5. Proposed workflow application in the BeesyCluster WfMS

BeesyCluster offers workflow management panels for launch-
ing and monitoring previously run workflow applications [24].

V. CONCLUSIONS

The paper presented design of a distributed system that
integrates mobile devices for measurement of parameters and
monitoring people in a smart home, high performance com-
puting computers for processing of data as well as a workflow
management system for definition of data and control flow
as well as its execution. The paper proposed interfaces for
particular components of the system and implementation hints
using Java Mobile and Sensor API JSR 256 for mobile devices.
It has also been shown how the real BeesyCluster middleware
and its workflow management system can be used to model
the actual workflow.
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