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a b s t r a c t

The competitive nature of the business environment requires the productivity-driven organization to

be aware of its relative level of effectiveness and efficiency vis-�a-vis its competitors. This suggests the

need, first, for an effective mechanism that allows for discovering appropriate productivity models for

improving overall organizational performance, and, second for a feedback-type mechanism that allows

for evaluating multiple productivity models in order to select the most suitable one. In this paper our

focus is on organizations that consider the states of their internal (e.g., possibly exemplified by

resource-based view) and external (e.g., possibly exemplified by positioning) organizational environment

in the formulation of their strategies. We propose and test a DEA-centric Decision Support System (DSS)

that aims to assess and manage the relative performance of such organizations.

& 2012 Elsevier Ltd. All rights reserved.
1. Introduction

Modern organizational entities typically operate in dynamic,
competitive environments. Within this context, the critical issues
of organizational survival and advancement often lead to calls for
improvements in the levels of effectiveness and efficiency [64].
However, due to the relativity of the concepts of efficiency and
effectiveness, productivity-driven organizations must take into
consideration the performance of their competitors. For the
dynamic nature of the business environment will cause the levels
of performance of competing organizations to change over time,
and if the efficiency of the competitors has improved, then a
productivity-driven organization must respond with its own
improvements in efficiency.

Although some improvements in productivity do not require
any drastic structural transformations but simply call for a
gradual type of improvements in the level of performance (e.g.,
TQM, BPI, etc.), significant changes in the levels of effectiveness
and efficiency often require structural reorganizations (e.g., ERP,
BPR, etc.) that could result in periods of unstable behavior, which,
if not managed, could escalate and become chaotic [52]. Resul-
tantly, in a dynamic business environment any static model that
is used to describe the relationship between inputs and outputs
ll rights reserved.

oilenko),
will have limited usefulness and feasibility in periods of instabil-
ity. This suggest the need, first, for an effective mechanism that
allows for discovering appropriate productivity models for
improving overall organizational performance [24] and, second
for a feedback-type mechanism that allows for evaluating multi-
ple productivity models in order to select the most suitable one.

The overall goal of this investigation is to propose and test a
Decision Support System (DSS) that aims to assess and manage
the relative performance of organizations. We focus on organiza-
tions that consider the states of their internal (e.g., possibly
exemplified by resource-based view) and external (e.g., possibly
exemplified by positioning) organizational environment in the
formulation of their strategies, such that the achievement of an
organizational goal is dependent on the level of performance that
is commonly measured in terms of the levels of the efficiency of
utilization of inputs, effectiveness of the production of outputs,
and efficiency of conversion of inputs into outputs. This suggests
that an important component technique of our DSS is Data
Envelopment Analysis (DEA), which is widely used by researchers
and practitioners for the purposes of measuring productivity and
relative performance [74, 7, 17, 15, 73, 26, 63]. However, other
techniques are also required for providing answers to several
questions that are relevant to the organization’s search for the
productivity model that is most suitable with respect to survival
and advancement. In this investigation we focus on the following
questions related to system requirements:

We present our investigation as follows. Part One outlines the
functionality and composition of the proposed system. Part Two
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offers an overview of the structural elements of the proposed DSS.
Part Three outlines the design of DSS. Part Four offers an
illustrative example of the DSS in action. A brief conclusion
follows.
2. The functionality and composition of the DSS

The dynamic nature of the business environment suggests the
presence of a concept that is central to a productivity-driven
organization, namely, that of the superior stable configuration.
Given the goal of achieving a high level of efficiency of conversion
of inputs into outputs, a superior stable configuration in the
context of a productivity-driven organization may imply a model

of conversion of inputs into output (input–output model) character-

ized by a high level of efficiency. Consequently, we put forward the
following propositions:

Proposition 1. Stability of the performance of a productivity-driven

organization is dependent on the presence of the stable input–output

model.

Proposition 2. Accomplishment of the organizational goal of a

productivity-driven organization is dependent on the creation and

implementation of a stable input–output model characterized by the

high level of efficiency.

Proposition 3. In order to monitor performance of a productivity-

driven organization, DSS must be able to create and identify superior

stable configurations, represented by the input–output models char-

acterized by the high level of efficiency.

We suggest that the design of the proposed DSS must include
two sets of functionalities: externally-oriented, and internally-

oriented. The externally-oriented functionality of this DSS is direc-
ted towards evaluating the external competitive environment of a
productivity-driven organization, as well as identifying the differ-
ences between the current state of the organization and the states
of its competitors. The internally-oriented functionality, on the
other hand, is directed towards the optimization of the level of
productivity of the organization, as well as towards an identifica-
tion of the factors impacting the efficiency of the input–output
process. We suggest that such a DSS could be implemented using
a combination of parametric and non-parametric data analytic
and data mining techniques including Data Envelopment Analysis
(DEA), Cluster Analysis (CA), Decision Tree (DT), Neural Networks
(NN), and Multivariate Regression (MR). The suggested function-
ality of this DSS is presented in Table 2.

While the five data analytic techniques that we use in the
design of the proposed DSS have been utilized in IS research in a
stand-alone fashion, they are also very frequently used in combi-
nation. For example, DEA is widely employed for the purpose of
evaluating productivity and performance (e.g., [35, 59, 57, 6, 73, 2,
34, 24, 38]), but it has also been used to complement other data
analytic techniques: cluster analysis (e.g., [61, 30, 36, 41]), neural
network induction (e.g. [54, 10, 27, 42, 71]), decision tree induc-
tion (e.g., [55, 53, 71]), regression analysis (e.g., [19, 6, 47, 56]),
and other methods([37, 26, 50]).
3. Overview of the structural components of the DSS

3.1. Data Envelopment Analysis (DEA)

Data Envelopment Analysis (DEA) is a nonparametric method
for measuring the efficiency of a decision-making unit (DMU). Any
group of entities that receives the same set of the inputs and
produces the same set of outputs could be designated as a DMU;
it could be a group of people, companies, hospitals, schools,
industries, or countries. To determine the relative efficiency of
each DMU in the group, DEA collapses inputs and outputs defined
by the model into a ratio of a single meta-input and meta-output,
and uses methods of linear programming to calculate the effi-
ciency score for each DMU, where obtained score is reflective of
the performance [60, 8, 41, 74]. This comparison results in a
ranking of the DMUs in terms of their relative efficiency, where the
highest-ranking DMUs are considered relatively efficient and
assigned a perfect score of 1, while the rest of the DMUs in the
sample are considered to be relatively inefficient. Resultantly,
DEA ‘envelops’ the data set with the efficiency frontier consisting
of the relatively efficient DMUs. The two commonly mentioned
orientations of DEA models are the Input-Oriented and the Output-

Oriented [12]. An Input-Oriented model is concerned with the
minimization of the use of the inputs for achieving a given level of
the output [14]. A relatively efficient DMU under input-orientation

cannot reduce its levels of inputs any further to achieve a given
level of output, while the relatively inefficient DMUs (with the
scores of greater than ‘‘0’’ but less than ‘‘1’’) could. An Output-

Oriented DEA model, conversely, is concerned with the maximiza-
tion of the level of the outputs per given level of inputs. A
relatively efficient DMU under output-orientation cannot increase
its levels of outputs any further while relying on a given level of
inputs, while the relatively inefficient DMUs (with the scores of
greater than ‘‘1’’) could. Thus, while in both cases a relatively
efficient DMU is assigned a score of ‘‘1’’, a relatively inefficient
DMU will receive a score of greater than ‘‘1’’ under output-

orientation, and a score in the [0, 1) interval under input-

orientation.
DEA is a flexible method [16, 65, 1, 37] that can be applied

under different underlying economic assumptions about the
returns to scale [58] yield different DEA models [25]. An assump-
tion of the constant return-to-scale (CRS) model reflects the
situation where the changes in output are in the same proportion
as the changes in inputs (e.g., changes of 50% in inputs correspond
to the changes of 50% in outputs), while assumptions of the
variable returns-to-scale (VRS) model reflects increasing (e.g.,
changes of 25% in inputs correspond to the changes of 50% in
outputs), and non-increasing returns-to-scale (NIRS) model reflects
decreasing (e.g., changes of 50% in inputs correspond to the
changes of 25% in outputs) returns to scale. We direct the
interested reader to the comprehensive presentations of the
theoretical underpinnings of the DEA by Cook and Zhu [18] and
Cooper et al. [20].

3.2. Cluster analysis (CA)

Clustering is a popular non-directed learning data mining tech-
nique for partitioning a dataset into a useful set of mutually
exclusive clusters such that the similarity between the observations
within each cluster (i.e., subset) is high, while the similarity between
the observations from the different clusters is low (e.g., [45, 49, 44,
67, 22]). There are different reasons for doing clustering, and one of
them is to find a set of natural groups (i.e., segmentation), and the
corresponding description of each group. This is relevant if there is
the belief that there are natural groupings in the data. Jain et al. [32]
noted that there are three approaches for assessing cluster validity:
(1) external assessment which involves comparing the generated
segmentation (i.e., set of clusters) with an a priori structure, typically
provided by some domain experts; (2) internal assessment which
attempts to determine if the generated set of clusters is ‘‘intrinsically
appropriate’’ for the data; and (3) relative assessment which
involves comparing two segmentations (i.e., two sets of clusters)
based on some performance measures and measure their relative
performance. Our use of cluster analysis is based on the assumption
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that there are natural groupings in the data, and will involve the use
of external assessment to assess cluster validity. There are numerous
algorithms available for doing clustering. They may be categorized
in various ways such as: hierarchical (e.g., [43, 68]) or partitional
(e.g., [40]), deterministic or probabilistic (e.g., [5]), hard or fuzzy
(e.g., [3, 23]). A hybrid partitional/hierarchical approach provided by
SAS Enterprise Miner is used to generate the clusters.
3.3. Decision tree induction (DT)

A decision tree (DT) is a tree-structure representation of the
given decision problem (e.g., [51, 62, 72]). Construction of a DT
involves a recursive partitioning of the training data resulting in a
DT such that each non-leaf node of the tree is associated with one
of the input variables, each branch from a non-leaf node is
associated with a subset of the values of the corresponding input
variable, and either each leaf node is associated with a single class
or further partitioning of the given leaf would result in at least its
child nodes being below some specified threshold. Associated
with each leaf node of the DT is an IF–THEN rule that associates
values of input variables with a class assignment.

The splitting method is the component of the DT induction
algorithm that determines both the variable that is selected for a
given node of the DT and also the partitioning of the values of the
selected variable into mutually exclusive subsets such that each
subset uniquely applies to one of the branches that emanate from
Fig. 1. Exampl
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Fig. 2. Design of the Propo
the given node. Typically the variable that is selected as the root
node of the DT is the most important predictor variable of that DT.

3.4. Neural networks (NN)

An artificial neural network (NN) is a black box model that can
be used in directed learning to represent unknown complex
relationships in the data. Neural network induction is particularly
useful for prediction and classification problems where there is no
known mathematical formula that relates inputs to outputs, and
prediction is more important than explanation. This data mining
method has been used extensively in the field of IS research [70, 46,
31, 69, 66, 39, 21, 28, 13, 9, 29]. For directed learning problems the
NN consists of an input layer (for the input variables) hidden layer,
and output layer (for the target variable); each layer containing one
or more nodes. This brief overview of such complex subject as NN
cannot do justice to the topic. Thus, we direct the interested reader
to Bishop [4] for a comprehensive treatment of the subject. It is
interesting to note that both NN induction and DEA provide black
box models that relate inputs and outputs Fig. 1.
4. Structure of the DSS

The overview of the purpose of each technique used in our DSS
is provided in Table 3, and depicted graphically in Fig. 2. Table 4
describes the questions that this DSS is designed to answer.
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5. Illustrative example

Our DSS can be applied at different organizational levels,
including the country level and the firm level. This illustrative
example involves the country level and deals with the efficiency
and effectiveness of the impact of investments in Telecoms, a type
of investments that is common to almost all of the economies in
the world. The context is represented by the following 18
transition economies: Albania, Armenia, Azerbaijan, Belarus, Bul-
garia, Czech Republic, Estonia, Hungary, Kazakhstan, Kyrgyz
Republic, Latvia, Lithuania, Moldova, Poland, Romania, Slovakia,
Slovenia, and Ukraine. The time-series data covering the period
from 1993 to 2002 were obtained from the World Development

Indicators database (web.worldbank.org) and the International
Telecommunication Union’ Yearbook of Statistics (www.itu.int)
Figs. (3)–(8).

Within the context of the sample, we view 18 TEs as business
entities with the same general type of ‘‘investments in Telecoms-
to-revenues in Telecoms’’ business process. TEs compete for the
limited pool of investments funds, in the form of Foreign Direct
Investments (FDI) and private investments, under a condition
that for a given economy the level of incoming investments is
dependent on the level of productivity in regard to ‘‘investments-
to-revenues’’ process. We pose the following general research
question consistent with the topic of this paper, namely:

How could a given TE improve its level of productivity with

regards to its investments in Telecoms?

This question, in turn, is expanded into three efficiency-based
sub-questions consistent with the design of DEA-centric DSS,
namely:
1.
Fig
How could a given TE improve its level of efficiency of utilization

of investments in Telecoms?
2.
 How could a given TE improve its level of efficiency of production

of revenues from Telecoms?
3.
Data
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How could a given TE improve its level of efficiency of the process

of conversion of investments into revenues from Telecoms?

In this illustrative example we will demonstrate how the
proposed design of our DEA-centric DSS, geared toward answer-
ing eleven questions listed in Section 1, can contribute to
answering these three efficiency-based questions. We present
the illustrative example in step-by-step fashion following the
sequential order of system requirements outlined in Tables 1 and
3. We use SAS’ Enterprise Miner data mining software to conduct
CA, DT, NN, and MR, and OnFront to conduct DEA. Because the
Cluster
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. 3. SR1.1 Detection of changes in the external competitive environment – CA.
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Fig. 4. SR1.2 Identification of the possible fact
design of the proposed DSS systems is DEA-centric, one of the
prerequisites for using it is associated with identifying a DEA
model that is to be used in evaluating productivity of the
organizational entities in the sample. Table 5 lists the set of
variables used in the illustrative example.
5.1. Step 1: System Requirement 1.1

The purpose of the first system requirement is to offer the
decision maker a capability to inquire into the nature of the
competitive business environment in regard to the presence of
the multiple heterogeneous groups of business entities. In order
to implement this functionality we incorporated CA into the
design of our DSS.

The variables used in CA are listed in Table A1 of Appendix; the
variables were standardized prior to CA. We began the cluster
analysis by using ‘‘Automatic’’ setting, which did not require a
specification of the exact number of clusters by the analyst. This
setting produced a five-cluster solution that was considered to be
the starting point in the analysis. By sequentially reducing the
number of clusters we derived a two-cluster solution which was
considered to be final. The membership of the two clusters is
provided in Table 6. What is the basis for accepting this two
clusters segmentation? The reader may recall that earlier we
stated that we would use an external assessment approach to
assess cluster validity. Further domain expert opinion can be
considered to provide external confirmation of the validity of this
segmentation. Such domain expert support is provided in the
research of Piatkowski [48], who concluded that in the period
‘‘between 1995 and 2000 ICT capital has most potently contributed to

output growth in the Czech Republic, Hungary, Poland, and Slovenia.’’
Thus, it could be suggested that we were able to separate 18
transition economies (TEs) into the two groups: the Leaders group
that consists of TEs which benefited the most from the invest-
ments in telecom, and the Followers group that consists of TEs
where the benefits are less pronounced.

The results of the CA provide evidence that Cluster1 is
different from Cluster2 in terms of the two dimensions: Invest-

ments and Revenues from Telecoms. Consequently, with regard to
these dimensions, for a given TEs its own cluster will represent a
peer context, while members of the other cluster will comprise a
Decision
Trees
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Variables of the Top-

Level Splits
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ors that resulted in changes – CA and DT.
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Fig. 5. SR1.3 Identification of the relative efficiency of the business entity relative

to its competitors – CA and DEA.
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Fig. 6. SR1.4 Identification of the factors associated with the differences in the relative efficiencies of the competitors – CA, DEA & DT.
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Fig. 8. SR2.2 Identification of the most effective ways of increasing the level of

efficiency of the input–output process.
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non-peer context. Step 1 allows the decision maker to answer
Question 1, namely

Q1: What are the naturally occurring groups of business entities

that exist in the current competitive environment, and what is the

membership of the peer group of the given entity?

as follows:

A1: The context of 18 TEs is comprised of two groups, membership

of each group is provided in Table 6.

5.2. Step 2: System Requirement 1.2

However, even if the decision maker identified the presence of
multiple context within a given business environment, it is not
clear what differentiates the peer context from the non-peer
context; this question will be answered by the functionality of
our DSS that addresses System Requirement 2.

The results of the CA allow us to introduce a target variable
‘‘ClusterNumber’’ to serve as an identifier of a given group in the
sample. By using this variable in DT analysis we can determine,
based on the top-level split, the dimension that differentiates two
groups the most. Clearly, when conducting DT analysis we do not
have to be limited to the set of variables that was used for CA. The
results of DT analysis in the form of the decision rules are
presented in Table 7. ‘‘N’’ is the number of training observations
associated with the given decision rule.

These results allows the decision maker(s) to identify the
relevant dimension that most differentiates the peer from the
non-peer context for business organizational entity in the sample.
For while the two TE clusters differ in terms investments and
revenues from Telecoms, but the single most important dimen-
sion that differentiates two clusters is associated with the level of
investments in Telecoms per Telecom worker. Step 2 allows the
decision maker to answer Question 2:

Q2: What are the differences between the groups of the entities in

regard to the values of the variables relevant to business?

as follows

A2: The two groups of 18 TEs differ most significantly in terms of

the respective levels of investments in Telecoms per Telecom

worker.

5.3. Step 3: System Requirement 1.3

Once the decision maker is able to identify the presence (or
absence) of heterogeneous groups of the competitors within the
business environment and to pinpoint the most relevant differen-
tiating variable, she/he will benefit greatly from knowing how the
groups differ in terms of the efficiency of utilization of investment
and production of revenues. This additional information is obtained
by means of incorporating DEA in the design of the proposed DSS.

Completing Step 3 involves running DEA and calculating the
scores of the relative efficiency for each business entity in the
sample. It should be noted that DEA is not applied separately to each
of the groups (i.e., cluster) that were generated during the cluster
analysis (CA) step. Rather DEA is applied to the entire sample, and so
the relative efficiency scores are not determined based on cluster



Table 2
Possible structural implementation of the functionality of DSS.

Functionality System requirement Structural components

1. Externally-

oriented

SR1.1 Detection of changes in the external competitive environment Cluster Analysis

SR1.2 Identification of the possible factors that resulted in changes Combination of Cluster Analysis and Decision Tree

SR1.3 Identification of the relative efficiency of the organizational entity relative to its

competitors

Data Envelopment Analysis

SR1.4 Identification of the factors associated with the differences in the relative efficiencies

of the competitors

Combination of Data Envelopment Analysis, Cluster

Analysis, and Decision Tree

2. Internally-

Oriented

SR2.1 Identification of the factors impacting the current level of the relative efficiency of the

input–output process

Multivariate Regression analysis

SR2.2 Identification of the most effective ways of increasing the level of efficiency of the

input–output process

Combination of Data Envelopment Analysis and

Neural Networks

Table 3
Design of a DSS – steps & methods used for generating actionable information.

Method General purpose Outcome Specific purpose in the DSS

Data Envelopment

Analysis (DEA)

Allows for evaluating the relative

efficiency of the conversion of

inputs into outputs by each

organizational entity in the

sample

Scores for the relative efficiency

for each organizational entity in

the sample

To determine scores for the relative efficiency of

the process of converting inputs into outputs by

each organizational entity, as well as for each group

of the entities in the sample.

Cluster Analysis (CA) Allows for identifying of

naturally occurring groups

within a data sample

Groups of the sample that differ

with respect to the variables

representing the entities in the

sample

To identify the presence of groups of organizational

entities which differ in terms of the levels of the

relevant to the organizational domains values

Decision Tree (DT) Allows for obtaining a set of

decision rules for separating

multiple groups within the

sample.

A set of variables (based on the

top-level splits) that allow for

differentiating multiple groups

of the sample

To identify a set of variables that differentiate the

organizational entities within the sample

Multivariate Regression

(MR)

Allows for identifying presence

of the interaction effect between

the independent variables in the

model.

A set of complementarities that

impact the dependent variable

To identify a set of input variables that have a

complementary positive (or negative ) impact on

the outputs of organizational entities

Neural Networks (NN) Allows for modeling the

relationships between inputs

and outputs

A ‘‘black-box’’ model of the

process by which inputs are

transformed into outputs

To construct a model for the transformation of

inputs into outputs for each of the groups (as

identified by CA) with different levels of relative

efficiency (as calculated by DEA)

Table 1
System requirements-related questions.

Q
no.

Description

Q1 What are the naturally occurring groups of business entities that exist in the current competitive environment, and what is the membership of the peer group of

the given entity?

Q2 What are the differences between the groups of the entities with regard to the values of the variables relevant to business?

Q3 What are the differences between the groups of business entities in terms of the efficiencies of utilization of inputs and production of outputs?

Q4 What is the level of the efficiency-based performance of the peer group of the organizational entity relative to other groups?

Q5 What is the level of the efficiency-based performance of the business entity relative to the other organizational entities within the same group of peers?

Q6 What are some of the variables that may be responsible for the heterogeneity of the sample with regard to the efficiency-based performance?

Q7 What are some of the empirically-justifiable strategies that could be employed to improve the level of the efficiency-based performance of the organizational

entity relative to the entities within the same peer group?

Q8 What are some of the empirically-justifiable strategies that could be employed to improve the level of the efficiency-based performance of the organizational

entity relative to the organizational entities within other groups?

Q9 What are some of the complementarities that may allow for improving the level of the efficiency-based performance of the organizational entity?

Q10 Whether the existing inefficiencies of the business entity are associated with the insufficient levels of inputs or with the inefficient processes of conversion of

inputs into outputs?

Q11 Whether the changes in the level of productivity of the organizational entity are driven by changes in technology, or changes in efficiency?
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membership. This approach allows us to legitimately compare the
average relative efficiency score for any pair of clusters. In the case
of our illustrative example, CA resulted in two clusters. Our
application of DEA resulted in relative efficiency and Malmquist Index

scores for each DMU in the entire set. The application of both
techniques allows for the legitimate computation of average relative

efficiency and Malmquist Index scores for each cluster. As a result, the
decision maker has information regarding the averaged relative
efficiency for the peer- and non-peer groups. For the purposes of our
illustrative example we conducted DEA under assumptions of



Table 5
List of variables used DEA models.

Role Variables

Input GDP per capita (in current US $),

Full-time telecommunication staff(% of total labor force),

Annual telecom investment per telecom worker,

Annual telecom investment(% of GDP in current US $),

Annual telecom investment per capita,

Annual telecom investment per worker

Output Total telecom services revenue per telecom worker,

Total telecom services revenue(% of GDP in current US $),

Total telecom services revenue per worker,

Total telecom services revenue per capita

Table 4
DSS requirements and corresponding sequences of techniques.

Requirement Question addressing system requirement Sequence

SR1.1 Q1: What are the naturally occurring groups of organizational entities that exist in the current competitive

environment, and what is the membership of the peer group of the given entity?

0–1

SR1.2 Q2: What are the differences between the groups of the entities in regard to the values of the variables relevant to

organizational entity?

0–1–2

SR1.3 Q3: What are the differences between the groups of organizational entities in terms of the efficiencies of utilization of

inputs and production of outputs?

0–1–4

SR1.3 Q4: What is the level of the efficiency-based performance of the peer group of the organizational entity relative to

other groups?

0–1–4

SR1.3 Q5: What is the level of the efficiency-based performance of the organizational entity relative to the other business

entities within the same group of peers?

0–1–4

SR1.4 Q6: What are some of the variables that may be responsible for the heterogeneity of the sample in regard to the

efficiency-based performance?

0–1–4–2

SR1.4 Q7: What are some of the empirically-justifiable strategies that could be employed to improve the level of the

efficiency-based performance of the organizational entity relative to the entities within the same peer group?

0–1–4–2

SR1.4 Q8: What are some of the empirically-justifiable strategies that could be employed to improve the level of the

efficiency-based performance of the organizational entity relative to the entities within other groups?

0–1–4–2

SR2.1 Q9: What are some of the complementarities that may allow for improving the level of the efficiency-based

performance of the organizational entity?

0–1–4–2–3

SR2.2 Q10: Whether the existing inefficiencies of the organizational entity are associated with the insufficient levels of

inputs or with the inefficient processes of conversion of inputs into outputs?

0–1–4–5–4

SR2.2 Q11: Whether the changes in the level of productivity of the business entity are driven by changes in technology, or

changes in efficiency?

0–1–4

Table 6
Results of CA.

Cluster Members

ID Description

1 The Leaders Czech Rep, Estonia, Hungary, Latvia, Lithuania,

Poland, Slovenia, Slovakia

2 The Followers Albania, Armenia, Azerbaijan, Belarus, Bulgaria,

Kazakhstan, Kyrgyzstan, Moldova, Romania, Ukraine

Table 7
Results of DT analysis.

Set of decision rules generated by decision tree analysis

IF Annual telecom investment(Current US $ per telecom worker)o$9610

THEN
Cluster¼{ 2: 96.4%; 1: 3.6% } where N¼110.

IF Annual telecom investment (Current US $ per telecom worker)Z$9610

THEN
Cluster¼{ 2: 2.9%; 1: 97.1% } where N¼70.
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constant (CRS), variable (VRS) and non-increasing (NIRS) return-to-

scale and averaged the scores for Cluster1 and Cluster2. The results
are presented in Table 8.

During Step 3 we also conduct DEA to calculate the Malmquist
index (MI) of productivity growth for both clusters in order to
measure changes in the productivity and efficiency [11, 33] and to
evaluate the relative magnitude of the components of MI, namely,
change in efficiency (EC) and change in technology (TC). This
allows the decision maker to identify whether the growth in
productivity was primarily efficiency, or technology-driven. The
results are presented in Table 9.

Results of this step provide the decision maker with important
information regarding the relative efficiency of the peer vs. the
non-peer group within the competitive business environment. In
the case of our illustrative example an investigator can easily
determine that under any assumption regarding return-to-scale,
Cluster1 is relatively more efficient than Cluster2 not only in terms
of utilization of investments (input-orientation), but also in terms of
the production of revenues (output-orientation). However, we can
expect that each cluster will contain relatively efficient business
units and relatively inefficient ones. The purpose of System
Requirement 4 is to provide the decision maker with the function-
ality allowing inquiring into the differences between relatively
inefficient and relatively efficient peer- and non-peer entities. It
should be noted that this step allows the decision maker to answer
Questions 3, 4, 5 and 11:

Q3: What are the differences between the groups of business

entities in terms of the efficiencies of utilization of inputs and

production of outputs?

A3: Cluster1 group of 18 TEs is relatively more efficient that

Cluster2 group in terms of the utilization of investments and

production of revenues from Telecoms.

Q4: What is the level of the efficiency-based performance of the

peer group of the business entity relative to other groups?

A4: Those TEs that are members of Cluster1 of 18 TEs are, on

average, relatively more efficient than the members of Cluster2.

Q5: What is the level of the efficiency-based performance of the

business entity relative to the other business entities within the

same group of peers?



Table 9
Results of DEA, Malmquist Index and EC and TC components.

Productivity growth Cluster1 Cluster2 Conclusion

MI 1.23 1.20 Cluster1 has a relatively higher growth in productivity than Cluster2

EC component of MI 1.13 1.09 Growth in productivity of Cluster1 has a relatively greater contribution from changes in efficiency than Cluster2

TC component of MI 1.11 1.13 Growth in productivity of Cluster2 has a relatively greater contribution from changes in technology than Cluster1

Dominant component EC4TC TC4EC Growth in productivity of Cluster1 is efficiency-drivenGrowth in productivity of Cluster2 is technology-driven

Table 8
Results of DEA, averaged scores of relative efficiency.

Orientation Return to scale Cluster1 Cluster2 Conclusion

Input-oriented CRS 0.89 0.79 Cluster1 is relatively more efficient than Cluster2

VRS 0.95 0.88 Cluster1 is relatively more efficient than Cluster2

NIRS 0.89 0.80 Cluster1 is relatively more efficient than Cluster2

Output-oriented CRS 1.21 1.44 Cluster1 is relatively more efficient than Cluster2

VRS 1.18 1.30 Cluster1 is relatively more efficient than Cluster2

NIRS 1.21 1.38 Cluster1 is relatively more efficient than Cluster2

Table 10
Decision rules generated by DT analysis.

Group Decision rule Posterior
probability

Cluster 1:

efficient TEs

Productivity Ratio per Telecom

WorkerZ1.5674014075

0.94

& Annual Telecom

Investmento$836,899,003

& Full-Time Telecommunication Staff

%Z0.0039016912

& Annual Telecom Investment per

WorkerZ$58

Productivity Ratio per Telecom 1.00
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A5: Both groups of 18 TEs, namely, Cluster1 and Cluster2, contain

relatively efficient and relatively inefficient entities; scores of the

relative efficiency provided by DEA allow for evaluating the level

of efficiency-based performance of each TE relative to its peers.

Q11: Are the changes in the level of productivity of the organiza-

tional entity are driven by changes in technology, or changes in

efficiency?

A11: The changes in the level of productivity of Cluster1 are

driven by changes in efficiency, while the changes in the level of

productivity of Cluster2 are driven by changes in technology.

WorkerZ4.1754445351

& Annual Telecom Investment per

WorkerZ$58

Cluster 2:

inefficient TEs

Annual Telecom InvestmentZ$836,899,003 1.00

& Full-Time Telecommunication Staff

%Z0.0039016912

& Productivity Ratio per Telecom

Workero4.1754445351

& Annual Telecom Investment per

WorkerZ$58

Full-Time Telecommunication Staff

%o0.0039016912

1.00

& Productivity Ratio per Telecom

Workero4.1754445351

& Annual Telecom Investment per

WorkerZ$58

Cluster 3:

efficient TEs

Full-Time Telecommunication Staff

%o0.0031414015

1.00

& Productivity Ratio per Telecom

WorkerZ3.8043909395

& GDP per CapitaZ$519

& Annual Telecom Investment per

Workero$33

Total Telecom Services

RevenueZ0.0118204323

1.00

& GDP per Capitao$519

& Annual Telecom Investment per

Workero$33

Cluster 4:

inefficient TEs

Productivity Ratio per Telecom

Workero3.8043909395

1.00

& GDP per CapitaZ$519

& Annual Telecom Investment per

Workero$33

Productivity Ratio per Telecom

Workero2.002357802

1.00

& $33rAnnual Telecom Investment per

Workero$58
5.4. Step 4: System Requirement 1.4

In the case of our illustrative example we ended up with two
clusters; thus, we can hypothesize the presence of four groups of TEs
within our sample: relatively efficient economies of Cluster1,
relatively efficient economies of Cluster2, relatively inefficient
economies of Cluster1, and relatively inefficient economies of
Cluster1. By introducing a target variable Cluster&Efficiency, with
domain of values [1, 2, 3, 4], we can identify each group of TEs
within each cluster and use the target variable in DT analysis to
identify the split variables and their values that differentiate the
groups. To identify the most meaningful splits the decision maker
can opt to display the resulting decision tree in the form of the easy-
to-interpret decision rules, and then to concentrate on the rules that
have a high probability for the occurrence of the group based on the
decision rule. The results of Step 4 are presented in Table 10.

The results provided in Table 10 demonstrate that the func-
tionality provided by System Requirement 4 allows the decision
maker to obtain important information regarding some of the
factors that differentiate not only efficient and inefficient peers,
but also efficient and inefficient non-peers. This information
could be useful for the purposes of intra-group benchmarking,
as well as for the purpose of formulating strategies for business
units that are interested in intergroup transitioning.

Results from this Step allow the decision maker to answer
Questions 6, 7 and 8:

Q6: What are some of the variables that may be responsible for

the heterogeneity of the sample in regard to the efficiency-based

performance?
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A6: Some of the variables responsible for the heterogeneity of the

sample in regard to the efficiency-based performance are: Pro-

ductivity Ratio per Telecom Worker, Annual Telecom Investment,

and Full-Time Telecommunication Staff %.

Q7: What are some of the empirically-justifiable strategies that

could be employed to improve the level of the efficiency-based

performance of the organizational entity relative to the entities

within the same peer group?

A7: Suggested empirically-justifiable strategies are associated

with decreasing the levels of heterogeneity of the variables that

are responsible for the heterogeneity of the peer group in regard

to the efficiency-based performance such as:
–
 Productivity Ratio per Telecom Worker and Annual Telecom

Investment for Cluster1
–
 Full-Time Telecommunication Staff % and Productivity Ratio per

Telecom Worker for Cluster2

Q8: What are some of the empirically-justifiable strategies that

could be employed to improve the level of the efficiency-based

performance of the organizational entity relative to the organiza-

tional entities within other groups?

A8: Suggested empirically-justifiable strategies are associated

with decreasing the levels of heterogeneity of the variables that

are responsible for the heterogeneity of the sub groups in the

sample in regard to the efficiency-based performance such as

Productivity Ratio per Telecom Worker and Full-Time Telecom-

munication Staff %.

But even if the decision maker could benefit from knowing the
variable levels of which could be manipulated in order to obtain
improvements in the production of outputs, he/she could benefit
even more from identifying complementarities between those
variables that produce a synergistic effect on the output. The
functionality of the DSS that addresses System Requirement 5 allows
the decision maker to identify some of the complementarities that
may exist between the relevant to the production process variables.

5.5. Step 5: System Requirement 1.5

In order to demonstrate the functionality of our DSS to identify
existing complementarities between the relevant to the produc-
tion process variables, we present an example with a higher
degree of rigor than the average production environment may
require. Namely, in the context of our set of TEs we will construct
the model of the relationship between the inputs and outputs
based on a solid theoretical basis- using a neoclassical framework
of growth accounting.

A neoclassical production function relates output and inputs in
the following manner: Y¼ f (A, K, L), where Y is an output (most
often in the form of GDP), A is the level of technology (TFP), K is a
capital stock, and L is a quantity of labor. In the case of our
illustrative example, we can relate investments in Telecoms, full-
time Telecom employees, and GDP as follows: GDP¼ f (TFP,
investments in Telecoms, full-time Telecom employees). Based
le 11
ng MR to identify complementarities between the relevant production variables.

teraction term in the model Subset

5 (investments in TelecomsnTelecom staff) Cluster 1

5 (investments in TelecomsnTelecom staff) Cluster 2
on this formulation we can use the following translog formulation
of the production function to test for the presence of interaction:

logY ¼ b0þb1nlogKþb2nlogLþb3nlogK2
þb4nlogL2

þb5nlogKnlogLþx,

where K is annual investment in Telecoms and L is a quantity of
full-time Telecom staff. A test for the presence of the interaction
between investments in Telecoms and Telecom staff would
involve testing of the following hypothesis:

H0. b5 is not statistically discernible from 0 at the given level of a.

We present the results of testing of the null hypothesis in
Table 11.

Step 5 allows the decision maker to answer Question 9:

Q9: What are some of the complementarities that may allow for

improving the level of the efficiency-based performance of the

organizational entity?

A9: Annual Telecom Investment and Full-Time Telecommunica-

tion Staff % are complementary factors that may allow for

improving the level of the efficiency-based performance of the

organizational entities in the Leaders group (i.e., Cluster1).

However, despite obtaining important information regarding
the presence of complementarities, the decision maker will still
need additional information regarding the best route to improve-
ments in the level of the efficiency of the production process,
specifically as it relates to the production of outputs. For example,
we determined that the organizational entities of Cluster 1 are, on
average, more efficient than the organizational entities of Clus-
ter2; however, we also determined that the levels of investments
and revenues of the members of Cluster1 are higher than those of
Cluster2. This situation allows for two possible interpretations;
first, members of Cluster1 are more efficient than members of
Cluster2 because of the superior process of conversion of inputs
into outputs, or, the members of Cluster1 are more efficient
because they have higher levels of inputs which allows for
establishing and maintaining more efficient processes. Conse-
quently, the design of DSS must allow for the functionality
allowing determining the most appropriate route to improvement
in the production of outputs, namely, whether to increase the
level of inputs, or whether to improve the production
processes first.

5.6. Step 6: System Requirement 1.6

The functionality of our DSS that addresses this system
requirement is based on the capability of NN to model the process
of conversion of inputs into outputs. Given a set of input nodes,
representing inputs of the production process, and a set of output
nodes, representing outputs of the production process, NN ana-
lysis allows the decision maker to create a transformation function

representing the model of the input–output process. If that
transformation function is saved, then it could be applied to a
new set of production inputs with the purpose of generating a
new set of the production outputs. Consequently, the decision
maker can obtain a set of simulated inputs–outputs that can be
subjected to DEA and the results compared to the results of DEA
conducted using the original set.
b Estimate P @ 95% Test of H0

57.4954 o .0001 Rejected

�2.1280 0.0087 Accepted



Table 12
Using Neural Networks to simulate the values of outputs of DEA model.

Inputs Transformation
function

Output Outcome, Input–Output model DEA model
#

Cluster1 TF1 Cluster1:

original

Actual inputs and outputs of Cluster 1 1

Cluster2 TF2 Cluster2:

original

Actual inputs and outputs of Cluster 2 2

Cluster1 TF2 Cluster2:

simulated

Simulated model of Cluster2, where the outputs are based on the inputs of Cluster1 3

Cluster2 TF1 Cluster2:

simulated

Simulated model of Cluster2, where the outputs are based on the process of input–output

conversion of Cluster1

4

Table 13
Results of output-oriented DEA, simulated.

Scenario DEA model CRS VRS NIRS Interpretation

Simulated, Cluster2 utilizes the level

of inputs of Cluster1

Cluster1, actual 2.09 1.38 1.38 Members of Cluster2 should not pursue an increase in the level

of inputs as a mean of increasing efficiency of output

production.

Cluster2, simulated 2.30 2.00 2.17

Outcome Is there a gain in efficiency

for Cluster2 relative to

Cluster1?

No, loss

of 9.20%

No, loss

of

30.87%

No, loss

of

36.26%

Simulated, Cluster2 utilizes the

processes of input–output

conversion of Cluster1

Cluster1, actual 2.04 1.79 1.80 Members of Cluster2 should pursue the improvements in the

production process as a mean of increasing efficiency of output

production.

Cluster2, simulated 1.62 1.14 1.14

Outcome Is there a gain in efficiency

for Cluster2 relative to

Cluster1?

Yes, gain

of

25.62%

Yes, gain

of

57.32%

Yes, gain

of

57.45%
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In the case of our illustrative example NN analysis allows us to
generate two transformation functions, TF1 for Cluster1 and TF2

for Cluster2. If we apply the inputs of Cluster1 to TF2 we can
simulate the level of outputs that members of Cluster2 would
have produced if they had the levels of inputs of Cluster1.
Conversely, if we apply TF1 to inputs of Cluster2 we can simulate
the level of outputs that members of Cluster2 would have
obtained if they utilized process of conversion of inputs into
outputs of Cluster1. Altogether, given 2 clusters, we end up with
four DEA models listed in Table 12.

Once the NN analysis was conducted and the simulated values
were saved, we ended up with four DEA models, two DEA models
with the original values of inputs and outputs (DEA models 1 and
2), and two DEA models with the simulated values of inputs and
outputs (DEA models 3 and 4). Both simulated DEA models were
created for the purposes of gaining insights into the most
appropriate route of improving the level of efficiency of Cluster2.
Next, we re-run DEA analysis using the simulated models (DEA
models 3 and 4) and obtained the new relative efficiency scores.
By comparing the scores produced by the original models with
the scores of the simulated models we can determine whether
Cluster2 will get greater gains in efficiency of production of
outputs from increasing the level of inputs (DEA model 3), or
from improving the efficiency of conversion of inputs into outputs
(DEA model 4). Results of this comparison are presented in
Table 13.

These results allow the decision maker to answer Question 10:

Q10: Whether the existing inefficiencies of the organizational

entity are associated with the insufficient levels of inputs or with

the inefficient processes of conversion of inputs into outputs?

A10: The existing inefficiencies of the organizational entities-

members of Cluster2 are associated with the inefficient processes

of conversion of inputs into outputs.
6. Conclusion

In this paper we presented a DEA-centric DSS that provides
facilities for assessing and managing the relative performance of
productivity driven organizations that operate in unstable environ-
ments. The design of our DSS was guided by a set of system
requirements (see Table 1) that are highly relevant to a productivity
driven organization’s efforts to identify and evaluate multiple
productivity models in order to select the most suitable one for
the given organization. These requirements suggested a coupling of
the capabilities of DEA with capabilities of multiple data mining
techniques as well as established theoretical frameworks (i.e., neo-
classical growth accounting). The resulting DSS is applicable to
different organizational levels, including the country level and the
firm level. In this paper we demonstrated the feasibility and
usability of this DSS on country-level organizational entities.

It should be noted that while other studies have combined data
mining (DM) techniques with DEA, to the best of our knowledge this
is the first study that has provided an integrated DEA-DM decision
support model that can address the multiple productivity-related
issues listed in Table 1. It should also be noted that while we utilized
a specific set of data mining techniques that other techniques could
also be utilized. For example, regressions splines could be used
instead of regression. Similarly our DSS model allows for the
utilization of other theoretical frameworks for addressing the issues
such as complementarity. The results of this research suggests that
additional exploration of integrated DEA-centric models involving
multiple DM techniques and theoretical frameworks for addressing
multiple productivity-related issues could be a fruitful area of design
science research.
Appendix

See Table A1.



Table A1
Variables used to conduct CA.

Variables

Total telecom services revenue (% of GDP in current US $),

Total telecom services revenue per capita (Current US $),

Total telecom services revenue per worker (Current US $),

Total telecom services revenue per telecom worker (Current US $),

Annual telecom investment per capita (Current US $),

Annual telecom investment ( % of GDP in current US $),

Annual telecom investment per worker (Current US $),

Annual telecom investment per telecom worker (Current US $).
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