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A B S T R A C T   

The rapid development and popularization of the Mobile Adhoc Network (MANET) have brought many security 
issues in network. Intrusion detection system, an effective security technology which can efficiently detect 
malicious data in complex network environments and ensure computer network security. Because of the 
complexity of MANET, traditional Intrusion Detection system IDSs are ineffective in this new context, several 
methods including Support Vector Machine (SVM) have been used to detect intrusion. Most existing technologies 
strive for low execution times and energy efficiency while achieving accurate detection rates. To overcome these 
disadvantages, a novel Principal Component Analysis based Fuzzy Extreme learning machine (PCA-FELM) has 
been proposed in this paper. Initially, the features are extracted by using Principal Component Analysis and then 
the extracted features are classified by using Fuzzy Extreme Learning Machine. The proposed PCA-FELM is 
implemented using MAT LAB simulator. The proposed PCA-FELM is compared with existing methods such as 
DBN-IDS, GOA-SVM and SDAE-ELM and the proposed method achieves higher accuracy of 99.08% than other 
existing methods. Experiments on the Knowledge Discovery and Data Mining Tools Competition, KDD Cup99 
dataset show that the proposed PCA-FELM model have superior performance than other existing techniques.   

1. Introduction 

A MANET, is made up of a huge number of wireless nodes which are 
connected in a network for a set amount of time in order to communi-
cate, with no specific infrastructure or administration [1]. MANETs have 
several advantages over networks without a permanent design, 
including the ability to build an ad hoc network anywhere with mobile 
devices, the ability to easily add more nodes to the network, and cheaper 
administrative costs [2,3]. 

The absence of memory, power, and weight distinguishes mobile 
nodes. Because there is no centralized management over the network, 
wireless networks have more security vulnerabilities than wired net-
works [4,5]. Because of the dispersed nature, security vulnerabilities are 
more prevalent, including routing, configuration, and the lack of an 
intrusion technique [6]. MANETs are more vulnerable than agitated 
networks due to movable networks, vulnerabilities from compromised 
nodes in a network, weak body encryption, fluctuating layout, extensi-
bility, and absence of leadership [7,8]. 

IDS is an important target that focuses on computer and network 
security research. An IDS is designed to warn network users of malicious 
user behaviour [9,10]. One of the most serious network security issues is 
infiltration, which occurs when a persistent unauthorized user steals or 

destroys data from legitimate users or the MANET [11–14]. Today’s IDS 
technologies come in a variety of shapes and sizes [15]. The IDS tech-
nologies are separated into four categories, such as Host-based IDS 
(HIDS) [16], Network-based IDS (NIDS) [17], Wireless-based IDS 
(WIDS) [18], Network Behaviour Analysis (NBA) [19], and Mixed IDS 
(MIDS) [20] each of which is used to identify anomalous behaviours and 
detect network activity. 

Because of the complexity of MANET, traditional IDSs are ineffective 
in this new context. Nodes in movable networks may depart and re-join 
the association at any time. As a result, a network with a dynamic to-
pology is formed. Because there is no established framework, it is 
complicated to discern flanked by trusted and non-trusted nodes and an 
interloper may quickly join the network and launch attacks. 

To overcome this challenge, this paper proposes a novel PCA based 
Fuzzy Extreme learning machine (PCA-FELM) in MANET. The main 
contributions of the proposed, a novel Principal Component Analysis 
based Fuzzy Extreme learning machine (PCA-FELM) technique are given 
as follows. The remaining portions of the research are structured as 
follows: 
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• The major aim of PCA-FELM is to detect the intrusion using ML 
features as inputs to distinguish and classify the nodes misbehaviour 
patterns.  

• Initially, the features are extracted by using Principal Component 
Analysis and then the extracted features are classified by using Fuzzy 
Extreme Learning Machine.  

• PCA-FELM feature can make use of such strategy in all Green Smart 
Transportation network scenarios.  

• KDD Cup99 dataset show that the suggested PCA-FELM method have 
superior performance than other existing techniques. 

The remainder of the paper is structured as follows. A detailed 
explanation of the literature review is described in Section II. The pro-
posed method is described in Section III. The results and discussion are 
described in Section IV. The conclusion is covered in Section V. 

2. Literature survey 

Due to mobility nodes, malicious nodes are present inside the 
network. Because of these weaknesses, MANET is more likely to be 
attacked by malicious entities. So, many researchers gave an attempt to 
detect intrusion detection in MANET by using machine learning and 
deep learning methods. Among those, only a few methods have been 
examined in this section. 

In 2019 Wei, P., [21], proposed a new concurrent optimization 
strategy for enhancing the structure of DBN in the context of a 
DBN-based intrusion detection classification model (DBN-IDS) optimi-
zation problem. The proposed method optimizes DBN network setup in 
the hidden layer range with a limited number of hidden layers. 

In 2019, Ye, Z., et al. [22] proposed a support vector machine based 
on the Grasshopper Optimization method (GOA-SVM) to augment 
Support Vector Machine (SVM) precision in vulnerability scanning. In 
order to increase the precision of SVM in detecting intrusion, this paper 
introduces GOA-SVM and utilizes it to invasion diagnosis. According to 
the experimental results, this method performs better than existing 
methods. 

In 2019, Gao, J., et al. [23] provided a robust network intrusion 
detection system based on the Extreme Learning Machine (ELM) and 
Multi-Voting Technology (MVT). Numerous different ELM networks can 
be developed at the same time because to ELM’s real-time capability. 
The proposed method in this study can achieve detection accuracy while 
using the extensive information set in a much shorter period. 

In 2020, Thirumalairaj, A. and Jeyakarthic, M., [24], presented a 
new Hybridization of a Cuckoo Search Tuning Method for Deep Neural 
Network (HCSTS-DNN). The HCSTS technique given here tunes the 
parameters of a DNN structure that consists of several auto encoder 
layers cascaded to an SM classification layer. The tough dataset is used 
to determine the presence of intrusions once the model has been trained 
and the proposed method showed better results. 

In 2021, Wang, Z., et al. [25] provided an innovative deep intrusion 
detection model based on SDAE-ELM to eliminate the intensive training 
time and less configuration precision of existing DNN models, as well as 
to enable quick reply to malicious behaviour. According to the experi-
mental results, this method performs better than existing methods. 

In 2021 Rao, P.V., et al. [26] proposed an adaptive network-based 
fuzzy inference system (ANFIS) with a Bloom Filter by using legiti-
mate nodes’ identities as cover, this attack has the ability to undermine 
faith in them, disrupt packet routing, and other issues that could lead to 
network confusion. The results of this experiment demonstrate that the 
overhead of simultaneously hearing all nodes is reduced by the sug-
gested strategy. It will be possible to listen to every node for half as much 
money. 

In 2022 Ali, M., et al. [27] proposed hybrid ACO-OSELM out-
performed the counterpart models for wheat yield prediction. The 
ACO-OSELM model outperformed the ACO-ELM and ACO-RF models. 
The hybrid ACO-OSELM model demonstrated its ability to be executed 

as a decision-making system for crop yield prediction in regions where a 
significant association with the historical agricultural crop is very well. 

According to the Literature Review they have some drawbacks such 
it is found that most of the existing models network structure is simple, 
and lacking pertinence and some existing model have less accuracy. To 
overcome these drawbacks, a novel Principal Component Analysis based 
Fuzzy Extreme learning machine (PCA-FELM) has been proposed. 

3. Proposed method 

The proposed intrusion detection system discovers the attacks by 
using PCA-FELM model that employs PCA for feature extraction and 
Fuzzy ELM for classification. The overall representation of the proposed 
PCA-FELM model has been shown in Fig. 1. 

3.1. Principal Component Analysis 

PCA is a dimensionality-decline technique that reduces the dimen-
sionality of large data sets by modifying an outsized compilation of 

Fig. 1. Block diagram for proposed E-FELM model.  

C. Edwin Singh and S.M. Celestin Vigila                                                                                                                                                                                                   



Measurement: Sensors 26 (2023) 100578

3

variables into a smaller set that preserves the bulk data in the larger set. 
A linear combination of random variables is called a principal compo-
nent (PC) v1, v2, …vp in algebra, However, in geometry, a linear com-
bination refers to the creation of a new coordinate by rotating the old 
point v1, v2 …, vp. The covariance matrix is used in the PCA, Ʃ or cor-
relation matrix ρ of v1, v2 …, vp only. The random variable vʹ = [v1, v2 
…, vp], covariance matrix Ʃ and eigen value λ1 ≥ λ2 ≥ …. ≥ λp. The 
linear combination. 

Y1= aʹ1V = a11V1 + a12V2 + ….a1pVp (1)  

Y2= aʹ2V = a21V1 + a22V2 + …a2pVp (2)  

Yp = aʹpV = ap1V1 + ap2V2 + ….appVp (3) 

So, variance Var(Yi) and covariance Cov(Yi,YK) is 

Var (Yi)= ai′Ʃai; i= 1, 2…p (4)  

Cov (Yi,Yk)= ai ′Ʃak; i= 1, 2….p (5) 

The steps in PCA are.  

1. Consistency: This phase is employed to normalize the variety of 
incessant initial variables and hence they all supply evenly to the 
analysis. 

Z=
Value − mean

Standard deviation
(6)    

2. Calculation of the covariance matrix: This set is used to see if there is 
a link between both the factors in the input data set that deviate from 
of the mean. For a 2-dimensional data set with two variables x and y, 
the covariance matrix is a 2 x 2 matrix of the following form: 

cov (x, x) cov (x, y)

cov (y, x) cov (y, y)

3. Computing Eigen values and Eigen Vectors: The linear algebra con-
cepts of Eigenvectors and Eigen values should be derived from the 
covariance matrix in attempt to discover the principal gears of the 
facts.  

4. Characteristic Vector: In this stage, the decision is made whether to 
preserve all of these components or to reject the ones that aren’t as 
important, and then comprise the residual ones into a matrix of 
vectors referred to the characteristic vector.  

5. Recasting the data: The primary aim would be to employ the trait 
vector created by the eigenvectors of the convolution to reposition 
the information from the unique axis to the ones illustrated by the 
principal components. Multiply the transposed original data set by 
the classification model flip. 

Final data=Characteristic VectorT ∗ Standard DataT (7) 

After the features of the data has been extracted, the extracted data 
will be classified using the Fuzzy ELM technique. 

3.2. Fuzzy Extreme learning 

The Extreme Learning Machine (ELM) Single Hidden Layer Feed-
forward Neural Network (SLFN) was created to address the issue with 
single hidden layer feedforward neural networks. Then they were 
expanded to include SLFNs without hidden layers resembling neurons. 
The fuzzy ELM is employed in the proposed model, that is on the basis of 
conventional ELM. ELM is a good learning strategy because it has a high 
accuracy rate. There may be a chance of not exactly assigning input 
feature points to a class due to imbalance or weighted classification is-
sues. Conventional ELMs are not capable of solving these problems. As 

part of the proposed model, a fuzzy ELM has been added to increase 
performance. For classification, FELM uses the extracted features from 
the PCA. The consequences of the training points would change 
depending on the weights in categorization inconvenience in the real 
world. A set of labelled training points, including (b_1, l_1, x_1) … (b_m, 
l_m, x_m), is combined with a fuzzy membership. For each training point 
b_j, a label l_j and a fuzzy membership σ≤x_j ≤ 1 with an appropriately 
small σ > 0 is known. 

1/2||ξ_j || is the measurement of error, and fuzzy membership x_j is 
the location of the corresponding point a_j to a class. A limited fuzzy 
ELM’s categorization conundrum can be explained as follows: 

mini : H= 1 2 ||β||2+ d 1 2
∑

xj ||ξ||2 m j= 1  

sub to : G (aj) β= kj K − ξjK ………… (8) 

Here, i-1,2 …..., m. Based on the KKT theorem, training fuzzy ELMs is 
equivalent to solving a dual optimization problem., 

H= 1 2 ||β||2+ d 1 2

×
∑

xj ||ξ||m 2 j= 1 −
∑∑

αj(G(bj )βi − kj+ ξj) n j= 1 m j= 1 ……..

(9)  

In terms of optimality conditions for the G derivation based on the KKT 
be, 

∂H∂β= β −
∑

αjG(aj) m K= 0 ⟹ β=H K j= 1 α ………. (10a)  

∂H∂ξ= dxjξj − αj = 0 ⟹ αj = dxjξj ……… (10b)  

∂H∂α=G(bj )β − Kj k+ ξj K= 0 ⇒ H β − Kj k + ξj K ………. (10c) 

To make equation (11) equivalent, consider substituting equations 
(10a), (10b), and (10c). (11) 

X d+H H K) α = K ………… (11) 

By combining equations (10a) and (11) 

β=H K (Ad+H H K) − 1 K …………. (12) 

As a result, The learning rate of the target weights can vary 
depending on the unique fuzzy matrices of the inputs. The target func-
tion of the FELM classifier can be expressed as follows: 

(b)=G(b)β=G(b)H K (X d+H H K) − 1 K ……………… (13) 

For the discovered class label, the performance index for the output 
units with the highest value is used. The fuzzy matrix Z can also be 
adapted flexibly based on the model. An attack or normal is the output 
are generated by the FELM. 

4. Results and discussion 

To implement the experimental setup of this paper, we used the 
MATLAB 2019b machine learning toolbox. Based on the KDD 99 dataset, 
the PCA-FELM has been constructed to identify malicious nodes. The 
training data set includes 11.34% of each type’s instances, with the 
exception of the U2R class, which covers 51.45% of the test cases. PCA- 
FELM used the KDD dataset to create a training dataset that included 
10.12% of the preliminary cases, with the remaining 90.86% being used 

Table 1 
KDD Dataset for Training and Testing data.  

Class Training DataSet Test Dataset 

Normal 9192 81292 
PRB 250 2241 
U2R 39 49 
R2L 123 928 
DoS 5819 51345  
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in the testing procedure. The occurrences used in the research training 
sets of data used in our findings are represented in Table 1. 

Table 2 lists the parameters and values used to evaluate the design 
for each dataset. The Mean-F-Measure (σ- FM) approach was used to 
suggest the adequacy of our model. 

4.1. Performance analysis 

When evaluating and comparing the QoS model, the performance 
measures are taken into account. 

⁃ Precision (P) = TP/(TP + FP), this is the part of classification in-
vasions that really happen  

⁃ Recall (R) = TP/(TP + FN), this is the fraction of successfully 
anticipated intrusions in the overall number of intrusions  

⁃ Accuracy (A) = TP + TN/TP + TN + FP + FN, which can be defined as 
the percentage of correctly classified instances. 

The ROC curve for the PCA-FELM model is shown in Fig. 2. As a 
result, the normal and attack classifications are both increased by 0.990 
and 0.978, respectively. 

Fig. 3 depicts the accuracy curve for the suggested PCA-FELM model. 
From the graph, it is found that the execution of the proposed PCA-FELM 
model enhances as the epoch value increases. Fig. Fig. 4 illustrates how 
the model loss decreases as epoch increases. As a result, the model 
accurately predicted the results. This research calculated the number of 
training epochs required to get the maximum test accuracy. Throughout 
training epochs, 99.6% of the classifications were accurate. 

The cumulative performance of both the adaptive and static methods 
is depicted in Fig. 5. The adaptive strategy’s reign is supported by all 
preventative measures. Aside from the accuracy and Attack Detection 
Ratio parameters, the remaining metrics demonstrate that the proposed 
PCA-FELMS strategy is superior. The suggested PCA-FELMS technique 
efficiently coordinates Recall and Precision in dataset class, according to 
the statistic. 

4.2. Comparative analysis 

In order to demonstrate the high accuracy of each machine learning 
classifier’s output, its classification performance was evaluated. Table 3 
shows the comparison of proposed technique with traditional ML clas-
sifiers. When classifying objects, each classifier’s specificity, sensitivity, 
and accuracy are considered, and the PCA-FELM classifier has a 99.8% 
accuracy rate. According to the classification accuracy rate given in 
Table 3, the proposed method is more effective than currently available 
machine learning classifiers. Several ML classifiers, including Naive 
Bayes, Random Forest, Multilayer Perceptrons, and NB trees, are 
compared to the PCA-FELM. 

Fig. 6 shows that PCA-FELM produces more accurate results than 
conventional classifiers. As a result, the proposed technique was shown 
to be much more effective than existing models. By combining PCA with 
FELM classifier, the accuracy rate is higher than currently used models. 
Three other models are compared to the proposed model. 

The suggested PCA-FELM method is compared with existing tech-
niques such as DBN-IDS [21], GOA-SVM [22], and SDAE-ELM [25]. As 
shown in Fig. 7, the PCA-FELM outperforms the existing models while 

maintaining a 99.8% accuracy range. 
Fig. 8 shows the performance comparison of proposed method with 

different datasets. From Fig. 3, it is clear that the proposed PCA-FELM 
produces more accurate results than conventional classifiers. As a 
result, the dataset technique was shown to be much more effective than 

Table 2 
Test parameter values for each dataset.  

Symbol Parameters KDD Dataset 

Class List of Class 8 
β Beta value 45 
σ SD 4 
F List of features 27 
I No.of Iterations 1500  

Fig. 2. ROC curve for the proposed PCA-FELM model.  

Fig. 3. Loss graph for testing training of PCA-FELM model.  

Fig. 4. Accuracy graph for testing training of PCA-FELM model.  
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existing models. By combining KDD CUP 99, NSL-KDD and Giga Word 
Corpus with FELM classifier, the accuracy rate is higher than currently 
used models. Three other models are compared to the proposed dataset. 

5. Conclusion 

In this paper a novel Principal Component Analysis based Fuzzy 
Extreme learning machine (PCA-FELM) has been proposed. Initially, the 
features are extracted by using Principal Component Analysis and then 
the extracted features are classified by using Fuzzy Extreme Learning 
Machine. In this way, network security can be improved by increasing 
detection rates. The proposed PCA-FELM is implemented using MAT 
LAB simulator. The proposed PCA-FELM is compared with existing 
methods such as DBN-IDS, GOA-SVM and SDAE-ELM and the proposed 
method achieves higher accuracy of 99.08% than other existing 
methods. Experiments on the KDD Cup99 dataset show that the sug-
gested PCA-FELM model have superior performance than other existing 
techniques. By adding more parameters to the proposed attack detection 
technique, the system will soon be improved to identify more number of 
network attacks. Future work may take into account various attacks to 
enhance network performance. In order to prevent network failure and 
unwanted compute overhead in addition to these attacks, preventative 
mechanisms can be included. 
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