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Abstract In the last years there has been considerable interest in using distributed
systems, especially Cloud Systems, in any domains. Resource management con-
tributes to ensure quality of services for any type of application, especially when a
system involves elements of heterogeneity characterized by a variety of resources
that may or may not be coupled with specific platforms or environments. A problem
very close to the industry is the capability to allocate resources in an efficient way
and estimate costs, especially when switching from one provider to another. In this
chapter we present an extended work oriented on agreement–based resource alloca-
tion and a scheduling algorithm, aimed to bring an adaptive fault tolerant distributed
system. For the agreement protocol we describe and analyze a 3-Tier structure of
resources (hosts and virtual machines). Then an adaptive mechanism for agreement
establishment is described. The allocation method considers workload distribution,
resources heterogeneity, transparency, adaptability and also the ease to extend by
combining with other scheduling algorithms.

1 Introduction

Cloud supports many type of applications like emails, video–streaming, online work-
ing environments, file sharing (especially photos and videos), government services
or socializing online. Even more, its users vary from children taking pictures with
their parents’ phone and posting them instantly on social apps (Social Cloud) to
engineers using software to aid in their designs. This means having to comply with
very broad needs and working with big data. That is why data processing in Cloud
systems has gained such an importance. So, everything can be done and kept in the
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Cloud. Resource allocation techniques used to support tasks scheduling become crit-
ical for Service Level Agreement (SLA) assurance. An adaptive algorithm inspired
from SLAwould bring several benefits to resource allocation andmanagement, more
so when the underlying architecture is highly heterogeneous.

Hybrid Clouds enable keeping sensitive data away from prying eyes, by keeping
critical operations on a private cloud, but also leveraging the processing power of pub-
lic clouds when needed. An agreement protocol would highly benefit resource provi-
sioning, making sure the resources are reserved only when needed—thus increasing
the cost effectiveness. Multi-Clouds are known for their high heterogeneity, flexi-
bility and fault tolerance. Having such a protocol that links between the different
providers, having the ability to provision resources when needed and establish and
honor agreements would make resource management more transparent, more adap-
tive and cost effective. To sum up, the main benefits gained are flexibility—if say a
cloud provider increases costs or has downtime, ability to deal with different clouds,
transparency—as the agreements describe clearly the terms, and costs improvement.

Sometimes resource and service providers use hybrid solution based on special
agreements. The white paper [1] states that even though Big Data is relative to
the organization we’re talking about, we are definitely in the Big Data era and it is
increasing fast throughout a vast number of fields: research, financial services,media,
healthcare, defence, human resources and marketing. More and more companies are
faced with the challenge of storing and managing huge quantities of data (many
PetaBytes, and the order is growing). For Big Data processing we need new tasks
scheduling and resource management methods [2].

An important research open issue is transforming that data into information, and
that is why Cloud Computing is so important right now. A prediction made by the
International Data Corporation [3] says that PaaS industry will see an explosion, as
industry public platforms will increase tenfold by 2016 from the number at the end
of 2012, many in the domains.

This is why there have been so many different approaches, each trying to solve a
particular scheduling problem or to be as general as possible, and take into account
multiple cluster parameters. By analyzing a variety of solutions we have come up
with an algorithm that can be used both as a task scheduler and resource allocator.
Also, the above arguments sustain why scheduling has such a big importance in
Cloud Computing. With the size of data, processing it takes huge resources and
consumed resources always translate into cost. Another problem in the fact that a
company will pay different fees on different Cloud platforms and the price can’t be
guaranteed regardless of the platform used.

In this chapter we extend our work published in [4], which proposed an agree-
ment based algorithm for task scheduling in Cloud environments with fault tolerance
support. There, we proposed a 3-Tier agreement protocol that enables the schedul-
ing algorithm to use about all of the systems already developed in data-centres or
in inter-Clouds. The algorithm adds advantages like: workload distribution, hetero-
geneity, transparency, adaptability and also the ease to extend by combining with
other algorithms.
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The contributions presented in this chapter, as extensions to our previous results,
are:

• we present agreement protocols and establishment algorithms for each of the three
Tiers of proposed architecture;

• we describe how the agreement protocols are used to allocate different resources
for task scheduling process;

• we present a comparison between a 3-Tier algorithm with difference resource
allocation ratio and the default CloudSim allocation algorithm.

The chapter is structured as follows. In Sect. 2 we take a more advanced look at
current work in Cloud Computing, scheduling and a few algorithms in particular.
Section3 comes to describe our theoretical solution, focusing on the model and the
3-layer architecture. We describe here the agreement establishment algorithms for
each of the layers and the way agreements are used to schedule tasks on different
nodes. In Sect. 4 we compare our approach to the scheduling algorithms that come by
default with the CloudSim simulator; we compare a 2-Tier algorithm with a 3-Tier
algorithm and we take a look at different ratios between the number of nodes on each
Tier. Section5 draws final conclusions, suggest points and ways of improvement of
the presented algorithm and also suggest various ways of extending the algorithm.

2 Related Work

Access to a shared pool of resources is the basis of cloud computing and those
resources, together with the resources providing access to them are composing the
hardware of a cloud environment. The papers [5, 6] do an overall analysis on Cloud
Computing in terms of its role and utility, with a big focus on commercial cloud
computing solutions, taking into account strengths, weaknesses, opportunities and
threats. The authors conclude that providers need to focus on horizontal scalability
of the virtualized resources, both by software and hardware means.

With cost effectiveness, performance, flexibility and low power consumption in
mind, scheduling is a very important part in cloud computing and it has been given the
attention it deserves by researchers and the industry [7, 8]. This iswhy there have been
so many different approaches, each trying to solve a particular scheduling problem
or to be as general as possible, and take into account multiple cluster parameters. By
analyzing a variety of solutions we have come up with an algorithm that can be used
both as a task scheduler and resource allocator.

In general terms, scheduling maps requirements on resources taking into account
all requirements. We first have to look at the tasks to be scheduled and run. Tasks can
be CPU intensive, needing a lot of processing power and needing no or little input,
IO intensive, with little processing and dependent on input/output or a mixed version
of the two. Tasks can also vary from Sporadic/Aperiodic Tasks to Bag-of-Tasks,
they can have ordering requirements in the form of a DAG or they can belong to a
Map—Reduce type of process. A good scheduling algorithm must be aware of all
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Fig. 1 Scheduling: Tasks mapped on resources, considering the requirements

these requirements and assign tasks accordingly (like the general model presented
in Fig. 1).

Another important element in scheduling are resources. They are storage, process-
ing and networking and they can be static or dynamic, provisioned onlywhen needed.
Resources are heterogeneous as well; many times a cloud system is made of more
than one cluster, each of them with different types of machines and architectures,
each of them having its own characteristics. The machines host different virtual
machines, each of them with specific tasks. Adding to that, these resources are not
static. Machines drop frequently, blades are added, communications could be down.
The goal is to have enough resources to satisfy the requests, done through adaptive
provisioning, while keeping and energy aware and cost effective system [9].

Regarding resource allocation, a working prototype built on a private Cloud using
EUCALYPTUS–based heterogeneous resources was presented by Carrera [10]. The
proposed solution monitors the response time of each virtual machine assigned to the
farm and adaptively scales up the application to satisfy a SLA promising a specific
average response time. Anoter solution that considers SLA formulti-tier applications
in Cloud was presented by Iqbal [11]. Here, the agreements are made for automatic
detection and resolution of bottlenecks in a multi-tier Web application hosted on a
cloud in order to satisfy specific maximum response time requirements. The negoti-
ation oriented on Quality of Service (QoS) is one of the main critical issue for SLA
assurance. On the other hand, considering energy–aware allocation of resource, R.
Buyya proposed heuristics for provision data center resources to client applications
in a way that improves energy efficiency of the data center [12].

Another resource–aware technique that we investigated in our previous work is
the dynamic resources allocation model in Grid environments (DyAG) [13]. The
proposed solution is responsible with the efficient mapping of the services which
make up a Business Process Execution Language workflow onto resources, repre-
sented by Web Services, from the Grid environment. This solution is part of DyAG
framework (Dynamic resource Allocation in Grid Environments), which is respon-
sible for efficient mapping of abstract invocations with concrete web services which
are running on Grid. DyAG scheduler takes into consideration the Opportunistic
Load Balancing of the jobs onto the Grid resources. The most important one is the
fact that it considers the previous history of the services, both the faults incurred and
the jobs which were submitted, and uses this information to predict the future state
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of the service, thus increasing the chances of avoiding the need for the reschedul-
ing of the jobs which could happen because of various errors. This is an adaptive
solution. The DyAG allows the users to dynamically change the policy employed
by the scheduler at runtime, through a class loading mechanism. This allows the
employment of application profiling techniques in order to finely tune the scheduler
in accordance with the characteristics of the environment it is running in, either by
changing the various parameters of the policies proposed, or by loading completely
new policies.

The main requirement a scheduler needs to be aware of is the deadline. The task
has to finish before a specified time and usually this is non-negotiable. Another
important requirement is the budget, cost being of great importance in today’s indus-
try. Task dependencies need to be satisfied as well, depending of the type of task
(DAG, Map—Reduce). Last, but not least, data needs to be transferred between
tasks with dependencies, so bandwidth takes an important part in some cases of task
scheduling [14–16]. Modified Critical Path is a scheduling algorithm for tasks with
dependencies, using Latest Possible Start Time to map tasks to resources [17]. Here,
the agreement is made between processors that allow the execution for tasks with
the earliest start time. The paper [18] presents a heuristics based genetic algorithm
that tries to solve the NP–complete problem of mapping meta-tasks to machine using
heuristics like giving priority to the task that can be completed the earliest, combined
with a well defined genetic algorithm [19]. The algorithm manages to minimize the
completion time and increase the throughput of the system.

Some algorithms have been inspired by P2P networks and distributed hash table
implementations like Chord [20], thus having multiple advantages like scalability,
decentralization and robustness. In this instance Chord is used to store idle node
information in a distributed way. To ensure that QoS metrics are respected, the tasks
are split in two categories, one that utilizes a lot of cluster resources but does not run
for a prolonged period of time—like Map—Reduce jobs, and another which does
not fully utilize the reserved resources but does run for a long time—a web service.

Genetic algorithms, a new evolutionary approach, have been used for resource
allocation and task scheduling to increase user satisfaction that is linked to the SLA,
and also cloud provider profits [19, 21–23]. A specific example of this approach is
presented in [24] where the authors categorize incoming jobs by user priority, which
is linked to deadline and cost. Assuming that tasks with a higher priority and shorter
SLAswill increase the provider’s profit, they designed the fitness function to cater for
both user satisfaction and increased income. Another example of bio-inspired appli-
cations in this domain is presented in [25], which proposes a scheduling algorithm
based on reinforcement learning. This method aims at finding an optimal configura-
tion setting for VMs and software running in those VMs and the experimental results
prove the approach’s effectiveness.

Another approach is self-adaptive distributed scheduling platform composed of
multiple agents implemented as intelligent feedback control loops to support policy–
based scheduling and expose self-healing capabilities [26, 27]. While analyzing all
of these approaches in parallel, we also tried to compare them so we could find the
best solution, like the authors from [28]. They compared a number of 5 algorithms,
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in terms of complexity and scalability, and also gave recommendations on the envi-
ronment to use them in (Cloud of Grid). The algorithms explore different directions
that vary from SLA trees or MIN–MAX to multi-objective fitness functions.

3 Agreement Protocols for Adaptive Resource Allocation

We apply an agreement based algorithm as mechanism for resource allocation. As
tasks scheduling relies on the allocation phase, the agreements represent a base for
the scheduling itself. The agreement based approach has many advantages as evenly
load resources, add an abstraction layer and the capacity of the algorithm to change
as the agreements also change. This algorithm may be used as a starting point for
SLAs integration in the scheduling process.

3.1 Modeling and Formulation

Westart by describing formally all the elements involved. These are nodes, an abstrac-
tion of a VM capable of running on demand tasks, the task itself, the execution time
together with dependencies and requirements.

A node is an abstraction of VM capable of running on demand tasks. It can have
one or more cores, it belongs to a domain—which can be a zone of the same provider
or a different provider. The model is

Ni (αi , βi , ci , ai , zi , ri , qi ), (1)

where:

• αi—execution factor, relative to a reference processor speed

αi = ProcSpeed(Ni )

refSpeed
; (2)

• βi—current usage factor:

β = [βcore1 , βcore2 , . . . , βcoren ]; (3)

• ci—cost per execution unit;
• ai—architecture;
• zi—zone/domain the host belongs to; ri—current available resources; and
• qi—current task queue.

A task is a bundle of operations to be executed on a node, which may be of one
of the types previously presented: Sporadic Task, Bag-of-Tasks, Map—Reduce and
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DAG Task. A task is defined as

Ti (ai , pi , di , Bi ), (4)

where:

• ai—arrival time;
• pi—estimated processing time on the reference processor;
• di—deadline; and
• Bi—budget needed to execute the task.

The estimated execution time of a task on a specific node is the product between
the task estimate processing time on the reference processor: ET(ti , n j )—Estimated
execution time of task i on node j :

ET(Ti , N j ) = α j pi . (5)

The dependencies aremodeled as ei j = (Ti , Tj ): Ti finishes before Tj starts running.

3.2 Requirements

We have identified the following requirements related to the duration of the agree-
ment, deadlines and the estimated execution time. For task Ti running on node N j

we have:
ai + ET(Ti , N j ) ≤ di . (6)

A strong agreement requirement is

max{ai + ET(Ti , N j )} ≤ TA. (7)

A light agreement requirement (where 0 ≤ f < 1
n and n ≥ 1) is

max{di } ≤ TA + f ∗ TA. (8)

3.3 Architecture Design

We propose a 3-Tier structure considering the following reasons: we have a dis-
tributed algorithm and distributing the processing and message passing should show
an increase in performance, especially when messages are short; we have machines
with different characteristics (OS, architecture) and we could extend the algorithm
and specialize those machines with different scopes, for example Tier1 machines
specialized on different tasks (see Fig. 2). This wouldmeanwewould have amachine
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Fig. 2 The 3 layers and their interaction through proxy servers

specialized in establishing agreements for DAG tasks, another one for sporadic tasks
and another for Map—Reduce tasks.

The Tier1–Tier2 separation is inspired from a load balancing system, Tier2
nodes being in charge of distributing tasks to the machines they have an agreement
with, distributing the scheduling process and limiting the number of messages that
Tier1 computers send. The Tier2–Tier3 separation comes from current solutions in
the industry,we havemachines that distribute tasks andmachines that run them.Here,
Tier1 and Tier2machines distribute tasks, and both Tier3 and Tier2machines run
them. In order to minimize the number of messages used, we added proxy servers
between the Tiers. This enables the sender node to send a message containing all
the destination nodes, the proxy splitting the message and grouping the resulting
messages by destination.

3.4 Agreement and Prerequisites

Agreement. An agreement has two participants: Initiator and Acceptor. It contains
details about the resources reserved and their availability.An agreement is established
in two steps for each participant:

Initiator:

1. Request attributes;

2. Make offer
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Acceptor:

1. Send attributes;

2. Accept/Refuse offer.

Most importantly, the algorithm is added as a thin layer in middleware, which
means that it adds abstraction and it can use all the systems and objects already in
place.

We chose an agreement based algorithm due to the many advantages it brings
to scheduling in Cloud. One of the first advantages that comes to mind is workload
distribution, considering load balance and making sure resources on all machines
are evenly utilized. It is scientifically proven that machines with a high workload do
not function as well and this could lead to unwanted results. Another advantage is
heterogeneity transparency, the type of VM and the OS being of no importance for
the end user. Another feature of the overall system is its adaptability, because agree-
ments can change all the time, so when a host is identified as not working properly,
agreement establishment with a faulty node can be avoided. This makes the algo-
rithm fault tolerant. Its simple design makes it easy to extend with other algorithms.
We find potential in combining hosts on Tier1 with a genetic algorithm, in order
to have specialized Tier1 nodes based on the type of tasks created, the selection of
which task is sent to which Tier1 node being determined by a genetic algorithm.
They could also learn which machines to establish agreements with, adding a plus
of performance to the planning stage. Simplicity also means low complexity, both
in understanding and in execution. Last but not least, this algorithm could create a
basis for using SLAs. It would add support for the paradigm on lower levels, thus
improving both performance and mapping over resources.

Prerequisites. The hosts are referred to as Nodes, each Tier having one or more
Nodes. TheNodes knowat start up (using a configurationfile)whichTier they belong
to. In terms of agreement participants, Tier1 nodes are Initiators, Tier3 nodes are
Acceptors and Tier2 nodes handle both roles sequentially. They are first Initiators,
and after completing agreements with Tier3 nodes, they become acceptors for Tier1
nodes. Tier1 nodes have a mission to fulfill: they need to complete agreements to
cover the list of resources needed. Tier3 nodes complete agreements on a first come,
first serve basis, while Tier2 nodes need to match resources with requirements (see
Fig. 3). The following prerequisites are considered already established:

I. each node has a list with all the other nodes and is aware of which Tier they
belong to;

II. A 3-Tier structure has been previously created;
III. Tier1 nodes have a list of resources they need to provide, derived from the tasks

that need to be run.
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Fig. 3 Overall view of communication between a node on each Tier in the proposed algorithm.
The two phases are highlighted: agreement establishment and task processing. Here, both nodes
accept the offer and are then sent task(s) according to that offer

3.5 Agreement Protocols

Tier1 nodes first ask Tier2 nodes for a list of their attributes (processing power,
memory, storage, VM type). Because our model assumes that Tier1 nodes have a
list with the tasks that need to be run beforehand, Tier1 nodes have a way to estimate
the resources needed (Fig. 4).

First, it sends a request to all nodes from Tier2. They respond to this request
with their available resources and resources of nodes they have completed an agree-
ment with, named in the algorithm attributes. Then, they check their estimation of
resources needed andmake an offer to the respective node, using the smallest number
between that of resources needed and that of resources available of that node. After
all agreements are established, tasks are assigned to nodes, as described in Fig. 8.
Failed tasks are logged, machines are flagged as faulty and the tasks resent to other
machines. The list of faulty machines is sent to all other nodes, to prevent further
agreements to be established. This uses a 3 strike algorithm, as in an algorithm is
considered faulty after three errors.

If the offer is accepted, then the lists that hold info about resources needed
(myResourcesToProvideList) and resources available (myResources
List) are updated.
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Fig. 4 Tier1 Agreement establishment

Tier2 nodes establish agreements with Tier3 nodes similar with the Fig. 4. They
send a request for their available resources, attributes in the algorithm, and then they
make offers to them. Tier2 nodes have a constant defined, MAX, that represents
the maximum number of Tier3 nodes they can establish an agreement with. When
an agreement is established, they add the respective node’s resources to their list.
Fig. 5 describes the way Tier3 nodes establish agreement. They send a list with their
available resources when receiving a request, and they accept offers on a FCFS basis.
Establishing Tier1–Tier2 agreements from a Tier2 node’s perspective are made as
follow: Tier2 nodes receive requests for info about their resources and add those
requests on a waiting list, until they have established all Tier3 agreements. Only
after that they answer to those requests. When receiving an offer, they accept it on
a FCFS basis. The agreements are established on a periodic basis, triggered by the
system. An interval T is defined and the application autocratically renews agreement
at that time. Renewing doesn’t necessarymean keeping the old agreements, thewhole
algorithm is re-run (Figs. 6, 7 and 8).

The algorithm also offers the opportunity for on-demand agreement establish-
ment, in the case of tasks that take more than estimated or failed tasks that need to be

Fig. 5 Tier3 Agreement establishment



204 F. Pop et al.

Fig. 6 Tier2 Lower Agreement establishment

Fig. 7 Tier2 Upper Agreement establishment

Fig. 8 Agreement based Resource Allocation
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Fig. 9 Agreement updates. Skipped automatic agreement example

run on different nodes. The on-demand renewal can cancel the pending future auto-
matic renewal if it is really close to it. Thus, if it is done with less than δT seconds
before the pending renewal, where δ is a predefined factor< 1, it delays the renewal,
jumping a step for the nodes involved. This can be observed in Fig. 9.

3.6 Adaptive Resource Allocation

The assignment of tasks to resources is done by the Tier1 nodes. To keep the algo-
rithm of low complexity, we schedule the tasks on a FIFO basis. This can be easily
changed, wither by using advanced scheduling algorithm at this pace or by making
sure the resources are requested in increments that would not make a task have to
split to two or more nodes. To avoid adding work for Tier2 nodes without a purpose,
Tier1 nodes send tasks directly to the node that runs it (Fig. 8). We cannot talk about
an increase in the amount of work Tier1 nodes are doing, because they have to send
the same task regardless if they have intermediary nodes or not. Those intermedi-
ary nodes would add nothing to the performance of the transport/processing, maybe
an extra latency for analyzing the task, deciding that it isn’t assigned to them and
forwarding it (Fig. 8).

To exemplify that case we will take 3 tasks and we would only consider their
processing requirements. Lets say each of the tasks require 5000, 6000 and 7000
million instruction and we have two nodes with a 1000 MIPS processor each. The
agreement establishment phase establishes an agreement for 12 s respectively, 6 s. If
we execute the 5000MI task on the second processor, it would remain unoccupied for
1 s and the other 2 processes do no fit in the terms of the other agreement (6000MI+
7000MI = 130,000MI > 1000MIPS ∗ 12 S). However, our algorithm renegotiates
agreements every T seconds, where T is very large and also on-demand, so this issue
would not be a problem.
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3.7 Fault Tolerance

We consider the following faults:

• for Task we can have node incompatibility resulting in a processing error, so the
task is rescheduled on a different node or even a different platform;

• Node Ni is down, so all tasks scheduled on Ni should be rescheduled; and
• ET (Ti , N j ) takes more than initially computed. We can allocate more resources
(extend agreement) or, if this is not possible, give task to another node.

In terms of fault tolerance, this agreement based protocol has the potential to use
all the systems already in place at the PaaS level. In particular, the algorithm retries
a failing task on a different machine. It also logs which machine had failed, creating
a faulty machines list. The list is used to avoid agreements with machines, if they
have failed more that a predefined number of times, three would be a good number
in the general case.

4 Experimental Results

4.1 Methodology and Simulation Scenario

We are also interested in the number of messages, the initial communication not
being added to time in our simulation. The delay would be minimum, as we are
talking about very short messages, compared to messages used when sending tasks,
which usually dwell with large amount of data (even in CPU intensive applications,
they would be considerably larger).

We were interested in comparing our algorithm with the base algorithm on time
it took for tasks completion and we are expecting similar results. We compared our
3-TierAgreement Based Algorithm with a 2-Tier Based Algorithm, with the scope
of observing the number of messages in between hosts. We are expecting to see an
increased number of messages for 3-Tier algorithms. However, the advantage of a
3-Tier algorithm over a 2-Tier algorithm lies not in the total number of messages,
but in the fact that they are distributed over the network. We believe that given a
very large number of hosts, this would be important and could have performance
consequences. We also focus on finding an optimal ratio of hosts on each Tier. We
have to keep in mind that agreement establishment is not deterministic, so the results
we present are going to be an average of runs. In some cases, we considered better
to limit the maximum number of agreements a broker can establish.

Improving Cloud applications is not an easy tasks, testing possible solutions takes
a lot of time and resources. Just think you want to test an algorithm that involves
1000 hosts. Those hosts woulds just run the application, and the final product won’t
be anything useful, your just trying to figure out how good your algorithm these.
Because this translates into lots of money spent, simulators have come to solve these



Adaptive Resource Allocation in Cloud Computing Based on Agreement Protocols 207

problems [29]. CloudSim is a simulation framework at the IaaS level, easily extended,
as it it open–source, written in Java. Through cloudlets and VMs, developers can test
their algorithms at absolutely no cost.

The simulation layer enables users to model virtual Cloud data–centers, VMs and
to manage their memory, storage and bandwidth. This level also enables users to do
workload profiling and study their applications’ performance [30].

The closest layer to the user of the CloudSim application are the User Interface
Structures, which enable users to create and provision VMs and submit cloudlets
on those VMs. The VM services handle Cloudlet execution and scheduling and VM
management. The Cloud services layer deals with provisioning, be it VM, CPU,
Memory, Storage or Bandwidth. On of the lowest layer is that of cloud resources,
which deals with event handling, sensors and contains a Cloud Coordinator. The
lowest layer is the network layer, which, according to a network topology, adds
delayed to messages exchanged between the different entities.

We will now discuss more the main entities used. Hosts control VM operations
like: VM provisioning based on a VM allocation policy, VMmigration, VM creation
and destruction. Hosts represent a physical computer, having a specified processing
power(measured in MIPS), memory and storage. These resources have to be shared
by the VMs running on that host. The VM allocation policy specifies how VMs are
allocated on hosts, whereas theHost allocation policy, taking into account the amount
of resources given to each VM, determines how processing power (CPU cores) are
assigned to each VM. The Broker then submits Cloudlets to the VM and waits for
the results of the execution.

Cost is an important metric in the cloud business, and CloudSim includes this
metric via 2 layers. One layer addresses the economics of IaaS, like costs formemory,
storage and used bandwidth, while the other one addresses the economics of SaaS,
costs for Application Service Requests.

The network is simulated in CloudSim as a message passing interface between
DataCenters, DataCenterBrokers and core simulation components. Latencies are
added by using a latency matrix that describes the delay of a message traveling from
each of the simulation entities to all others. The topology description is stored in the
BRITE [31] format, containing a number of network nodes. The CloudSim entities
are then mapped to all or part of those nodes, and the topology is used to add delays
to the messages.

4.2 Experimental Scenarios

For simulation tests in CloudSim, we used a VM:host ratio of 6:1. We used 4000
independent tasks (simulated as cloudlets) with a number of VMs starting from 120
to 720 using a 100 increment.We used 2 brokers in both cases and wewere interested
to see the average finishing time. The ratio of Tier2 nodes to Tier3 nodes was 1:6
(see Fig. 10). As the algorithm that we compared (FCFS) our implementation with
iterates through VMs and assigns them a Task in order and keeping in mind that our
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Fig. 10 Comparison between proposed algorithm with a Tier2–Tier3 nodes ratio of 1:6 and the
default CloudSim scheduling algorithm

tasks are homogeneous, the fact that the finishing time is so close to it means that
we did not loose any machines and comes to validate our algorithm. The agreements
are correctly established and tasks are evenly distributed between them.

Hosts have the following characteristics: 2048 MB RAM memory; 1G storage
units; 10k bandwidth unit; equal number of dual-core and quad-core processor, each
core with 1000 MIPS while VMs have the following characteristics: image size
10,000 MB; 512 MB RAM; 1 processor, 1000 MIPS; 1000 bandwidth units.

4.3 Comparative Analysis of Experimental Results

We used 4000 independent tasks (simulated as cloudlets) with a number of VMs
starting from 120 to 720 using a 100 increment. We used 2 brokers in both cases
and we were interested to see the average finishing time. The ratio of Tier2 nodes
to Tier3 nodes was 1:6 (see Fig. 11). As the algorithm that we compared (FCFS)
our implementation with iterates through VMs and assigns them a Task in order and
keeping in mind that our tasks our homogenous, the fact that the finishing time is
so close to it means that we did not loose any machines and comes to validate our
algorithm. The agreements are correctly established and tasks are evenly distributed
between them. Figure12 shows the two slopes one next to the other, better illustrating
the similarities between them.

Next, we analyzed two 3-Tier Agreement Based Algorithms, both of them with
two Tier1 nodes(brokers), but with different ratios for Tier2 and Tier3. Thus, the
first one has three Tier3 nodes for each Tier2 node (a ratio of 1:3), whereas the
former has a ratio of 1:6. Figure11 shows a compared average termination time for
4000 tasks, starting from 120 VMs to 720 using a 100 increment. We can observe
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Fig. 11 Comparison between the average termination time of 4000 tasks with different Tier2–
Tier3 ratios

Fig. 12 Comparison between a 3-Tier algorithm with a Tier2–Tier3 nodes ratio of 1:6 (for every
1 VM on Tier2 we have 6 VMs on Tier3) and the default CloudSim scheduling algorithm. The
slopes of the two algorithms are very similar, showing almost the same rate of descent

Fig. 13 Comparison between the number of events generated by two 3-Tier Agreement Based
Algorithms. We can observe both the total number of events generated, but also a detailed number
of events generated for communications between Tier1 and Tier2, Tier2 and Tier3 respectively

that the two approaches offer close result, partly because the tasks are homogeneous,
but the algorithm with more nodes on Tier3 performs better.

Figure13 shows events generated on communications between Tier1 and Tier2,
Tier2 and Tier3 respectively. For the 1:6 algorithm, Tier2–Tier3 chatter was
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Fig. 14 The number of messages generated by two 3-Tier Agreement Based algorithm and a
2-Tier Agreement Based Algorithm. The first two have a ratio of 1:3 and 1:6 nodes on the second
and last Tiers

slightly higher than Tier1–Tier2 and we can notice a big increase with each step in
the third cluster, showing the total. The 1:6 algorithm shows the same trend, but it
describes an even higher number of events generated.

As a last analysis we take a look at a 2-Tier vs 3-Tier Algorithm comparison. In
terms of average finishing times, the first couple of results should apply to this case
or, at least, the results should be pretty close, as the default algorithm we compared
our implementation to is a 2-Tier algorithm with no agreements. It is important how
the number of generated events would evolve for the 2-Tier algorithm, so we added
it to the event data presented above. We can observe in Fig. 14 that the number of
events generated by a 2-Tier algorithm is, as we would aspect, the lowest, close to
that of the 1:3 ratio 3-Tier algorithm.

5 Conclusion

We proposed an agreement based algorithm to enhance the task scheduling process
and make it more flexible, transparent and extendible. The algorithm is adaptive,
fault tolerant, with workload distribution and large extension capabilities. We tested
the proposed algorithm using CloudSim with different numbers of nodes on each
Tier. Evidence showed that it is better to have more nodes on the last Tier than on
the second, with the 6:1 ratio giving the best results. For future work we propose:
defining cost awareness policies for the agreement and extending the (re)negotiation
protocol based on that; combining Tier1 nodes with a evolutionary algorithm in
order to specialize Tier1 nodes on different types of tasks, specialization that would
be seen both in the nodes they establish agreement with and in the algorithm they use
to schedule task afterward. Also, agreements are used at higher levels; SLAs have
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been around for a while now and they are based on negotiation, whereas business
agreements have been around for even more time.

We integrated the proposed model into a 3-Tier Agreement Based Algorithm,
with nodes on the first Tier establishing agreements with the ones on the second and
those on the second Tier establishing agreements with the ones on the third.We have
also developed an algorithm that would schedule tasks according to the established
algorithms.We have tested the implementation and validated results using CloudSim
and its own task scheduling algorithm. We also tested Agreement Based Algorithms
with different numbers of nodes on each Tier. Evidence showed that it is better to
have more nodes on the last Tier than on the second, with the 1:6 ratio giving the
best results.

As the agreement based scheduling is inspired from business agreements, which
have been the successful way business is done for hundreds of years, and based on
the result obtained, we can assert that this type of scheduling has an important role
and can bring important benefits for cloud computing. Therefore, we have identified
a few areas which we suggest as future work: defining cost awareness policies for
the agreement and extending the (re)negotiation protocol based on that; combining
Tier1 nodes with a genetic algorithm or a neural network in order to specialize
Tier1 nodes on different types of tasks, specialization that would be seen both in
the nodes they establish agreement with and in the algorithm they use to schedule
task afterward. In other words, depending on the type of tasks and volume, Tier1
nodes would learn which nodes to use and how to use them; integration with one
of the open–source cloud platforms. This would give other users a chance to extend
the algorithm and to experience its effects first hand, with an important effect over
development of the algorithm.
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