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Abstract
Purpose Quantum noise impairs image quality in chest dig-
ital tomosynthesis (DT). A wavelet denoising processing
algorithm for selectively removing quantum noise was devel-
oped and tested.
Methods A wavelet denoising technique was implemented
on a DT system and experimentally evaluated using chest
phantom measurements including spatial resolution. Com-
parison was made with an existing post-reconstruction
wavelet denoising processing algorithm reported by Badea
et al. (Comput Med Imaging Graph 22:309–315, 1998). The
potential DT quantum noise decrease was evaluated using
different exposures with our technique (pre-reconstruction
and post-reconstruction wavelet denoising processing via
the balance sparsity-norm method) and the existing wavelet
denoising processing algorithm. Wavelet denoising process-
ing algorithms such as the contrast-to-noise ratio (CNR), root
mean square error (RMSE) were compared with and without
wavelet denoising processing. Modulation transfer functions
(MTF) were evaluated for the in-focus plane. We performed
a statistical analysis (multi-way analysis of variance) using
the CNR and RMSE values.
Results Our wavelet denoising processing algorithm signif-
icantly decreased the quantum noise and improved the con-
trast resolution in the reconstructed images (CNR and RMSE:
pre-balance sparsity-norm wavelet denoising processing ver-
sus existing wavelet denoising processing, P< 0.05; post-
balance sparsity-norm wavelet denoising processing versus
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existing wavelet denoising processing, P< 0.05; CNR: with
versus without wavelet denoising processing, P< 0.05). The
results showed that although MTF did not vary (thus pre-
serving spatial resolution), the existing wavelet denoising
processing algorithm caused MTF deterioration.
Conclusions A balance sparsity-norm wavelet denoising
processing algorithm for removing quantum noise in DT
was demonstrated to be effective for certain classes of struc-
tures with high-frequency component features. This denois-
ing approach may be useful for a variety of clinical applica-
tions for chest digital tomosynthesis when quantum noise is
present.

Keywords Digital tomosynthesis · Wavelet · Denoising ·
Quantum noise · Chest imaging

Introduction

Digital tomosynthesis (DT) is a limited-angle image recon-
struction method in which a projection dataset of a structure
acquired at regular intervals during a single acquisition pass
is used to reconstruct planar sections a priori. Tomosynthetic
slices exhibit high resolution in planes parallel to the detector
plane. Furthermore, DT provides the additional benefits of
digital imaging [1–6] as well as the tomographic benefits of
computed tomography (CT) at a decreased radiation dose and
cost in an approach that is easily implemented in conjunc-
tion with chest radiography. This technique was developed
by improving the older geometric tomography technique that
has largely fallen out of favor for chest imaging because of
the positioning difficulties, high radiation doses, and resid-
ual blur caused by out-of-plane structures. DT has overcome
these difficulties by enabling the reconstruction of numerous
image slices from a single low-dose image data acquisition.
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DT images are invariably affected by blurring because of
out-of-plane structures and are superimposed on the focused
fulcrum plane image by the limited acquisition angle. This
can result in poor structure detectability in the in-focus plane.

DT reconstruction also suffers from “quantum noise” or
inconsistent reconstructed images that suffer from a low
signal-to-noise ratio (SNR) because of the superposition
of several low-exposure projection images. Several meth-
ods have been proposed to suppress this irrelevant plane
information and enhance the DT image quality, including
sampling geometry optimization [7], pre-filtering projec-
tions [8–10], and post-processing of reconstructed images
[6,11–14]. Post-processing can be further classified into
2 basic approaches: denoising through predictable noise
reconstruction followed by subtraction from the tomographic
images [11–14] and post-reconstruction filtering techniques
that specifically address the artifact streaking that introduces
tomosynthetic noise into DT images [6]. Obviously, no sin-
gle method can be generally and effectively applied to all DT
imaging cases. Reconstruction using inverse filtering yields
images with few superimposed details, but a low spatial reso-
lution along the rotational axis [8–10]. Noise reconstruction
methods can be used to remove the noise attributed to all
classes of structures. However, blurred out-of-plane struc-
tures must be removed from several planes [11–14], and
the noise subtraction is associated with poor contrast in the
resulting images because of the concurrent loss of plane-
relevant details. In addition, post-reconstruction filtering
techniques are only efficient for specific types of images [6].

Quantum mottle degrades radiographic images because of
the spatial incident photon fluctuation. The lower the expo-
sure, the more significant the quantum mottle will be in
the image. Even if a perfect detector could be developed,
the decrease in the patient dose would be restricted by the
degree of quantum mottle. Therefore, new technology for
noise removal that incorporates suitable processing is desired
to further decrease the patient dose as well as improve the
detector.

Wavelets have been widely used to analyze the character-
istics of signals for irregular structures such as those often
included in biomedical images. Therefore, it is entirely rea-
sonable to analyze such signals using wavelets [15]. Donoho
et al. developed a theoretical framework of discrete wavelet
transforms to estimate signals degraded by additive noise in
their wavelet shrinkage method [16]. This method has been
used for denoising because of its simplicity and effective-
ness. A previous study investigated the use of this method
for 2-dimensional tomography reconstruction [17], and other
modalities [18,19]. However, appropriate threshold estima-
tion is often difficult and a priori knowledge of the noise
intensity is necessary to determine the optimal threshold. Fur-
thermore, the signal edge information might be removed dur-
ing this denoising process. Badea et al. developed a wavelet

that could be applied to the reconstructed plane for DT [20].
This technique was developed to discriminate and subse-
quently remove unrelated structures from the reconstructed
plane. In Badea’s wavelet approach, thresholding is based on
location; the local maxima that account for the blurred edges
are discarded inside the noise map created at each wavelet
scale. However, the effect of this technique on large struc-
tures is limited to further blurring with incomplete residual
noise removal.

To resolve the incomplete residual noise removal, we
suggest a balance sparsity-norm [21–23] wavelet denoising
processing method. The balance sparsity-norm method pro-
duces a calculated norm of the spectrum, which balances
thresholding with loss in image quality. The novel aspect of
our technique is that it is a hybrid method that exploits both
the predictability of quantum noise generation and the sig-
nal locality of the wavelet domain. Therefore, we anticipate
that both the conserved spatial resolution and an effective
quantum noise reduction will be achieved with the balance
sparsity-norm technique. Against this background, we devel-
oped a wavelet-based method using a balance sparsity-norm
algorithm to generate reconstructed images that would con-
serve spatial resolution and effectively decrease the quantum
noise. Nodule lesion detection tends to be difficult because
of the effects of quantum noise in chest imaging [24–26].
Accordingly, this algorithm is intended only for the chest
DT field.

The developed DT technique has been used to conduct
diagnostic studies in hospitals, where it enables the visualiza-
tion of fine body structures with a shorter scan time. Despite
these merits, all DT systems present the problem of expos-
ing patients to radiation. Therefore, it becomes necessary to
remove the noise in order to improve the DT image quality.

This study discusses a novel balance sparsity-norm wave-
let denoising algorithm for chest DT to selectively remove
quantum noise structures and possibly improve the image
quality improvement and compares this method with the
existing Badea algorithm. The method was implemented
on a DT system and experimentally evaluated using chest
phantom measurements and spatial resolution. In this paper,
we evaluated the possibility that this balance sparsity-norm
wavelet denoising algorithm would enhance the clinical
applications of chest DT in medical imaging fields, where
such structures (i.e., those that improve nodule detection)
are foci of interest.

Materials and methods

Tomosynthesis system

The DT system (SonialVision Safire II; Shimadzu Co.,
Kyoto, Japan) comprised an X-ray tube with a 0.4-mm focal
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spot and a 362.88 × 362.88-mm digital flat-panel detector
composed of amorphous selenium. The size of each detector
element was 150 × 150 μm. Tomography was performed
using a linear tomographic movement, a total acquisition
time of 6.4 s, and an acquisition angle of 40◦. Projection
images were sampled during a single tomographic pass (74
projections), using a matrix size of 1,440 × 1,440 with 12
bits per image, and were used to reconstruct tomograms of
a desired height. Reconstructed images (0.252 mm/pixel)
were obtained at a 5-mm slice thickness and 5-mm recon-
struction intervals. An anti-scatter grid was used (focused
type; grid ratio 12:1). The distance from the source to the
isocenter was 980 mm and that from the isocenter to the
detector was 1,100 mm (3.0-mm aluminum equivalent filtra-
tion). The DT images were reconstructed using filtered back-
projection with the conventional Shepp–Logan filter kernel.
Image reconstruction processing from real DBT system pro-
jection data was performed using MATLAB 8.2.0.701 (Math-
works, Natick, MA, USA) [27].

Noise differentiation

Two types of noise are apparent in tomography images [28].
One type is due to electrical noise or quantization (round-
off) errors, and the other is due to x-ray photon fluctuations.
Because our study aimed to improve image quality, we dis-
regarded the low electric noise [29–31] and considered only
quantum mottle (quantum noise), which is caused by X-ray
photon fluctuation.

We denoted the intensity of the incident X-rays as I0 (x, y)
and that of the X-rays that passed through the structure at
the location (x, y) as I (x, y). The image data f (x, y) were
calculated as follows:

f (x, y) = ln
I0 (x, y)

I (x, y)
(1)

The randomness of I (x0, y0) at the location (x0, y0) was
statistically described by the Poisson probability function as

p {I (x0, y0)} =
[
Ī (x0, yo)

I (x0,y0)
]

I (x0, y0)! e− Ī (x0,yo), (2)

where p {.} denotes the probability and Ī (x0, y0) denotes the
expected value of the measurement. In addition, Ī (x0, y0) =
E {I (x0, y0)}, where E {.}denotes the statistical expectation.
Given the randomness of I , the measured image f (x, y)
differs from the true value. The error is the noise due to X-
ray photon fluctuation.

Wavelet denoising processing

In recent years, wavelet theory has been extensively studied
as a promising tool with which to decrease quantum noise.
We used a 2-dimensional discrete wavelet algorithm in this

study [32]. The approximate function for level j of an image
f (x, y)was expressed using Eq. 3 along the x-direction and
the linear sum of a scaling function along the y-direction, as
follows:

f j (x, y) =
∑

k

∑

l

c( j)
LL,k,l

φ
(

2 j x − k
)

φ
(

2 j y − l
)

(3)

where φ is a scaling function. An expansion coefficient of
the function c( j)

LL,k,l
in Eq. 3 was used to analyze Eq. 4 in the

decomposition algorithm. An image is divided into smooth-
ing (LL), horizontal (HL), vertical (LH), and diagonal images
(HH) during processing using the decomposition algorithm
as follows:

c( j−1)
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=
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2
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, (7)

where L indicates the low-frequency components and H indi-
cates the high-frequency components.

This algorithm transforms a wavelet into an image at
each level by repeating the division for a smoothing image.
Furthermore, the algorithm resolves an image into a differ-
ently scaled image (corresponding to frequency) via wavelet
transformation and transforms the expansion coefficients
c( j)

LL,k,l
, c( j)

HL,k,l
, c( j)

LH,k,l
, and c( j)

HH,k,l
, as shown in Eqs. 8–11, by

image processing of the wavelet process W .

ĉ( j)
LL,k,l

= W ( j)
LL

(
c( j)

LL,k,l

)
(8)

ĉ( j)
HL,k,l

= W ( j)
HL

(
c( j)

HL,k,l

)
(9)

ĉ( j)
LH,k,l

= W ( j)
LH

(
c( j)

LH,k,l

)
(10)

ĉ( j)
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= W ( j)
HH

(
c( j)
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)
(11)

Next, a wavelet transformation processing image f̂ (x, y) is
reconstructed from Eq. 12.

f̂ (x, y) =
J∑

j=1

[
∑

k
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φ
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(12)
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where ψ is a wavelet function. Daubechie’s mother wavelet
function was used [33] (coefficient: 2, level: 5).

The denoising method used in this study was based on
balance sparsity-norm [21,22] thresholding [23], in order to
determine the appropriate threshold for the image wavelet
coefficients for denoising in the MATLAB wavelet tool-
box 4.8 (Mathworks, Natick, MA, USA) [34]. The threshold
value for this expansion coefficient is given by Eq. 13.

ĉ( j)
p,k,l =

{
0

∣∣∣c( j)
p,k,l

∣∣∣ < Th

c( j)
p,k,l

∣∣cp,k,l
∣∣ ≥ Th

, (13)

where p = {L L , H L , L H, H H} and Th is a threshold value.
Because we simply want to calculate how much total

power is lost in the image, a simpler heuristic will work well
and be much easier to compute. To find the right balance, we
should calculate the norm of the image’s Fourier spectrum
for uniformly distributed threshold values between 0 and 1.
At a threshold of 0, the percent number of zeros should be
near 0 % and the percent norm should be 100 %. However,
at a threshold of 1, we would expect the percent zeros to be
100 % and the percent norm to be 0 %. Therefore, the curves
of the 2 quantities intersect at some point, and we can set
the global threshold to be at this intersection. As a result, the
intersection point of the 2 curves in Fig. 1 can be used to set
the selective different global threshold.

In addition, we recognize that a loss of coefficients at the
lower decomposition levels exerts a much greater impact on

the image quality than that of coefficients at higher decom-
position levels. A solution is to only decompose the image
to a certain level instead of decomposing the image to the
last level. Wavelet reconstruction excludes the quantum noise
component (level 1) and uses image processing at levels 2–5.
We processed the images by calculating the threshold value
according to the balance sparsity-norm method (Figs. 1, 2).

Evaluation methods

Contrast-to-noise ratio (CNR) and root mean square error
(RMSE)

The chest phantom N1 (Kyoto Kagaku Co., Tokyo, Japan)
comprises soft tissue and vessels composed of polyurethane,
epoxy resin, and calcium carbonate. The artificial ground-
glass opacity-type pulmonary nodules measured 8 mm in
diameter and were composed of homogenous urethane foam.
These were arranged in each lung region, and the nodules
adjacent to the edges of the lungs or mixed with blood ves-
sels were chosen. The target contrast (�CT) values of the
artificial pulmonary nodules [�CT = 200 Hounsfield units
(HU)] were determined on the basis of the artificial lung
parenchymal background.

Each projection image was acquired with the following
parameters: reference exposure, 120 kVp, 160 mA; exposure
time, 3.2 ms; standard exposures, 25 mA and 1.6 ms; and
low-exposure, 10 mA and 1.4 ms. The exposure established

Fig. 1 Flow chart illustrating the successive steps in the balance sparsity-norm wavelet processing method
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Fig. 2 Flow chart illustrating
the successive steps in the
wavelet processing method

the chest scan conditions reported by Yamada et al. [35]
as the standard (effective dose: 0.215 mSv). We calculated
the effective dose for each exposure condition using Monte
Carlo-based software (PCXMC version 2.0; Radiation and
Nuclear Safety Authority, Helsinki, Finland) [36]. PCXMC
was used to simulate the absorbed dose in the phantom and
determine the effective dose. Absorbed doses were measured
for the X-ray tube output using a glass dosimeter (AGC
Techno Glass Co., Chiba, Japan; materials: GD-352M). Dif-
ferent exposure conditions were compared, including those
with and without wavelet denoising processing. The poten-
tial reduction in quantum noise with DT was verified using
different imaging exposures for the artificial chest phan-
tom pulmonary nodules. Additionally, we compared the
performance of pre-reconstruction and post-reconstruction
wavelet denoising processing (balance sparsity-norm: pre-
reconstruction and post-reconstruction processing; exist-
ing Badea algorithm: post-reconstruction processing). Pre-
reconstruction processing uses defined wavelet denoising for
the projected image whereas post-reconstruction process-
ing uses defined wavelet denoising for the reconstructed
image. The balance sparsity-norm post-reconstruction algo-
rithm was identical to that of the pre-reconstruction but
was only applied post-reconstruction. The effects of the
wavelet denoising processing techniques were evaluated for
the in-focus plane in terms of the CNR, RMSE (comparison
between with and without wavelet denoising processing), and
modulation transfer function (MTF).

CNR was defined as N1−N0
σ0

, where N1 is the mean pixel
value in the structure, N0 is the mean pixel value in the back-
ground area, and σ0 is the standard deviation of the pixel

values in the background. σ0 not only includes the photon
statistics and electronic noise in the results but also struc-
tural noise that could obscure the structure.

RMSE is defined as

RM SE =
√∑n

i=1 (ŷk − yk)2

n
, (14)

where yk is the observed image, ŷk is the referenced image,
and n is the number of compounds in the analyzed set.

Spatial resolution

The line-spread function (LSF) in the scan plane is fre-
quently employed to characterize tomographic spatial res-
olution, and MTF can be derived from LSF [37]. The spa-
tial resolution evaluation used the reconstructed wire image
(0.252 mm/pixel). We designed experimental conditions in
which a copper wire (0.89 mm in diameter) was inserted into
the center of a polymethyl methacrylate cube (200 × 200 ×
200 mm). The wire was arranged perpendicularly to the mid-
detector position in the sweep direction. The wire length was
larger than the detector dimensions to eliminate impact from
the structure’s edge. The reconstructed wire image was used
on an in-focus plane. The corresponding output was calcu-
lated by multiplying each line source in the intensity distribu-
tion of structures by the convolution LSF. MTF was obtained
from a 1-dimensional Fourier transformation of the convolu-
tion LSF. The different exposure conditions, including those
with and without wavelet denoising processing, were com-
pared. The MTF degradation (or its absence) was evaluated at
different imaging dose levels. Additionally, we compared the
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performances of pre-reconstruction and post-reconstruction
wavelet denoising processing (balance sparsity-norm: pre-
reconstruction and post-reconstruction processing; existing
Badea algorithm: post-reconstruction processing).

Statistical analysis

The effects of image denoising were assessed in a multi-
way analysis of variance. Statistical tests were used to assess
differences between the CNR and RMSE values of the bal-
ance sparsity-norm and existing Badea algorithms (Tukey–
Kramer test) with and without wavelet denoising processing
(F test). We analyzed the tests with a total of 5 samples. The
statistical analysis was performed using SPSS for Windows,
version 21.0 (SPSS Inc., Chicago, IL, USA). All probability
(P) values of <0.05 were considered significant.

Results

We compared the CNR and RMSE of the reconstructed
images obtained using 2 different exposure conditions with

and without wavelet denoising processing (Figs. 3, 4, 5
and Table 1). In addition, the intensity profiles along
the sweep direction with the wavelet denoising process-
ing were investigated (Figs. 6, 7). The wavelet denois-
ing processing effectively decreased the quantum noise in
the reconstructed images obtained with pre-reconstruction
and post-reconstruction wavelet denoising processing (bal-
ance sparsity-norm). Furthermore, with balance sparsity-
norm wavelet denoising processing, the contrast detectability
was high relative to that of the existing Badea algorithm. In
the reconstructed images obtained from all wavelet denois-
ing processing techniques, the quantum noise structure was
reduced in the low- and standard-exposure images and the
noise structure was slightly smoothed (Figs. 6, 7 and Table 1).
In the reconstructed images obtained with the existing Badea
algorithm, the noise structure was reduced and smoothed and
the normal structure was not preserved (Figs. 5, 6, 7 and
Table 1).

The contrast detectability difference with and without
wavelet denoising processing was statistically significant
[P < 0.05, F(1, 51) = 60.290, mean square = 6.501]. The

Fig. 3 Comparison of the
reconstructed and subtracted
region of interest (ROI) images
using pre-reconstruction wavelet
processing with different
exposures (X-ray sweep
direction: vertical direction).
a Reference image (2.752 mSv);
b standard-dose image
(0.215 mSv); c standard-dose
image with wavelet denoising
processing (0.215 mSv); d
difference between (b) and (c)
(0.215 mSv); e low-dose image
(0.075 mSv); f low-dose image
with wavelet denoising
processing (0.075 mSv); g
difference between (e) and (f)
(0.075 mSv)
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Fig. 4 Comparison of the
reconstructed and subtracted
region of interest (ROI) images
using post-reconstruction
wavelet processing with the
balance sparsity-norm method
for different exposures (X-ray
sweep direction: vertical
direction). (a) Reference image
(2.752 mSv); (b) standard-dose
image (0.215 mSv); (c)
standard-dose image with
wavelet denoising processing
(0.215 mSv); (d) difference
between (b) and (c)
(0.215 mSv); (e) low-dose image
(0.075 mSv); (f) low-dose image
with wavelet denoising
processing (0.075 mSv); (g)
difference between (e) and (f)
(0.075 mSv)

contrast detectability difference between pre-reconstruction
with the balance sparsity-norm technique and the existing
Badea algorithm was statistically significant [P < 0.05,
95 % confidence interval (CI): 0.029–0.530]. The contrast
detectability difference between post-reconstruction with the
balance sparsity-norm technique and the existing Badea algo-
rithm was also statistically significant (P < 0.05, 95 % CI:
0.156–0.658). The contrast detectability difference between
pre-reconstruction and post-reconstruction with the bal-
ance sparsity-norm technique was not statistically significant
(P = 0.442, 95 % CI: −0.378 to 0.123]). The image error dif-
ference between pre-reconstruction and post-reconstruction
with the balance sparsity-norm technique was not statisti-
cally significant (P = 0.494, 95 % CI: −0.001 to 0.002).
The image error difference between pre-reconstruction with
the balance sparsity-norm technique and the existing Badea
algorithm was statistically significant (P < 0.05, 95 % CI:
−0.016 to −0.012). The image error difference between post-
reconstruction with the balance sparsity-norm technique and
the existing Badea algorithm was statistically significant
(P < 0.05, 95 % CI: −0.017 to −0.013).

Regarding the MTF results, the spatial resolution was
higher in the reference dose images with high-frequency
bands and lower in the post-reconstruction wavelet denois-
ing processing images (existing Badea algorithm) bands of
all frequencies. Deteriorated spatial resolution was accepted
with post-reconstruction wavelet denoising processing (exist-
ing Badea algorithm, Fig. 8). These results suggest that
the image quality could be improved by using the post-
reconstruction wavelet denoising balance sparsity-norm
method.

Discussion

Our experimental results clearly demonstrate the ability of
balance sparsity-norm pre-reconstruction and post-
reconstruction wavelet denoising processing to remove quan-
tum noise from chest DT images. In this study, the in-
focus plane intensities of the normal structures remained
unchanged, whereas the superimposed quantum noise was
removed and replaced with the average background inten-
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Fig. 5 Comparison of the
reconstructed and subtracted
region of interest (ROI) images
using post-reconstruction
wavelet processing with the
Badea algorithm for different
exposures (X-ray sweep
direction; vertical direction).
a Reference image (2.752 mSv);
b standard image (0.215 mSv);
c standard image with wavelet
denoising processing
(0.215 mSv); d difference
between (b) and (c)
(0.215 mSv); e low-dose image
(0.075 mSv); f low-dose image
with wavelet denoising
processing (0.075 mSv); g
difference between (e) and (f)
(0.075 mSv)

sity level. MTF preserved the spatial resolution using balance
sparsity-norm pre-reconstruction and post-reconstruction
wavelet denoising processing.

However, the influence of the Badea algorithm on low-
dose exposure patterns was limited to incomplete residual
quantum noise removal. The selective behavior of this tech-
nique was expected because the last wavelet decomposi-
tion approximation actually contained background alone;
therefore, the undesirable superimposed structures were
effectively removed by eliminating the local maxima that
accounted for the quantum noise [20]. However, the large
structures constituted low-frequency elements and could be
filtered because they were present in the coarse wavelet trans-
formation approximations.

Balance sparsity-norm pre-reconstruction and post-
reconstruction wavelet denoising processing could suc-
cessfully eliminate in-focus plane denoising. However, on
a heterogeneous background, balance sparsity-norm pre-
reconstruction and post-reconstruction wavelet denoising
processing could not achieve good CNR values for the artifi-
cial pulmonary nodules with high inherent CNR. The slightly

higher CNR values for post-reconstruction wavelet denois-
ing processing, compared with those for pre-reconstruction
wavelet denoising processing, can be explained by the
inevitable use of limited scanning arcs and the enhanced
high-frequency component of the reconstruction kernel filter.
We recommend the post-reconstruction wavelet denoising
processing technique when considering the access to image
processing and image quality (e.g., a slightly higher CNR).

Noise removal during post-reconstruction wavelet denois-
ing processing is attained by subtracting the noise mask from
the DT reconstruction plane; this noise mask is the sum of the
restored set of all blurred replicas in the DT plane, weighted
accordingly.

Therefore, this sum contains the image that has been added
as quantum noise to the plane of interest. However, it also
contains a directionally blurred version of the tomogram of
interest. The effect of this blurred post-noise mask subtrac-
tion version is similar to the effect of unsharpened filters such
that the edges of the reconstructed structures in the plane of
interest are enhanced in the direction of the line intersecting
the tomogram with the trajectory plane.
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Table 1 Comparison of the
contrast-to-noise ratio (CNR)
and root mean square error
(RMSE) values using pre- and
post-reconstruction wavelet
processing for different
exposures

In all wavelet denoise
processing techniques, the
quantum noise structure was
decreased with the low and
standard-exposure images. The
balance sparsity-norm wavelet
denoise processing; the contrast
detectability was high in
comparison with existing Badea
algorithm

CNR

Without wavelet denoise With wavelet denoise

Reference dose (2.752 mSv) 5.97 –

Pre-reconstruction processing with balance sparsity-norm

Standard dose (0.215 mSv) 4.18 5.46

Low dose (0.075 mSv) 1.01 1.25

Post-reconstruction processing with balance sparsity-norm

Standard dose (0.215 mSv) 4.18 5.69

Low dose (0.075 mSv) 1.01 1.53

Post-reconstruction processing with Badea algorithm

Standard dose (0.215 mSv) 4.18 4.30

Low dose (0.075 mSv) 1.01 1.29

RMSE (without vs. with wavelet denoise)

Pre-reconstruction processing with balance sparsity-norm

Standard dose (0.215 mSv) 0.0039

Low dose (0.075 mSv) 0.0092

Post-reconstruction processing with balance sparsity-norm

Standard dose (0.215 mSv) 0.0058

Low dose (0.075 mSv) 0.0055

Post-reconstruction processing with Badea algorithm

Standard dose (0.215 mSv) 0.0181

Low dose (0.075 mSv) 0.0247

Fig. 6 Comparison of the
intensity profiles of different
exposures. a Intensity profiles
using original, pre-, and
post-reconstruction wavelet
processing at different exposures
(2.752 vs. 0.215 mSv); b
intensity profiles using original,
pre-, and post-reconstruction
wavelet processing at different
exposures (2.752 vs. 0.075 mSv)
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Fig. 7 Zoomed intensity
profiles that correspond with
Fig. 5. Quantum noise was
removed while preserving the
normal structures using
pre-reconstruction wavelet
processing. a Intensity profiles
using pre-reconstruction and
post-reconstruction wavelet
processing at 0.215 mSv; b
intensity profiles using
pre-reconstruction and
post-reconstruction wavelet
processing at 0.075 mSv

Fig. 8 Comparison of the
modulation transfer function
(MTF) at different exposures.
a MTF using the original, pre-,
and post-reconstruction wavelet
processing methods at different
exposures (2.752 vs.
0.215 mSv); b MTF using the
original, pre-, and
post-reconstruction wavelet
processing methods at different
exposures (2.752 vs. 0.075 mSv)

Quantum noise plays an important role in radiograph con-
trast resolution degradation. This noise increases by 1/sqrt
(exposure) with X-ray exposure and constitutes the domi-
nant noise source at low radiation exposure levels. Because
of quantum noise, the technical factors used to decrease the

radiation doses in the DT system are limited to levels usually
employed in conventional tomography. However, for cases
in which the presence of quantum noise is not an issue, tomo-
grams can be obtained with the technical specifications used
for radiography. DT provides 3-dimensional imaging at a
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dose level comparable with a 2-view chest X-ray examination
and might therefore provide a low-dose alternative to thoracic
CT for obtaining depth information during chest imaging
[38]. Moreover, DT can overcome the difficulties of geomet-
ric tomography by enabling the reconstruction of numerous
image slices from a single low-dose image data acquisition.

Our balance sparsity-norm post-reconstruction wavelet
denoising processing technique has therefore been appro-
priately applied to captured still tomosynthesis images to
enhance visualization and, mainly, to improve the image
quality in a 2-dimensional space. Our balance sparsity-norm
wavelet denoising processing technique showed superior
image characteristics (high contrast, decreased noise, and
preserved spatial resolution) in comparison with an exist-
ing Badea algorithm, indicating a possible improvement in
clinical diagnosis accuracy. Furthermore, this technique may
decrease the dose without causing a deterioration in image
quality. Accordingly, this technique is particularly important
for both chest imaging and radiotherapy imaging techniques
(e.g., image-guided radiotherapy), in which a high level of
accuracy with respect to tumor localization is of primary
importance.

Conclusion

A balance sparsity-norm pre-reconstruction and post-
reconstruction wavelet denoising processing technique was
developed as a novel technique to detect and subsequently
remove quantum noise in the context of chest DT. This
technique preserved the spatial resolution and effectively
removed the quantum noise. The approach exploited a priori
knowledge regarding quantum noise production. Quantum
noise was removed through wavelet coefficient thresholding,
followed by inverse reconstruction. This approach involved
a wavelet technique specifically for chest DT images and
has been demonstrated to effectively remove quantum mot-
tle noise from chest DT images of structures with features
of high-frequency components. Furthermore, this approach
suggests the possibility that the image quality could be
improved. Therefore, we believe that this technique will
enhance the clinical applications of chest DT in medical
imaging fields, in which such structures are a focus of interest.
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