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Abstract

A new segmentation algorithm based on the conditional labeling of the upper contour is presented. A pre-processing

technique is proposed that adjusts the local base line for each subword. The algorithm was tested on a data set of

printed Farsi texts in 20 fonts. 98.5% of the connected characters were correctly segmented. Ó 2001 Elsevier Science

B.V. All rights reserved.
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1. Introduction

Optical character recognition is an attractive
branch of pattern recognition with many applica-
tions in man±machine interface and document
processing. Intensive research has been done and
commercial systems are now available (Mori et al.,
1992). However, there are a few works reported on
the recognition of Arabic and Farsi texts (e.g.,
Amin, 1998; Parhami and Taraghi, 1981; Massruri
and Kabir, 1995; Azmi and Kabir, 1996).

Farsi is written from left to right. Each word,
machine-printed or handwritten, may consist of
several separated subwords. A subword is either a
single character or a set of connected characters.
Although, seven Farsi characters out of 32, do not

join to their left neighbors, others join to the
neighboring characters to make a word or a
subword. Each character may take up to four
di�erent shapes, depending on its position in the
subword. The neighboring characters, separated
or connected, may overlap vertically. There are
similar characters that only di�er in their dots.
These characteristics of Farsi script are shown in
Fig. 1.

There are two main approaches to word rec-
ognition: segmentation-based or bottom±up and
segmentation-free or top±down (e.g., Lu and
Shridhar, 1996; Hull and Srihari, 1986). Due to the
above mentioned characteristics, a hybrid ap-
proach for Farsi text recognition seems more
promising (Azmi, 1999). This paper concerns the
®rst approach, where each word or subword is ®rst
split into a set of single characters and then is
recognized by its individual characters.

Di�erent character segmentation techniques for
the printed Arabic or Farsi words have been pro-
posed; the basic ideas behind them are addressed
here.
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In the very ®rst published work on Farsi OCR
(Parhami and Taraghi, 1981), the basic rule for
character segmentation is as follows. The binary
image of the subword is searched column by col-
umn. If a column has a single segment of black pixels
and the size of that segment is close to the pen size,
that column is a potential segmentation column.

In another work (El-Sheikh and Guindi, 1988),
the outer contour of the subword, excluding its
dots, if any, is used for the segmentation. The
contour height for each column is de®ned as the
vertical distance between the two extreme points of
the contour in that column. A window is moved
horizontally across the contour image of the sub-
word and the average height within that window is
calculated. As a basic rule, an average height less
than a preset threshold shows a potential seg-
mentation point.

Conditional labeling of the upper pro®le of the
subword is the subject of another segmentation
technique (Kurdy and Joukhadar, 1992). Each
pixel of the upper pro®le is labeled as up, middle
or down, based on its distance from the base line
and also the label of the previous pixel. By ap-
plying a simple set of rules on the labeled pro®le,
the potential segmentation points are found.

In another work, the vertical density histogram
of the black pixels is used (Amin, 1998). Any col-

umn that its value in the histogram is less than the
average value of the histogram is a potential seg-
mentation column.

In this paper, we present a new algorithm for
the segmentation of omnifont Farsi text, which
uses the idea of applying conditional labeling rules
similar to Kurdy and Joukhadar (1992), but on the
upper contour of the subword instead of its upper
pro®le. Unlike the above mentioned methods, our
technique is not sensitive to the overlapping
characters and slant. Fig. 2 illustrates the proposed
system.

The paper is organized in six sections, Section 2
describes the pre-processing stage, including the
base line detection and its local adjustment. In
Section 3, the proposed segmentation algorithm is
explained. Section 4 describes the post-processing
stage. The experimental results are presented in
Section 5. Finally, the conclusion is given in Sec-
tion 6.

2. Pre-processing

The document is scanned with a resolution of
200 dpi and is stored as a binary image. Having
this resolution, the pen size for a normal printed
text is about 5 pixels. However, for some less

Fig. 1. Some features of Farsi script.
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common fonts, it reduces to 3 pixels. The text lines
are segmented by ®nding the valleys of the hori-
zontal projection pro®le (Fig. 3).

2.1. Pen size calculation

To ®nd the pen size, a text line is scanned col-
umn by column. The most frequent size of the
black-pixel runs in these columns is adopted as the
pen size, ps (Fig. 4).

2.2. Global base line detection

The global base line is de®ned as a horizontal
line, all across a text line, that its width is equal to
the ps, and covers the maximum number of black
pixels in that text line (Fig. 5).

2.3. Local base line adjustment

Accuracy in locating the base line plays an im-
portant role in the character segmentation, in
particular if the pen size is small. A novel tech-
nique is introduced here that locally adjusts the
base line for each subword, as follows.

The contour of the subword, traced in CCW, is
represented by the eight-directional Freeman code.
Within a distance of ps=2 around the upper edge of
the global base line, the row of the image having
the maximum instances of the code 4, say n4, is
considered as the upper bound of the local base
line, ubl (Fig. 6). The lower bound, lbl, is found in
a similar way, searching for a row with maximum
instances of the code 0, say n0, around the lower
edge of the global base line.

If the width of the resulting local base line is
greater than 1:25ps, then if n4 > n0, the ubl is re-
tained and the lbl is shifted upward, so that the
width of the base line becomes ps. Otherwise, if

Fig. 3. A sample of Farsi text segmented into two text lines.

Fig. 4. Computing the pen size.

Fig. 2. The proposed character segmentation system.
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n46 n0, the ubl is shifted downward in the same
way.

By local adjustment of the base line, the per-
formance of the segmentation algorithm improves.
This is more clear in the old printed texts where the
words are not aligned properly, as shown in Fig. 7,
and also in the texts with skewed lines or low
resolution.

3. Segmentation algorithm

3.1. Contour labeling

The proposed segmentation technique is based
on the conditional labeling of the upper contour of
each subword (Fig. 8). Tracing the contour from
right to left in CCW, each point is labeled de-
pending on its distance from the base line and the
label of its preceding point. These labels are u, m
and d standing for up, middle and down, respec-
tively. The labeling process is shown in Fig. 9 in
the form of a state diagram. The label of the ®rst
point of a contour is always u. Fig. 10 shows a
sample word and its labeled contour.

The neighboring points having the same label
make a path. If a path is shorter than ps=�2� 1�, it
is linked to the preceding path. In this way, as
shown in Fig. 10, the upper contour is represented
by a string of the labeled paths from right to left,
the direction that Farsi is written.

Fig. 5. Global base line detection.

(a)

(b)

Fig. 7. Segmentation examples. (a) Using the global base line; (b) using the local base lines.

Fig. 6. Local adjustment of the base line.

Fig. 8. (a) A word, (b) its contour and (c) upper contour.
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3.2. Character segmentation

A potential segmentation point is de®ned as the
last point of an m path that satis®es the following
conditions:

(a) The m path is longer than ps=�2� 1�.
(b) The previous path is a u path longer than ps.
(c) The next path is longer than a threshold val-
ue. This threshold is 1:5ps for a u path and 4ps
for a d path.

A word segmented by applying these rules, is
shown in Fig. 10.

It is worth mentioning that the proposed seg-
mentation algorithm is not sensitive to slant and
overlapping characters. The segmentation algo-
rithms that are based on the vertical histogram or
upper pro®le of the word have severe problems
with overlapping characters. The algorithm pro-
posed here, uses the upper contour and therefore
tolerates any degree of overlapping between the
characters. The strength of our technique, com-
pared with the other techniques, is shown in
Fig. 11.

4. Post-processing

As shown in Fig. 12, the segmentation algo-
rithm tends to over-segment the characters, i.e.,
certain characters are split into sub-characters.
There are two main reasons for this. First, the
algorithm is so tuned as not to miss any segmen-
tation point, if possible. Second, there are certain
simple shapes in the body of some characters that
resemble other characters. Although it is possi-
ble to leave these errors to be solved in the

Fig. 9. Conditional labeling of the contour points.

Fig. 10. A word, its labeled contour and segmentation points.

R. Azmi, E. Kabir / Pattern Recognition Letters 22 (2001) 97±104 101



recognition stage, it is more desirable to correct
them in a post-processing stage. In this stage, the
errors that occur frequently are detected and
corrected, as follows. Note that the character
groups referred in this Section, g1 to g7, are
shown in Fig. 13.

(a) The characters in g1, when occuring at the
end of a subword, may have a u path that caus-
es a false segment (Fig. 12(a)). Only the charac-
ters in g2 have a similar u path that produces a
correct segment. The ®rst character is detectable

by its height and the second by its loop. There-
fore, the false segment is recognized and con-
nected to its right neighbor.
(b) In some fonts, a false segment is made by a u
path at the end of the characters in g3. It is
detectable by its small width (Fig. 12(b)).
(c) The character in g4 is divided into two seg-
ments in some fonts. The left segment is detect-
able by its label and height (Fig. 12(c)).
(d) In some fonts, the characters in g5 are split
into two or three segments. If three of the char-
acters in g7 join together, their bodies resem-
ble the characters in g5. To discriminate these
characters it is necessary to locate the single,

Fig. 13. Character groups g1 to g7.

(a) (b) (c)

Fig. 11. The e�ect of slant and overlapping characters in: (a) histogram-based methods; (b) pro®le-based methods and (c) the proposed

contour-based method.

Fig. 12. Post-processing examples.
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double and triple dots and also to distinguish
small teeth from noise (Fig. 1).
If h and w represent the height and width of a

dot mark, the following rules are used.
· If 0:86 h=w < 1:3 and 0:76w=ps < 1:6, then

the mark is a single dot.
· If 0:36 h=w < 0:7 and 1:56w=ps < 3:5, then

the mark is a double dot.
· If 0:76 h=w < 1:3 and 1:56w=ps < 3:5, then

the mark is a triple dot.
· If the distance between two single dots is less

than ps=�2� 1�, then they make a double dot.
· If a single dot is above or below of a double dot,

they make a triple dot.
· If there is a u path in the upper contour that is

shorter than 1:5ps, the lower contour is exam-
ined. The u path is taken as a tooth, if there is
a notch in the lower contour right below it
(Fig. 1).
After locating the dots and teeth, the segmen-

tation errors are corrected as follows:
· If at the beginning of a subword, after a u path,

there are two teeth with no dot or only a triple
dot above them, the teeth are connected togeth-
er to make the characters in g5. The same is true
for three teeth in the middle of a subword
(Fig. 12(d)).

· If at the end of a subword, there are two teeth
with no dot or only a triple dot above them, fol-
lowed by a u path and a d path longer than 3ps,
they are connected together to make the charac-
ters in g6 (Fig. 12(d)).

· If there is a single tooth with no dot above or
below it, it is connected to its right neighbor
(Fig. 12(e)).

5. Experimental results

The segmentation algorithm was tested on a set
of printed texts in 20 di�erent fonts (Fig. 14). The
test set includes 11,347 characters, 8056 of them
connected. The training samples are not included
in the test set. Table 1 shows a summary of the

Table 1

Segmentation results

Correct segmenta-

tion rate

Before post-

processing (%)

After post-

processing (%)

Connected

characters

91 98.5

All characters 93 98.9

Fig. 14. Sample words of di�erent fonts.
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results, before and after the post-processing. Some
typical examples of incorrect segmentation are
shown in Fig. 15.

6. Conclusion

In this paper, a character segmentation algo-
rithm was proposed for omnifont Farsi text. A
correct segmentation rate of about 99% was
achieved. The algorithm is tolerant to the slant and
to some extent to the misalignment of the local base
lines. The segmentation errors were mainly due to
the low scanning resolution and skewed text lines.
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