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A B S T R A C T

Analysis of data by humans can be a time-consuming activity and thus use of sophisticated cognitive systems can
be utilized to crunch this enormous amount of data. Cognitive computing can be utilized to reduce the short-
comings of the concerns faced during big data analytics. The aim of the study is to provide readers a complete
understanding of past, present and future directions in the domain big data and cognitive computing. A sys-
tematic literature review has been adopted for this study by using the Scopus, DBLP and Web of Science da-
tabases. The work done in the field of big data and cognitive computing is currently at the nascent stage and this
is evident from the publication record. The characteristics of cognitive computing, namely observation, inter-
pretation, evaluation and decision were mapped to the five V’s of big data namely volume, variety, veracity,
velocity and value. Perspectives which touch all these parameters are yet to be widely explored in existing
literature.

1. Introduction

Advancement in technology has always been a natural phenom-
enon. Drastic technological advancements often tend to miss out to find
itself a mass market where it can be sold. The population of the world
stands at more than 7.4 billion people (Worldometers, 2016) and more
than 3.1 billion of these people are connected to the internet (eMarketer
Report, 2015). More than 4.4 billion people are using mobile phone, out
of this 1.86 billion (42%) of people are using smart phone (eMarketer
Report, 2015). The number of devices and connections will keep in-
creasing year on year basis and thus this had led to an explosion of data
(Yaqoob et al., 2016). This enormous amount of data that is produced
on a continuous basis is termed as big data (Kreps & Kimppa, 2015).
Fosso-Wamba et al. (2015) have discussed the concept of big data in
detail and have brought out the various definitions by other researchers
in this domain. Big data analytics has gained significant amount of
importance as it enables organizations to be ahead of their competitors
(Li, Tao, Cheng, & Zhao, 2015; Habib ur Rehman, Chang, Batool, &
Wah, 2016; Bumblauskas, Nold, Bumblauskas, & Igou, 2017). Compa-
nies want to analyze this raw data as they want to spot the trends that
they can use for further profit maximization (Frizzo-Barker, Chow-
White, Mozafari, & Ha, 2016; Sun, Strang, & Firmin, 2016). The dire
need to address the concerns of data deluge has led to the emergence of

big data analytics (Dubey et al., 2015; Liberatore, Johnson, & Clain,
2016).

Analysis of data by humans can be a time-consuming activity and
thus use of sophisticated cognitive systems can be utilized to crunch this
enormous amount of data (Kim, Chan, & Gupta, 2016). Intel CEO Brian
Krzanich explains in his editorial article on artificial intelligence (AI) in
2016 that “AI is based on the ability of machines to sense, reason, act and
adapt based on learned experience” (Krzanich, 2016). In a system that is
based on AI, it works on the rules and parameters that are fed inside it
whereas a cognitive computing based system works by intercepting the
command and then drawing inferences and suggesting possible solu-
tions. Cognitive computing is an AI based system that enables it to in-
teract with humans like a fellow human, interpret the contextual
meaning, analyze the past record of the user and draw deductions based
on that interactive session. Cognitive computing helps the humans in
decision making whereas AI based systems works on the concept that
machines are capable of making better decisions on the human’s behalf.
Cognitive computing is a sub-set of AI and anything that is cognitive is
also AI.

The goal of cognitive computing is to build a rational, combined and
collective mechanism motivated by the capability of human mind
(Kwon, Lee, & Shin, 2014). Cognitive computing will develop unique
learning systems, non-von Neumann computing structural design,

https://doi.org/10.1016/j.ijinfomgt.2018.06.005
Received 22 April 2018; Received in revised form 27 June 2018; Accepted 27 June 2018

⁎ Corresponding author.
E-mail addresses: connectwithshivamgupta@gmail.com (S. Gupta), arpan_kar@yahoo.co.in (A.K. Kar), baabdullah@kau.edu.sa (A. Baabdullah),

w.alkhowaiter@gmail.com (W.A.A. Al-Khowaiter).

International Journal of Information Management 42 (2018) 78–89

0268-4012/ © 2018 Elsevier Ltd. All rights reserved.

T

http://www.sciencedirect.com/science/journal/02684012
https://www.elsevier.com/locate/ijinfomgt
https://doi.org/10.1016/j.ijinfomgt.2018.06.005
https://doi.org/10.1016/j.ijinfomgt.2018.06.005
mailto:connectwithshivamgupta@gmail.com
mailto:arpan_kar@yahoo.co.in
mailto:baabdullah@kau.edu.sa
mailto:w.alkhowaiter@gmail.com
https://doi.org/10.1016/j.ijinfomgt.2018.06.005
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijinfomgt.2018.06.005&domain=pdf


programming archetype and functions that can combine, examine and
work on large volumes of data from variety of sources at once (Modha
et al., 2011).

Raghupathi and Raghupathi (2014) have showcased the various
sources that lead to generation of big data and it encompasses nearly
every spectrum of academic and scientific domain. Cognitive com-
puting can be utilized to reduce the shortcomings of the concerns faced
during big data analytics (Hurwitz, Kaufman, & Bowles, 2015). In
cognitive computing, a computerized model captures the human
thought process and improvises on the mistakes the system commits
every time (Modha et al., 2011). This self-learning mechanism can
greatly benefit the way large amount of data is analyzed for better
decision making (Gudivada, Raghavan, Govindaraju, & Rao, 2016). As
there is an emergence in the implementation of cognitive computing to
provide insights by analyzing large data sets, it is imperative to un-
derstand this subject matter.

The objectives of this literature review are:

• To propose a link between Cognitive Computing and Big Data.

• To perform a literature review and showcase the academic research
work that has been published in the domain of Big Data and
Cognitive Computing.

• To propose a conceptual model based on theoretical understanding
to link the characteristics of Cognitive Computing by using the
benefits offered by Big Data.

Section 2 showcases the background and motivation for this study.
Section 3 brings out the methodology employed to undertake the lit-
erature review for big data and cognitive computing. Section 4 focusses
on the analysis and discussion and Section 5 concludes this study with
limitations and scope for future research. Appendix A in Table A1
shows the tabular representation of the journals and the years in which
papers have been published. Appendix B presents a list of the selected
papers that have been considered for the review.

2. Background and motivation

The history of computing is marked with events that very few had
envisaged. The era of computing can be broadly classified into three
categories:

2.1. The Tabulating Era (1900 s - 1940 s)

The computing devices consisted of calculators which were in the
form of single-purpose mechanical systems where counting used to take
place by using punched cards. The use of such systems was limited to
large scale companies and academic and scientific institutions (IBM
White Paper, 2015).

2.2. The Programming Era (1950 s - present)

During the World War II, the need for computing was driven by
military and scientific requirements. Invention of transistor and the
microprocessor lead to the creation of computers which were bulky
machines compared to the modern day computer. The capacity and
speed of the computer kept increasing at a drastic pace for the six
decades and it has led to the creation of modern day compact compu-
ters to smart phones (IBM White Paper, 2015).

2.3. The Cognitive Era (2011 -)

The amount of data will become unsustainable for humans to pro-
cess and thus there is a need for the computer systems to assist the
humans in decision making (Changchit & Chuchuen, 2018). Having
access to the vast amount of data will be a daunting task for any in-
dividual or an organization but a cognitive system can make sense of

the raw data and turn into actionable information and thereafter va-
luable knowledge (IBM White Paper, 2015).

The origins of big data can be trailed back to the mid 1990′s when
John Mashey, working at Silicon Graphics, USA was involved in pro-
cessing and analysis of large datasets (Diebold, 2012). During a con-
ference in 2010, Eric Schmidt, then Google CEO, had commented that
the amount of data created in two days of time is equal to the amount of
data created from the dawn of civilization till 2003 (Schmidt, 2010).
This amount of data that he was referring was five Exabyte of data in
2010. Since then the amount of data created has only gone up ex-
ponentially. The ever-increasing challenges of data deluge have led to
the rise of big data analytics (Raguseo, 2018). With more and more IoT
(Internet of Things) connected devices, the problem of data deluge will
further aggravate (Cintra White Paper, 2016; Hashem et al., 2016).
Cognitive computing is considered to be a convergence of cognitive
science, neuroscience, data science, and cloud computing (Gudivada
et al., 2016). IBM has been pioneering in making commercial use of
cognitive computing by launching Watson in 2011. There has been
widespread of adoption of cognitive systems and the worldwide rev-
enue for 2016 is touted at USD 8 billion and furthermore it is expected
to rise to USD 47 billion by 2020 (IDC, 2016). The compound annual
growth rate (CAGR) in this domain will be more than 55% over the five-
year period from 2016 to 2020 (IDC, 2016). North America (the United
States and Canada) constitute the biggest share (78%) in this USD 8
billion expected revenue and Europe, the Middle East and Africa
(EMEA) comprise of the second largest region in the 2016 forecast of
IDC. By 2020, the demand for cognitive systems from Asia-Pacific re-
gion including Japan will be similar to the EMEA region (IDC, 2016).

The intersection of mixed research studies using cognitive com-
puting and big data analytics suffers from multiple challenges (Aswani,
Kar, & Ilavarasan, 2017; Aswani, Ghrera, Kar, & Chandra, 2017).
Cognitive computing approaches typically work on vectors having ob-
jective data where machine learning approaches learn through mathe-
matical operations on these data. However, big data analytics can
analyze and provide visualization of information in unstructured data
(Ragini, Anand, & Bhaskar, 2018). The integration of these approaches
first requires the conversion of unstructured data into some objective or
quantitative parameters which are derived as vectors. Then these vec-
tors over numerous instances may be used to train an algorithm in
cognitive computing, so that predictions would be possible on the basis
of the intent hidden in the content on test cases.

In order to extract the benefits of cognitive systems, it has to be fed
with massive amount of data so that the systems are capable to find
hidden patterns and relationships between the various variables which
may be present in structured, semi-structured and unstructured data of
high variety and veracity arriving in high volume and velocity. Thus,
the field of big data analytics and cognitive computing will go hand-in-
hand. The next section will highlight the methodology employed to
undertake a literature review study for big data and cognitive com-
puting as a combined subject matter.

3. Literature Review: Big Data and Cognitive Computing

The literature review for this study has been based on the guidelines
that have been outlined by Tranfield, Denyer, and Smart, (2003) and
Kitchenham and Charters (2007). There are three broad steps and they
are namely: (i.) Planning the review, (ii.) Conducting the review and
(iii.) Reporting the review. They are explained below:

3.1. Planning the Review

A review protocol has been developed that brings out the criterion
for the selection of studies. The keywords that were used in this study
were: “big data” and “cognitive computing”. An online digital da-
tabase has been used to gather the information for the papers that are
required for the review process. The digital databases that were
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considered for this study are: (i.) Scopus, (ii.) Web of Science and (iii.)
DBLP. Out of these three digital databases, first Scopus was considered
for data extraction as: (i.) Maximum number of papers related to this
study was indexed on Scopus compared to the other two digital data-
bases, (ii.) It is the largest online database for peer-reviewed publica-
tions and (iii.) It has a broad overview of global and interdisciplinary
scientific information. Web of Science and DBLP were also searched for
papers and the papers that were not listed in Scopus, were included in
the study as well. In Fig. 1, the various stages for data selection has been
showcased.

3.2. Conducting the Review

The keywords used for selecting the research papers for this study
and the search syntax are shown in Table 1.

The search syntax that is shown in Table 1 has been derived from
the stages of data selection that can be seen in Fig. 1. The various at-
tributes of Scopus search syntax are: (i.) TITLE-ABS-KEY: The selected
keywords will be searched in the title, abstract and the keywords of the
paper, (ii.) AND: And operator has been used which means that both the
keywords should be present in the searched item, (iii.) LANGUAGE:
Papers that have been written in English are considered in this study,
(iv.) LIMIT-TO(DOCTYPE): Only journal and conference papers were
considered for the review in this study. Here, ‘ar’ stands for journal
article, ‘cp’ stands for conference paper, ‘re’ stands for review papers
and ‘ip’ stands for journals papers that are in-press. The search syntax
for Web of Science and DBLP can be easily comprehended and

understood from Table 1. The search was conducted in the end of Nov
2016.

3.3. Reporting the Review

A total of 44 papers were showcased on Scopus, 9 papers were listed
on Web of Science and 3 papers were showcased on DBLP with the
selected keywords. Only one paper listed in Web of Science and two
papers showcased in DBLP were not part of the Scopus search result.
After filtering the search result for only papers that are written in
English language, a total of 43 papers were left. As this study only
considers journal and conference papers, the search result was reduced
to 34 papers. Abstract of all the 31 papers from Scopus, 1 paper from
Web of Science and 2 papers from DBLP, was available on these three
online digital databases and it was used to screen out the papers that
were not relevant for this study. This leads to a further reduction in the
number of papers to 19. All these 19 papers were downloaded and after
reading the papers, it was found that 18 of these papers are relevant for
this review study. The details of these 18 papers can be seen in
Appendix A Table A1. In Table 2, a breakdown of these 18 papers can
be seen. It can be observed that the academic output in this field of
research is in its nascent stage and there has been emphasis on this topic
since 2015. Two-thirds of the publications were journal papers
(Table 2).

As these digital databases presents a broad overview of the aca-
demic and scientific development in all the spheres of research, the
papers considered for this study also showcases this spectrum. Fig. 2
shows the documents by subject area.

Table 3 highlights the major keywords that were present in these 18
papers based on number of occurrences in each manuscript.

Table 4 showcases the documents by country and international
collaboration. It can be seen that there has been only one case of in-
ternational collaboration in this subject matter. Majority of the coun-
tries listed in Table 4 have an overall high percentage of international
collaboration (Source: SJR Country Rankings, 2015). International
collaborative work can lead to diffusion of ideas and development on
the research topic is a much faster manner (Adams, Gurney, & Marshall,
2007; European Commission Report, 2009). As this field of study is
nascent, the academic research output also lacks any international
collaboration.

Out of the 18 selected papers, only three authors have more than
one paper: (i.) Garrett, M.A. (Netherlands), (ii.) Sengupta, P.P. (United
States) and (iii.) Sheth, A. (United States).

Fig. 1. Stages in Data Selection (Source: Authors’ own compilation).

Table 1
Search Syntax on Online Digital Databases.

Data Source: End of Nov 2016 Search Syntax

Scopus Database: (https://www.scopus.com) Keyword used: "big
data" and "cognitive computing"

(TITLE-ABS-KEY("big data") AND TITLE-ABS-KEY("cognitive computing")) AND (LIMIT-TO
(LANGUAGE,"English")) AND (LIMIT-TO(DOCTYPE,"ar") OR LIMIT-TO(DOCTYPE,"cp") OR LIMIT-TO
(DOCTYPE,"re") OR LIMIT-TO(DOCTYPE,"ip"))

Web of Science Database: (https://apps.webofknowledge.com)
Keyword used: "big data" and "cognitive computing"

TOPIC: ("big data") AND TOPIC: ("cognitive computing") Refined by: LANGUAGES: (ENGLISH) AND
DOCUMENT TYPES: (ARTICLE OR REVIEW) Timespan: All years. Indexes: SCI-EXPANDED, SSCI, A&
HCI, ESCI.

DBLP Database: (http://dblp.uni-trier.de/search) Keyword used: "big
data" and "cognitive computing"

"big data" "cognitive computing"

Table 2
Document Type per Year.

Document TypeYear 2016 2015 2014 2013 Total %

Conference Paper 2 3 1 6 33%
Journal Paper 5 5 1 1 12 67%
Total 7 8 2 1 18
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4. Analysis and Discussion

There have been big changes in the field of computer science
technology. Modern intelligent computing can process voluminous data
at superfast speed. Intelligent computing is influenced by a number of
factors such as (i) changing technologies, smart devices, sensors; (ii)
increasing technological complexity that can process data faster; (iii)
research studies on human machine interaction and its abilities.

Cognitive computing can examine a range of various types of data
and its interpretation to generate rich insights (Ogiela & You, 2013).
Cognitive computing comprises various tools and techniques such as
Big Data and Predictive analytics; IoT; Machine Learning; Natural
Language Processing; Causal Induction; Probabilistic Reasoning and
Data Visualization. Interestingly, cognitive systems have the ability to
learn, remember, and analyze a problem which is contextually relevant
to the firm. Some of the key features of a cognitive system are: learning
ability and improving knowledge without reprogramming; develop and
analyze hypotheses based on the system’s current knowledge base.

Significant symbiosis between big data and cognitive computing is
basically the availability of huge volume of data which is immensely
useful for the types of machine learning and methods on which cog-
nitive computing provides appropriate solutions. Cognitive computing
scores over the technologies employed for big data analytics in three
aspects; namely; scalability, dynamism, and natural interaction. In
cognitive computing, hypotheses are formed which are formulated as
well as tested and based on the results gathered, the system can

improvise on the existing hypotheses. This attribute brings the esti-
mation and the thinking process as close to humans as possible. Since,
the number of redundant calculations involved are reduced, the whole
process is scalable as it saves time and efforts. As data is being gener-
ated on a regular basis, it is possible that some new variables may come
up which are not part of the original model that is being tested. In big
data analytics, model adjustments have to be done manually whereas in
cognitive computing, the system can incorporate such changes on its
own and even compare the analysis with prior tested results. This si-
tuation wherein the content is evolving and the system can incorporate
such dynamic changes on its own showcases the dynamism of the
cognitive computing over big data analytics. Synthesis of natural lan-
guage is a significant implication which makes cognitive computing
highly desirable. This capability to process unstructured data and nat-
ural language within shorter time duration as compared to big data
analytics brings out the natural interaction aspect. However, the si-
tuation is not so promising as there are limitations of cognitive com-
puting. A cognitive system has a limited understanding of the risk as
this may not be part of the structured or unstructured data. For in-
stance, a cognitive system can recommend the country for investment
in the government linked project but it may not factor in socio-eco-
nomic conditions like change in the government due to elections. A
cognitive system needs to undergo extensive amount of training to
understand the data, context, process and to develop an understanding
so that with every iteration, the system becomes more robust. The ef-
ficacy of a cognitive system needs to be established when there is high
level of uncertainty in terms of data sources and/ or drastic and sudden
changes in the context of the situation.

Firms can use the potential of cognitive computing systems in
handling the issues while extracting key business insights from the
voluminous data. The output of the big data analytics can be food for
thought for the systems based on cognitive computing. However in
order to understand the working of a system based on cognitive com-
puting, it is important to analyze the way humans indulge in decision
making process. These processes can be classified as: (i.) observation,
(ii.) interpretation, (iii.) evaluation and (iv.) decision (Chen, Argentinis,
& Weber, 2016).

Every moment data generated from business operations need to be
captured, sorted, prepared and analyzed for effective decision making.
However, managing the big data is a challenge in front of management
researchers and managers primarily due to large amount of data; high
speed of data generation and delivery; different sources of big data;
quality of big data and trustworthiness of sources.

The factors that are required for the successful implementation of
big data analytics have been categorized as 5V’s: (i.) volume, (ii.)
variety, (iii.) velocity, (iv.) veracity and (v.) value (Bedeley, Ghoshal,
Iyer, & Bhadury, 2016; Demirkan et al., 2015; Dwivedi, Janssen et al.,
2017; Fosso-Wamba et al., 2015; Grover & Kar, 2017). The character-
ization of both cognitive computing and big data that have been listed
above are related to each other (Hurwitz et al., 2015). Resource Based
View (RBV) theory advocates the need of VRIN framework (Valuable,
Rare, Inimitable and Non-substitutable) for an enterprise to have
competitive advantage over their competitors (Barney, 1991; Abu
Bakar & Ahmad, 2010; Qi & Chau, 2013). The capability of a firm to
effectively manage the characteristics of big data (5V’s) by use of
cognitive computing can enable an organization in creation of new
value that can further improve the efficiency and competitiveness of the
enterprise (adapted from Daft, 1983; Mousavizadeh, Ryan, Harden, &
Windsor, 2015; Ong & Chen, 2016). A conceptual model has been
proposed that showcases cognitive computing can be utilized to better
understand the complexity of data deluge (Fig. 3). The data can be in
the form of unstructured, structured and semi-structured that has the
distinct VRIN features that are reflected by the 5V’s of this big data.
Cognitive Informatics (Wang, 2009) and Social Cognitive Theory
(Bandura, 1986; Dwivedi, Rana, Jeyaraj, Clement, & Williams, 2017)
advocates that a cognitive system involves an interaction between

Fig. 2. Documents by Subject Area (Source: Authors’ own compilation).

Table 3
Presence of Other Keywords in the Papers.

Keyword No. of Papers

Cognitive Computing 16
Big Data 13
Cognitive Systems 5
Internet 5
Artificial Intelligence 3
Data Analytics 3

Table 4
Documents by Country and International Collaboration.

Country No. of
Papers

Intl. Coll. in
this study

Overall % of Intl. Coll. in these
Countries (2015)

United States 10.5 1 Paper 34%
Netherlands 2 No 58%
Canada 1 No 50%
China 1 No 21%
India 1 No 16%
Italy 1 No 45%
Thailand 1 No 43%
UK 0.5 1 Paper 52%
Total 18
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machine to machine where the system learns from the mistakes it
commits. With every iteration, this system becomes more efficient in
better understanding the patterns and thereby leading to minimum
human intervention. Oliver (1997) and DeVaujany, Carton, Mitev, and
Romeyer, (2014) have highlighted the case of combining the RBV with
the insights of the institutional theory. In this conceptual model (Fig. 3),
we have extended RBV theory by use of mimetic isomorphic driver of
the institutional theory of DiMaggio and Powell (1983). The works of
Mignerat and Rivard (2009) and Weerakkody, Dwivedi, and Irani,
(2009) has shown that institutional theory is instrumental in shaping
the work in the domain of information systems. We postulate that
coercive or normative pressures (part of Institutional Theory) may not
be compelling for an enterprise to envisage the use of cognitive com-
puting in analyzing the challenges involved in understanding the
complexity of big data. As every organization now strives to be tech-
nologically advanced, peer pressure can be a compelling factor for
enterprises to imitate the path undertaken by their competitors (Aerts,
Cormier, & Magnan, 2006). This process can lead an enterprise to stay
abreast with the advancement in technology so that more and more
meaningful insights can be gathered for effective decision making.
Thus, in Fig. 3, it can be seen that existing enterprise knowledge of
successful competitors can help an organization to also replicate their
path of success (Chevallier, Laarraf, Lacam, Miloudi, & Salvetat, 2016;
Zanzouri & Francois, 2013). The knowledge that is created can have a

positive impact on the organizational performance which can further
impose pressure on their competitors for enhanced performance
(Dubey, Gunasekaran, Angappa, & Papadopoulos, 2017; Grover &
Kohli, 2012). The new value that is created by making sense out of data
that was earlier discarded as there was no ways and means to process it
can further fuel growth for an organization (Hung, Chia-An, Tsai, Lee, &
Chau, 2015; Zhan, Tan, Ji, Chung, & Tseng, 2017).

This inter-linkage of the characteristics of big data and cognitive
computing can be seen below:

Observation of data is the basic requirement for a cognitive system
where aggregation, integration and examination of data takes place
(Chen et al., 2016). For a cognitive system to make observations, it
should have access to volumes of data. Volume is the amount of data
that is generated, stored and managed for data analysis. The advent of
social web and interconnected devices has led to the emergence of large
amount of data (Batty, 2012; Kapoor et al., 2018). This data can either
be structured or unstructured data and a cognitive system would nor-
malize and cleanse the data into a particular format for further analysis.
The challenge of data deluge can be effectively countered by use of
cognitive systems as humans will find it increasingly tough to make
observations in such a large amount of data.

Interpretation of datasets will yield in better understanding and
solving of complex set of problems when there is variety of information
sources. The data can be in the form of structured, unstructured, image,

Fig. 3. Conceptual Model Relating Big Data and Cognitive Computing (Source: Authors’ own compilation).
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text, multimedia and also there can be cases of missing data (Santos
et al., 2017). This variety of data can be sourced from various avenues
like social media, IoT devices, RFID (Radio Frequency Identification)
devices, emails, GPS (Global Positioning System) devices and so on
(Bertino et al., 2011). For a cognitive system to learn and interpret; it
has to be supplied with a variety of data and thereafter the system will
be capable of interpreting the data on its own by understanding the
contextual meaning of the subject matter (Chen et al., 2016). In order to
keep abreast with the developments in the field of science, humans
have to constantly update their existing knowledge base from the var-
ious possible sources of information. Cognitive systems can bridge this
gap and assist humans in gaining insights.

Evaluation of data to generate information to answer a query is
part of the natural ability in a human being. A cognitive system con-
verts the raw data it gathers into visual networks of data which leads to
creation of many relationships within the data. The process of proces-
sing this huge amount of data requires the cognitive system to be able to
perform this within a very short time frame. Velocity is an attribute of
big data where it is important to monitor the rate at which data is
generated and at the same time it is also concerned with the speed with
which this data is processed (Hurwitz et al., 2015). At the same time it
is essential to bring efficacy in data analysis so that the evaluation is
trustworthy and accurate (Gandomi & Haider, 2015). Veracity is a
characteristic of big data where it deals with foreseeing the quality,
uncertainty and trustworthiness of the data (Demirkan et al., 2015). For
a cognitive system to evaluate the data, it is essential for the system to
perform this task in a timely, trustworthy and an accurate manner.

Decision refers to the capability of the cognitive system to make
decisions based on the data that has been analyzed. One of the major
criteria for decision making is availability of evidence and a cognitive
system heavily relies on evidence-based decision making. A cognitive
system employs use of quantitative predictive analytics for decision

making when there is lack of clear-cut evidence (Chen et al., 2016).
This reduces the mistakes made by humans when they tend to rely on
guesswork and trial and error. Value as a characteristic of big data
suggests that the large volume of data is worthless until the data is
converted to knowledge (Jara, Genoud, & Bocchi, 2014; Saberi,
Hussain, & Chang, 2017). This process can also lead to data repurposing
that can be processed and analyzed further for knowledge creation (ICO
Report, 2014). This value may be realized in different contexts of big
data usage, like smart cities, social media, user generated content and
search engines (Alalwan, Rana, Dwivedi, & Algharabat, 2017; Aswani,
Kar, Ilavarasan, & Dwivedi, 2018; Chauhan, Agarwal, & Kar, 2016;
Rathore, Kar, & Ilavarasan, 2017; Saumya, Singh, Baabdullah, Rana, &
Dwivedi, 2018).

Based on the discussion on the various facets of cognitive computing
and big data, it is observed that the factors that determine the capability
of a cognitive system can be mapped to the factors for successful im-
plementation of big data analytics (Table 5).

In this study, the selected papers have been evaluated on the basis of
their coverage of the factors that have been listed in Table 5. If the
author(s) have highlighted these factors from the perspective of both
cognitive computing and big data, then it is considered to be included
in Table 6. As the five V’s of the big data have been explicitly explained
and used in the academic literature, they have been used in Table 6.
Table 6 shows the mapping of the selected 18 papers with the char-
acteristics exhibited by big data and cognitive computing.

From the above table, it is evident that all the five aspects of big
data and four aspects of cognitive computing have been represented by
the papers. The major emphasis of all the papers has been on creating
value from data to information to knowledge to wisdom. Extracting the
benefits of big data and cognitive computing will lead an organization
to scale-up the DIKW Pyramid (Jifa & Lingling, 2014). In order to have
a transition from data to wisdom in this data intensive age which is also
known as the Fourth Research Paradigm, e-Research can equip the
academic and scientific community with the tools and technologies for
data mining, data visualization and data dissemination (Hey, Tansley, &
Tolle, 2009; Lloyd, Antonioletti, & Sloan, 2016). A key benefit of e-
Research lies in the potential of solving the challenge of data deluge by
indulging in collaborative research as the existing data can be easily
accessed, reused and shared for data analysis and repurposing (Jirotka,

Table 5
Mapping of Characteristics of Cognitive Computing and Big Data.

Cognitive Computing Observation Interpretation Evaluation Decision

Big data Volume Variety Velocity Veracity

Table 6
Mapping of the Selected Papers.

Big Data Cognitive Computing

S.No. Authors Volume Variety Velocity Veracity Value Observation Interpretation Evaluation Decision

1 Chen et al., 2016 1 1 1 1 1 1 1 1 1
2 Coccoli et al., 2016 1 1 1 1 1 1 1
3 Demirkan et al., 2015 1 1 1 1 1 1 1 1 1
4 Garrett, 2015 1 1 1 1 1 1
5 Garrett, 2014 1 1 1 1 1 1 1 1
6 Hensley, 2014 1 1 1 1 1
7 Khatri and Shrivastava, 2016 1 1 1 1 1 1 1 1 1
8 Lie et al., 2015 1 1 1 1 1
9 Maymir-Ducharme et al., 2015 1 1 1 1 1 1 1 1 1
10 Noor, 2015 1 1 1 1 1 1 1 1 1
11 Robson and Boray, 2015 1 1 1 1 1 1 1 1
12 Sengupta, 2013 1 1 1 1 1 1 1 1 1
13 Sengupta et al., 2016 1 1 1 1 1 1 1 1 1
14 Sheth, 2016 1 1 1 1 1 1 1 1 1
15 Sheth et al., 2016 1 1 1 1 1 1 1
16 Smit, 2016 1 1 1 1 1 1 1 1
17 Spohrer and Banavar, 2015 1 1 1 1 1 1 1 1 1
18 Van De Bogart, 2015 1 1 1 1 1 1 1
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Lee, & Olson, 2013). In Table 4, it can be seen that as of now there has
been hardly any international collaboration on this subject matter. The
selected papers have strongly suggested that cognitive computing can
be instrumental in utilizing the benefits of big data analytics and also to
address the challenge faced by the same. Further an attempt to explore
the nature of linkages between these characteristics of big data and
cognitive computing was attempted using network analysis.

Fig. 4(a) illustrates the network association of five V’s; volume,
variety, velocity, veracity and value; related to big data and four factors
of cognitive computing such as observation, interpretation, evaluation
and decision. Each node represents the charateristic. The edges within
the factors are drawn on the basis of the co-occurrence of the factors
within in the research articles. On the network of the Fig. 4(a), New-
man–Girvan community detection algorithm (Newman, 2012) was ap-
plied. The community detection algorithm finds the community among
the big data factors and cognitive computing factors on the basis of the
edge betweeness in association matrix. The outcome of the algorithm is
presented in Fig. 4(b). Fig. 4(b) illustrates all the factors are closely
related and the occurrence of the factors are occurring frequently in
nature together based on what the studies ideate on.

However, when the actual coverage of these studies were explored
an interesting observation emerged. On the network of the Fig. 4(a),
community detection based on greedy optimization of modularity (Su,
Kuchinsky, Morris, States, & Meng, 2010) was applied. The outcome of
the algorithm is presented in Fig. 5. The size of the sphere of the factors
in Fig. 5 depicts its frequency of occurrences in the research article.

Using this algorithm, two communities have been identified. The first
community consists of only one factor that is decision factor belonging
to cognitive computing (represented using the pink color in Fig. 5). The
second community consists of other eight factors represented using the
grey nodes. Fig. 5 depicts five V’s are tightly coupled leading to ob-
servation, interpretation and evaluation but still facing problems in
taking decision related tasks. This outlier indicates that for future
academic explorations, studies should focus on decisions when ex-
ploring any problem statement within this domain.

In Table 7, the attributes of the selected papers can be seen where
the focus has been on the interdependence of big data and cognitive
computing.

From the existing papers, it can be inferred that the domain of
cognitive computing has been instrumental in capturing the benefits of
big data analytics and this can be seen in the real world in the field of
healthcare sector (Table 7). IBM Watson has been highly cited in these
selected papers and 13 out of the 18 papers have highlighted the ben-
efits of how cognitive computing enabled IBM Watson is using big data
for better decision making. The success of using cognitive technologies
for big data analytics in the healthcare sector will pave the path for this
to be implemented in other spheres of life (Lahtiranta, Koskinen,
Knaapi-Junnila, & Nurminen, 2015). Also, the field of astronomy has
been witnessing the emergence of employing cognitive systems coupled
with the power to extract information out of big data (Garrett, 2014 and
Garrett, 2015).

5. Conclusion

This paper provides an analysis of the existing academic literature
in the domain of big data and cognitive computing. In this study, we
have followed the approach of systematic literature review and we have
used digital databases like Scopus, Web of Science and DBLP to extract
the information.

The knowledge base on big data analytics and cloud computing has
been extended by some notable research studies such as (Irani,
Ghoneim, & Love, 2006, 2017; Lal & Bharadwaj, 2016; Sivarajah,
Kamal, Irani, & Weerakkody, 2017).

The broad challenges of big data can be grouped into three main
categories, based on the data life cycle: data, process and management
challenges (Sivarajah et al., 2017).

Verma and Bhattacharyya (2017) found that the major reason be-
hind big data analytics non-adoption is that the firms do not realize the
strategic value of big data analytics. Firm managers are also not pre-
pared to bring the changes because of technological, organizational and
environmental difficulties.

On the other side relative advantage, security concern, top man-
agement support, technology readiness, competitive pressure and

Fig. 4. (a) and Fig. 4(b): Community analysis within focus areas.

Fig. 5. Community outlier detection.
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Table 7
Big Data and Cognitive Computing Attributes.

S.No. Attribute Big Data and Cognitive Computing Study (Appendix B) and
Source

1 Expediting the discovery in the field of Life Sciences
Research

"Cognitive computing on large unstructured datasets could accelerate discovery of
relationships between biological entities for which there was yet no explicit
evidence of their existence."

Chen et al., 2016 (Scopus)

2 Impact on the learning processes and the labor
market

"It is compulsory that knowledge is generated and managed in a better way and,
consequently, the new professionals should require different skills. The solution
relies in the new wave of cognitive computing systems, which are going to change
everything."

Coccoli et al., 2016 (Scopus)

3 Role of Big Data and Cognitive Computing in IoT
devices

"Business and societal systems are instrumented (sensors), interconnected (data
stored in the cloud and accessible from mobile devices), and intelligent (cognitive
systems can provide customers with high-quality recommendations and help
customers make better data-driven decisions), we can say that business and societal
systems are getting smarter."

Demirkan et al., 2015
(Scopus)

4 Role of Big Data and Cognitive Computing in
Astronomical Research

"Faced with an avalanche of data from all sides, the “brute force” approach of
commercial data analytics, and especially the future promise of cognitive
computing, could have a huge impact in terms of increasing the chances of
serendipitous discovery."

Garrett, 2015 (Scopus)

5 Role of Big Data and Cognitive Computing in
Astronomical Research

"Applying cognitive computing to large astronomical surveys could have a huge
impact in terms of serendipitous discovery - areas that might specifically benefit
include those like SETI where human bias and other pre-conceptions may limit
current efforts."

Garrett, 2014 (Scopus)

6 Use of IBM Watson in solving the challenges of Big
Data

"IBM Watson offers the next generation of cognitive computing that helps bring
understanding to big data. And data warehousing and big data are headed in that
direction."

Hensley, 2014 (Scopus)

7 Use of Cognitive Computing to solve the issues of
Big Data in Healthcare Industry

"The major challenge in medical field is to make smarter decisions at right time
from very large volume of structured and unstructured data coming from
heterogeneous sources. These data can be de-identified, shared and combined with
the frequently increasing observation of clinical, research and social health data (in
a secure and private environment) via cloud computing. IBM Watson offers
cognitive computing powers to be applied to the stored data."

Khatri and Shrivastava, 2016
(Scopus)

8 Cognitive Computing is not effective for analysis of
Big Data

"The existing cognitive concept learning algorithms are not very effective for large
data although they are relatively acceptable."

Li et al., 2015 (DBLP)

9 Use of Cognitive Computing to tackle the concerns
of Big Data in Healthcare Industry

"Applying text and data mining techniques, pattern recognition, and cognitive
computing techniques on large volumes of clinical and genomic data, smarter
health informatics and analytics can drive knowledge discovery that have a direct
impact on patients at the point of care."

Maymir-Ducharme et al.,
2015 (Scopus)

10 Potential of Cognitive Computing and role of Big
Data

"With the advent of big data, which grows larger, faster and more diverse by the
day, cognitive computing systems are now used to gain knowledge from data as
experience and then generalize what they have learned in new situations."

Noor, 2015 (Scopus)

11 Implementation of inference system in the domain
of medicine by using data from various sources

"The user can currently propose inference nets and refine them with the help of the
system, based on what is available, and on viable replacements. It would seem that
some basic expertise in probability, statistics and inference is required. Indeed,
there now seems to be a major task ahead, the complete automation of generating
the best choice of inference network from the very beginning."

Robson and Boray, 2015
(Scopus)

12 Use of Cognitive Computing and Big Data for
Disease Assessment

"As more and more data become available, the challenge will be how to mine the
vast datasets to facilitate and expedite decision making. One of the steps in meeting
this challenge could be to develop cognitive tools for automated analysis of big
functional datasets."

Sengupta, 2013 (Scopus)

13 Use of Cognitive Computing for pattern recognition
in Big Data in the Healthcare Industry

"Complex pattern recognition in big data is better performed using machine
approaches, a potential solution to meet this challenge is to develop computer-
based cognitive tools for automated analysis."

Sengupta et al., 2016
(Scopus)

14 Role of Big Data and Cognitive Computing in IoT
devices

"Cognitive computing acts as prosthetics for human cognition by analyzing a
massive amount of data and being able to answer questions humans might have
when making certain decisions."

Sheth, 2016 (Scopus)

15 Semantic, Perceptual, and Cognitive Computing
with Big Data

"CC (Cognitive Computing) has garnered substantial recent interest and provides
the ability to utilize relevant knowledge and help improve the understanding of
data for decision-making, and is seeing rapid technological progress."

Sheth et al., 2016 (Scopus)

16 Emphasis on Converged Reality with Cognitive
Computing and Big Data

"The use of appropriate tools – records management, data analytics, cognitive
computing – can mitigate the impact, but given the volume, variety (lack of, or
varied, structure), and velocity (rate of new data being created) of Big Data, existing
techniques fall short."

Smit, 2016 (Scopus)

17 Emphasis on Cognitive Computing as a Service from
the Perspective of Industry

"Cognition as a service can help unlock the mysteries of big data and ultimately
boost the creativity and productivity of professionals and their teams, the
productive output of industries and organizations, as well as the GDP (gross
domestic product) of regions and nations."

Spohrer and Banavar, 2015
(Web of Science)

18 Development of Cognitive Systems using Big Data "The real challenge that confronts the entire global IT community and the one that
is causing advances in quantum computing, cognitive architectures and artificial
general intelligence is how the exponential rise in data can be converted into usable
information."

Van De Bogart, 2015
(Scopus)
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trading partners’ pressure were found as the critical drivers of cloud
computing adoption (Lal & Bharadwaj, 2016)

The review of prior literature shows that the domain of big data has
been fairly explored but the domain of cognitive computing is in its
nascent stages of development. As there has been an explosion in
creation of data and thereby it is virtually impossible for a human to
kept a tab on all the latest developments for decision making process.

The domain of cognitive computing will be incomplete without
harnessing the benefits of big data analytics. A conceptual model based
on the learning drawn from RBV theory (Barney, 1991) and mimetic
isomorphic driver of the institutional theory (DiMaggio & Powell, 1983)
has been proposed in this study that needs to be tested and verified to
validate this model. The theoretical foundations of cognitive computing
can be found in Cognitive Informatics and Social Cognitive Theory
(SCT). Cognitive Informatics (Wang, 2009) is a trans-disciplinary re-
search domain that addresses the challenges to mimic the human
thought process by sharing the domain knowledge of the various en-
gineering and social-science disciplines. SCT (Bandura, 1986) empha-
sizes on the reciprocal interactions between the environment and the
behavior of an individual on his/ her cognitive perceptions. SCT has
been instrumental in the development of the computing technology.
Cognitive systems are capable in capturing the human thought process
and thereafter learning from the mistakes when the system commits
them. This is evident from the offerings of IBM Watson where the
system is revolutionizing the healthcare industry by providing medical
insights to doctors in better decision making. The system gathers in-
formation from all possible electronic means and filters the relevant
information which can be considered for real-time decision making.
This service is made available to doctors by diffusing the information
through cloud-based network thereby reducing the cost of im-
plementing such a system even at a small-scale level. If the service of-
ferings of cognitive computing are limited to organizations where in-
stallation of IT infrastructure is mandatory, then this service will
remain exclusive to the large enterprises only. It is a business decision
for companies that provide cognitive computing services to either cater
for the masses or the classes. A mixed approach can also be employed to
tap the market at all levels. In this study it is seen that the major em-
phasis has been in the healthcare sector where IBM Watson has re-
volutionized the medical practices of doctors. Employing the benefits of
cognitive computing and big data will lower the cost of services in-
curred to the user in the long run as this system will reduce the human
intervention.

As cognitive computing is increasing its reach, big data analytics
will fuel its growth into an exponential manner to become an integral
part of the human life. The key findings for researchers from this study
are:

1 The work done in the combined field of big data and cognitive
computing is at a nascent stage and this is evident from the pub-
lication record. From 2013, there is a presence of academic litera-
ture in this combined field but the emphasis has been from the year
2015.

2 There has been hardly any international collaboration so far. There
is a need for international collaborations to bring out the contexts
and trade-offs between localization versus globalization through
cognitive computing in such research explorations.

3 The major emphasis of this combined field is in the healthcare
sector. 13 out of the 18 selected papers have brought out the ben-
efits of IBM Watson. For practice, this provides an immense chance
to explore and document the value of cognitive computing and big
data analytics through application-oriented research.

4 The characteristics of cognitive computing with regards to the five

V’s of big data are: (i.) observation, (ii.) interpretation, (iii.) eva-
luation and (iv.) decision. These characteristics are critical for future
explorations in the domain to realize the complete value from big
data applications. This is still yet to be explored extensively in ex-
isting literature which however touches upon the 5 Vs of big data
analytics.

5 The interface of big data analytics and cognitive computing is yet to
focus on the implications of the studies on decision making. The
network analysis highlights that decision is a node which is yet to be
touched extensively in such studies. This again is a direction to-
wards a missing link (namely focus on decision making), for rea-
lizing the true value of the applications and explorations in this
domain.

5.1. Managerial Implications

The key takeaways for managers are as under:
The quality of data is vital for harnessing cognitive computing and

providing the right solution and recommendation for the business
problem. Change management is important in any medium to large
range organization for exploiting big data management under cognitive
computing. Upgrading knowledge, skills and abilities of human re-
sources are equally important for sustainability. Cognitive systems are
going to bring a big change in the future business platform and will help
to produce more innovations and new product developments under the
influence of internal and external pressures. However, care must be
taken from safety, security and sustainability perspective to reduce the
associated risks.

5.2. Limitations and Future Research Directions

The limitation of this study is that the academic literature that in-
dividually exists in the domain of big data and cognitive computing was
not included in this study. It is possible that papers written in these
individual scientific fields could possess information that could be va-
luable for this study. If such studies did not match the search criteria,
they may have been omitted. As it can be seen from this study that the
publications in this field has garnered attention from 2013 and thus this
opens up many future research opportunities. The characteristics of big
data and cognitive computing (shown in Table 5) can be utilized to
better understand the concerns of trust, privacy and information se-
curity. As healthcare sector has seen the first implementation of cog-
nitive systems using benefits of big data analytics, it paves the path for
this to be replicated in other paradigms of scientific as well as industrial
domains. IBM Watson has indeed been successful in the domain of
healthcare but it has expanded to other domains like advertising, cus-
tomer engagement, education, financial services, IoT, media and much
more where it is working with leading companies to make smarter
decisions. Dispersion of the benefits offered by big leaps in technology
like cognitive computing and big data analytics can be a key challenge
for small and medium enterprises (SMEs). SMEs do not have the fi-
nancial bandwidth that is required to use such technology and the
technical know-how along-with trained manpower is critical as well.
Thus, future studies focusing on how use of cognitive computing cou-
pled with big data analytics can be brought to the table of SMEs will be
of great importance. One such possible way is to make use of cloud
computing. Earlier use of enterprise resource planning (ERP) was re-
stricted to large enterprises only but with the coming of cloud based
ERP services, it is no longer a niche product. Researchers can explore
the possibility on how cloud computing can act as a faster medium for
the mass use of cognitive computing and big data analytics.
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Appendix A

Appendix B

Papers Considered for this study
Chen Y., Argentinis E. and Weber G. (2016), "IBM Watson: How Cognitive Computing Can Be Applied to Big Data Challenges in Life Sciences

Research," Clinical Therapeutics, Vol. 38 No. 4, pp. 688–701.
Coccoli M., Maresca P., Stanganelli L. (2016), "The role of big data and cognitive computing in the learning process", Journal of Visual Languages

and Computing.
Demirkan H., Bess C., Spohrer J., Rayes A., Allen D. And Moghaddam Y. (2015), "Innovations with smart service systems: Analytics, big data,

cognitive assistance, and the internet of everything", Communications of the Association for Information Systems, Vol. 37 No. 1, pp. 733–752.
Garrett M.A. (2015), "SETI reloaded: Next generation radio telescopes, transients and cognitive computing", Acta Astronautica, Vol. 113, pp. 8–12.
Garrett M.A. (2014), "Big Data analytics and cognitive computing-future opportunities for astronomical research," IOP Conference Series: Materials

Science and Engineering, Vol. 67 No. 1.
Hensley N. (2014), "Data warehousing: The brains of the big data operation", IBM Data Management Magazine.
Khatri I., Shrivastava V.K. (2016), "A survey of big data in healthcare industry", Advances in Intelligent Systems and Computing, Vol. 452, pp.

245–257.
Li, J., Huang, C., Xu, W., Qian, Y. and Liu, W. (2015), "Cognitive concept learning via granular computing for big data", International Conference

on Machine Learning and Cybernetics (ICMLC), 2, pp. 289–294.
Maymir-Ducharme F.A., Angelelli L. and Rao P. (2015), "Smarter healthcare built on informatics and cybernetics," HEALTHINF 2015 - 8th

International Conference on Health Informatics, Proceedings; Part of 8th International Joint Conference on Biomedical Engineering Systems and
Technologies, BIOSTEC 2015, pp. 525–533.

Noor A.K. (2015), "Potential of cognitive computing and cognitive systems", Open Engineering, Vol. 5 No. 1, pp. 75–88.
Robson B., Boray S. (2015), "Implementation of a web based universal exchange and inference language for medicine: Sparse data, probabilities

and inference in data mining of clinical data repositories", Computers in Biology and Medicine, Vol. 66, pp. 82–102.
Sengupta P.P. (2013). "Intelligent platforms for disease assessment: Novel approaches in functional echocardiography", JACC: Cardiovascular

Imaging, Vol. 6 No. 11, pp. 1206–1211.
Sengupta P.P., Huang Y.-M., Bansal M., Ashrafi A., Fisher M., Shameer K., Gall W. and Dudley J.T. (2016), "Cognitive Machine-Learning

Algorithm for Cardiac Imaging; A Pilot Study for Differentiating Constrictive Pericarditis from Restrictive Cardiomyopathy," Circulation:
Cardiovascular Imaging, Vol. 9 No. 6.

Sheth A. (2016), "Internet of Things to Smart IoT Through Semantic, Cognitive, and Perceptual Computing", IEEE Intelligent Systems, Vol. 31 No. 2,
pp. 108–112.

Sheth A., Anantharam P. and Henson C. (2016), "Semantic, cognitive, and perceptual computing: Paradigms that shape human experience,"
Computer, Vol. 49 No. 3, pp. 64–72.

Smit M. (2016), "Converged reality: A data management research agenda for a service-, cloud-, and data-driven era," Proceedings of the Annual
Hawaii International Conference on System Sciences, 2016-March, pp. 1653–1662.

Spohrer, J. and Banavar, G. (2015), "Cognition as a Service: An Industry Perspective," AI Magazine, Vol. 36 No. 4, pp. 71–86.
Van De Bogart W. (2015), "Information entanglement: Developments in cognitive based knowledge acquisition strategies based on big data,"

Proceedings of the International Conference on Intellectual Capital, Knowledge Management and Organisational Learning, ICICKM, 2015-January,
pp. 299–307.

Table A1
Source Title per Year.

Source Title 2013 2014 2015 2016 Total

Acta Astronautica 1 1
Advances in Intelligent Systems and Computing 1 1
AI Magazine 1
Circulation: Cardiovascular Imaging 1 1
Clinical Therapeutics 1 1
Communications of the Association for Information Systems 1 1
Computer 1 1
Computers in Biology and Medicine 1
HEALTHINF 2015 - 8th International Conference on Health Informatics, Proceedings; Part of 8th International Joint Conference on

Biomedical Engineering Systems and Technologies, BIOSTEC 2015
1 1

IBM Data Management Magazine 1 1
IEEE Intelligent Systems 1 1
IOP Conference Series: Materials Science and Engineering 1 1
JACC: Cardiovascular Imaging 1 1
Journal of Visual Languages and Computing 1 1
Open Engineering 1 1
Proceedings of the Annual Hawaii International Conference on System Sciences 1 1
Proceedings of the International Conference on Intellectual Capital, Knowledge Management and Organisational Learning, ICICKM 1 1
Proceedings of the International Conference on Machine Learning and Cybernetics (ICMLC) 1
Total 1 2 8 7 18
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