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Abstract

A wireless sensor network (WSN) consists of a group of energy-constrained
sensor nodes with the ability of both sensing and communication, which can
be deployed in a field of interest (FoI) for detecting or monitoring some spe-
cial events, and then forwarding the aggregated data to the designated data
center through sink nodes or gateways. In this case, whether the WSN can
keep the FoI under strict surveillance and whether the WSN can gather and
forward the desired information are two of the most fundamental problems
in wireless sensor networks that need to be solved. Therefore, preserving net-
work connectivity while maximizing coverage by using the limited number of
energy constrained nodes is the most critical problem for the deployment of
WSNs. In this survey article, we classify and summarize the state-of-the-art
algorithms and techniques that address the connectivity-coverage issues in
the wireless sensor networks.

Keywords:
Network connectivity, fault-tolerant, area coverage, wireless sensor
networks.

1. Introduction

Wireless sensor networks (WSNs) have gained a considerable attention in
the recent years [1, 2]. The development of modern sensing and wireless com-
munication technologies have greatly promoted the development of energy-
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efficient micro sensing equipments with both sensing and wireless communi-
cation abilities, which is the furtherance of developing WSNs [3].

The objective of the deployment of the WSN is to monitor a given field of
interest (FoI) or keep a given target under strict surveillance. However, due
to the limited size and battery capacity, both computational and communica-
tion capacities of the sensor nodes are limited [4]. Hence, in order to achieve
the expected objective, multiple sensor nodes need to cooperate. Typically,
a large-scale WSN that consists of thousands of sensor nodes is deployed to
cover a given FoI by either random or deterministic method. The connected
WSNs can accomplish many complicated tasks. Moreover, by exploiting the
communication capacity of the sensor nodes, the WSN can consist a wire-
less communication network to transmit the gathered data which eliminates
the dependency of the complicated wired communication backbone that is
hard to be deployed in the remote area. Moreover, by exploiting its ease-
deployment property, the WSN is widely adopted in very broad applications,
e.g., the surveillance of military activities, boundary control, and industrial
and agricultural monitoring, etc [5].

As aforementioned, the existing deployment strategies of WSNs are cat-
egorized into two main classes: the deterministic ones and the random ones.
For the deterministic method, the deployed position of each sensor node is
predefined for a specific FoI. It can achieve the system objective more ef-
ficiently. However, if the WSNs are deployed in the remote area and the
environment can be very hazardous to the human safety, e.g., the battlefield,
volcano, etc, the manual/deterministic deployment strategies of WSNs may
not be adopted. In this case, the random deployment strategies of WSN
could be an applicable option, e.g., paradropped by the airplane. Then, the
deployed WSN needs to automatically work for weeks or months. During the
working period, the battery replacement may not be applicable [3]. Hence,
the energy preserving problem has to be considered when the WSN-based
system is being designed. In order to prolong the lifetime of the network,
utilizing the WSN in an energy efficient method is essential to facing the
strict energy constraint in sensor nodes [6].

Furthermore, there are another two important factors that affects the
deployment of an efficient WSN, i.e., find optimal node deployment/area
coverage strategies and efficient connectivity control techniques. Once the
nodes are deployed, they need to sense and detect the desired events from
the given FoI, and then generate corresponding data for the detected events.
Therefore, it is important to keep the required coverage degree of the de-
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ployed WSN which can guarantee that any given point in the FoI can be
monitored by the desired number of sensor nodes. Besides the coverage
problem, maintaining the network connectivity is another important issue
that needs to be considered to implement the WSNs. Usually, the connec-
tivity of the WSNs is defined as the ability of each sensor node to find a
path to reach the designated gateway/data sink. If there are no available
routes from a sensor node to the data sink, the data collected by that node
cannot be processed. Hence, keeping network connectivity is a key issue to
implement the deployed WSN-based systems. Further, as summarized in [3],
the network connectivity and coverage can be regarded as an evaluation met-
ric of Quality-of-Service (QoS) in the WSNs to determine that whether the
given FoI is under strict surveillance and whether the detected/gathered in-
formation can be forwarded and processed successfully. Therefore, how to
maintain network connectivity while maximizing coverage by using the min-
imum number of resource-constrained nodes is a critical problem.

As previously mentioned, the WSN is utilized to monitor an FoI and for-
ward the detected data to sink. We note that coverage without connectivity
is meaningless in the WSNs. So, we consider that the functionality of a
WSN system is fully kept if and only if the system keeps required connectiv-
ity while the FoI is fully covered. If the system keeps its connectivity while
losing coverage in certain areas, we consider the system has the partial func-
tionality, because the connected WSN can still forward the gathered data to
the data sink through the existing route, even though some of the sensing ar-
eas are not covered by the system. However, if the system cannot preserve its
connectivity, even though the FoI is fully covered, the WSN cannot forward
gathered data, and then loses its functionality. Consequently, we consider
that keeping connectivity of a WSN is fundamental to implement a WSN.

In this survey, we investigate the network connectivity and coverage prob-
lems. The rest of the survey is organized as follows: in Section 2, the notion
of coverage and connectivity will be firstly introduced. Section 3 discusses
various techniques that consider the connectivity problem in WSNs and other
related research areas. Further, several fault-tolerant/failure-resilient tech-
niques are described. Then, in Section 4, we summarise multiple techniques
that are designed for the joint connectivity and coverage problem under an
integrated framework. In Section 5, under different assumptions about the
communication range, we introduce the existing research efforts related to the
node deployment/area coverage strategics. Finally, in Section 6, we conclude
this survey and demonstrate open problems in this area.
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2. Preliminaries

The research efforts proposed for addressing the connectivity and coverage
issues in WSNs are based upon a lot of theories and assumptions. The basic
concepts of connectivity and coverage have an essential role for understanding
this issue. In this section, we describe the category of sensor nodes, sensing
models and communication models.

2.1. The classification of node

The sensor nodes are the basic units that compose a WSN and are pro-
duced in small size with the built-in sensing and wireless communication
models. Basically, the sensor nodes can be categorized based on their mo-
bility, i.e., the static node and the mobile node. Besides the aforementioned
basic functionalities, the mobile node has limited mobility that is constrained
by its battery’s limited energy. Due to the unstable nature of the wireless
communication and the limited battery capacity, the node/link failure cannot
be avoided. A WSN may be separated into multiple disconnected subgroups
or lose coverage for certain areas (i.e., coverage holes generated) in further-
ance of these node/link failures. In this situation, the mobility of the nodes
could be triggered to move to the uncovered area and fix the detected cover-
age hole in the system [6].

Besides the classification based on the node’s mobility, the sensor nodes
can be also categorized by their sensing techniques, e.g., the optical sensor
nodes [7] and the sensor nodes equipped with directional sensing antenna [8].
Moreover, since the data aggregated by a WSN have to be forwarded to the
processing center, some nodes, that are located closer to the data sink, not
only monitor their vicinities but also serve as relay/intermediate nodes for
other far located nodes.

2.2. Sensing model

Based on the observed physical phenomena and experimental results, two
common sensing models are widely used to theoretically analyze the perfor-
mance of a WSN. The first one is the binary disc model that is a kind of
Boolean model, in which the probability of detecting an event is one within
the sensor’s sensing range Rs, otherwise it is zero. This model can be math-
ematically represented as follows:

p(si, P ) =

{
1, d(si, P ) ≤ Rs

0, d(si, P ) > Rs

(1)
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where p(si, P ) is the probability that point P can be sensed by sensor si, and
d(si, P ) is the distance between P and sensor si.

However, the binary disc model is too simple to capture the complex and
realistic characteristics of the real world. In order to overcome this weakness,
by considering the measure of the uncertainty in the sensing detection, a
more realistic model, the probabilistic sensing model, is proposed and can be
calculated as follows:

p(si, P ) =





1, d(si, P ) ≤ Rs −Re

e−ωα
β
, Rs −Re < d(si, P ) ≤ Rs +Re

0, d(si, P ) > Rs +Re

(2)

where α = d(si, P ) − (Rs − Re). ω and β are parameters that affect the
probability of detection when a point is located in [Rs−Re, Rs+Re]. Re < Rs

is the parameter used to reflect the uncertainty of the sensing range [6].
Howbeit, all of them are too ideal to capture all the features of the real

world, since they all assume that the sensing area is a disc. We call them as
uniform sensing models. Yet, in reality, sensing range is affected by many fac-
tors, such as the obstacles and the weather conditions. The uniform sensing
models (USM)-based algorithms may not achieve the desired performance
because of the potential errors of coverage measurement caused by the en-
vironmental factors. Therefore, the irregular sensing range can be regarded
as a more realistic sensing model. In [9], by considering the irregular sens-
ing range caused by obstacles, the authors proposed an intersection point
method (IPM) to capture the characteristics of an irregular simple polygon
sensing area. Further, in [10], the authors proposed an irregular sensing range
detection model (RDM)-based on a revised α-shape algorithm.

2.3. Communication model

Similar to the sensing model, multiple communication models are also
proposed to mathematically model the complex characteristics of the wireless
communication channel. The simplest model is the protocol model in which
two nodes can communicate with each other iff they locate in each other’s
communication range Rc.

Further, in order to capture other disruptive physical characteristics of
the wireless channel (e.g., the multiple path fading, and the interference,
etc.) rather than only the diminishing effect of the transmission distance,
the authors in [11] modeled wireless channels incorporating these effects and
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called the model as the physical model. Let Pti denote the transmission
power of the node si in the node set X . Then, by considering the ambient
noise power level N0, the SINR of the received signal emitted by node si can
be calculated by

Pti(
d(si, sj)

)α

N0+
∑

k∈X ,k 6=i

Ptk(
d(sk, sj)

)α
≥ δmin (3)

where δmin is the minimum acceptable SINR that is necessary for node sj
to achieve successful receptions and decoding. The signal power decays with
distance r as 1

rα
. α is always assumed to be α > 2 [11].

Moreover, based on the graph theory, the graph-based model is proposed,
in which the nodes are considered as vertices in the graph, and the communi-
cation link between any pair of them is considered as an edge that connects
two vertices.

Similar to the sensing model, the communication range is also affected
by the deployed environment. For instance, in a power-constrained WSN,
the wireless communication links dramatically degrade when temperature
increases [12]. Hence, the heterogeneity of the communication range (i.e.,
radio irregular) should be considered to formulate a more realistic communi-
cation model. In [13, 14], the authors proposed a new type of carrier sensing
model to capture the features of the radio irregular.

Pri = Pti − L(i) + f(i) (4)

where Pri and Pti are the receiving power and the transmission power of the
signal, respectively. L(i) is the function denotes the path loss. f(i) is the
given channel fading function.

3. The connectivity in WSNs and related issues

As aforementioned, the connectivity is critical for WSNs. For the guaran-
teed and reliable data transmission, the consideration of the fully-connected
network is necessary. Meanwhile, the intensive node deployment scenario
is always adopted, and the node scheduling scheme is implemented to pe-
riodically switch the ON/OFF state of nodes in turn to reserve the limited
energy of each node. Hence, in [15, 16], it’s clear that the connectivity only
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requires that any active node (i.e., the node in ON state) has to have at
least one available path to communicate with the data sink, while coverage
requires all locations in the coverage region be within the sensing range of
at least one active node. Once the configuration of sensor nodes is accom-
plished, nodes organize a connected network to send detected data back to
the gateway/data sink. Therefore, one of the research directions is, how to
achieve/maintain the required system-wide connectivity, and a lot of related
research work has been proposed in recent years. Basically, these conditions
are derived based on the intensive deployment of nodes. Furthermore, in
order to analyze the connectivity issue of WSNs, the notion “k-connectivity”
needs to be considered, i.e., k-connectivity means that the network can keep
its connectivity by removing at most k-1 nodes from itself. Obviously, a net-
work with k-connectivity (k ≥ 2) has much better fault tolerance/resilience
than a network with only 1-connectivity. Since the nodes in a WSN may
fail randomly which are caused by battery depletion or wireless interference,
preserving the k-connectivity is critical for WSN and can improve the sur-
vivability of a WSN. Li et al. [17] provided a good survey on connectivity
and coverage in WSNs.

We can categorize the existing related work on the connectivity in WSNs
into: 1) Deriving critical conditions for the connectivity ; 2) Theoretical anal-
ysis of network component failures problem; 3) Fault tolerance and recovery
related work ; 4) Failure-resilient/fault-tolerant WSN design problem. In the
following parts of this section, we will present all these categories in detail.

3.1. Critical conditions for the connectivity

In this category, researchers tried to discover the critical conditions for
achieving desired connectivity in a certain area, i.e., node density λ, com-
munication range Rc, etc. We summarised some of related work in Ta-
ble 1. In this table, n denotes the number of deployed nodes and πR2

c =
(log n + c(n))/n [11]. Unit disk/square area denotes the size and the shape
of the deployment area. Un-reliable/reliable represents whether the deployed
nodes do have/do not have the node failure probability. All the listed ap-
proaches are derived based on the assumptions of 1) the fix communication
range and 2) the random node deployment strategy.

3.2. Theoretical Analysis of Network Component Failure Problem

Due to the unstable nature of the wireless communications, the network
component (e.g., node/link) failures in WSNs cannot be avoided. Their
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Connectivity Comm.
Assumptions Derived conditions

degree model

cr
it

ic
a
l

co
n

d
it

io
n

s
fo

r
R
c [11]

asymptotically
Phys.

Static, reliable ; iff c(n)→∞, system is
connected uniform distribution; asymptotically con.;

unit disk area; Critical condition: Rc =
√

logn
πn

[18]

1-connected

Prot.

Static, un-reliable; Critical condition to achieve
& 1-coverage uniform distribution; both cov. and con. is :

unit square area R2
cp(n) ∼ logn

n
, where p(n)

is the node activity probability

[19] Prot.

Static, reliable; As A→∞, conditions for cov.:

1-connected poisson distribution; full-cov.: Rc =
√

(1−ε) lnA
πλ

& 1-coverage Rc = Rs; un-cov.: Rc =
√

(1+ε) lnA
πλ

node density is λ; As A→∞, condition for con.:

square area (size=A) un-con.: Rc =
√

(1−ε) lnA
πλ

cr
it

ic
a
l

n
o
d

e
d

en
si

ty
λ
c

[20]
asymptotically

Phys.
static, reliable; Min. No. of neighbors: Θ(logn)

connected unit disk area asymptotically con.: 5.1774 logn
asymptotically dis-con.: 0.74 logn

[21] 1-connected Phys.
static, un-/reliable; λc = 2√

3(
Pt

N0dmin
)2/α

unifrom/poisson dist.; un-con.: qf < 0.1603

node failure prob. p qf =




e−( 3

√
3

2
λR2

c)(1−p) poisson

p
3
√

3
2
λR2

c uniform

[22] Prot.

static, reliable; Linear network: as length L→∞
1-connected linear network or con.: n = (1 + ε) L

Rc
log L

Rc
& 1-coverage an area with size A; un-con.: n = (1− ε) L

Rc
log L

Rc
For an area with size A: n =

(1 + ε) 2V+
√
A

V

√
A
Rc

ln
√
A
Rc
∼ A

V
lnA

Table 1: Summary of the related work on deriving the critical conditions for achieving
required connectivity and coverage degree.
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failures or misbehaviors can put additional burden on neighboring nodes
and may even cause them to fail if the resulting energy consumption exceeds
a given threshold. If this happens recursively, the cascading failure may
occur [23]. In this case, many research efforts are proposed to cope with this
issue in order to maintain the functionality of the WSN. We summarize these
research efforts in three main fields:

1. Research about the survivability of different network topologies : For
instance, the authors in [24] tested the resilience of the networks in the
topologies following Exponential (Erdös − Rényi model) and Power-
Law (scale-free model) distributions, which represent homogeneous and
inhomogeneous networks, respectively. The authors concluded that
both of the tested networks were separated into small unconnected
clusters due to an attack on only a few nodes in the system. The
scale free networks were more robust than the exponential networks in
the random failure case. Based on these conclusions, it is clear that
network topologies also need to be considered as an essential factor
when we design an applicable WSN.

2. Mathematical modeling of cascading failures in different types of prac-
tical networks, such as power grids, transport networks and WSNs :
In [25], the authors designed a mathematical model for the cascading
failure in the complex network which was based on local load distribu-
tions; this model can be easily adopted in WSNs. As an improvement,
in [26], the authors designed a “probabilistic” region failure model to
evaluate the reliability of a given wireless network.

3. Research about cascading failures in interdependent networks : In [23],
the authors showed that cascading failures often happened in a mixed
power grid and wireless networks, i.e., the power grid supplies power to
the WSN system and the WSN transmits the essential monitored data
and the control messages for the power grid. Accordingly, the wire-
less node failures can be triggered by the loss of power stations and in
turn the control messages cannot be transmitted. Consequently, more
power stations connected to the grid may lose functionality. Based
on the presented simulation results, the authors concluded that even
a small percentage of nodes in the system losing their function could
cause a whole network failure. Since these results are obtained from
some general types of networks, WSN-based networks are also expected
to have the same behavior. In [27], the authors analysed the human ini-
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tiated cascading failures in the inter-dependent societal infrastructures
(i.e. transport network and communication network), which again led
to similar results.

3.3. Failure Recovery Approaches

There are three main classes of approaches focusing on the network com-
ponent failure recovery, namely protection schemes, restoration schemes, and
hybrid ones. Protection schemes reserve backup resources in advance and can
be classified into two categories: proactive protection and reactive protection.
On the contrary, restoration schemes are triggered only after a failure is de-
tected and then they start to discover the available resources. The hybrid
schemes resort to restoration when the protection fails. Here, we discuss both
the protection scheme and the restoration scheme in detail.

3.3.1. The protection scheme

In the protection scheme, between any given source and destination pair,
two (or more) link-disjoint paths are selected. The source node transmits
the data through all of the selected paths. If there is a link on one of these
paths facing the link failure, the destination can still receive the data from
the other redundant paths. Currently, most of proposed protection schemes
are designed to be 1+1 (i.e., one primary path plus one redundant path) pro-
tection schemes. Further, the protection schemes can be classified into two
categories: the proactive protection and the reactive protection. The main dif-
ference between these two classifications is that, in the proactive protection,
the data are transmitted to the destination through all the selected paths at
the same time. Hence, this activity needs at least as twice as many resources,
which is hard to realize. In reactive protection, there are a primary path and
a backup path. The backup path is not used until a failure occurs.

The proactive protection: For example, in [28], the authors proposed
a multi-path transport protocol based on a carefully designed network coding
scheme that encoded a set of enhancements to TCP data. However, many
of the existing coding schemes are designed to face the maximum number
of failures. In this case, if the failure process had high standard error (i.e.,
the difference between the average number of failures and the maximum
number is large), the system transmission capacity would be wasted and
the throughput would be degraded. In order to overcome this limitation,
the authors in [29] proposed a coding scheme to face the average number of
failures.
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Figure 1: Illustration of the Rapid and Reliable Routing Mesh Protocol

The reactive protection: Many routing protocols claim that they can
recover the node (link) failures (or disconnections) without introducing high
overhead. Existing routing approaches can be roughly classified into two
categories: topology-based and position-based.

Topology-based protocols do not assume that each node can determine its
position. Without requiring the nodes’ location information, the topology-
based protocols adopt the global flooding technique to distribute either topol-
ogy information (e.g., DSDV [30]) or queries (e.g., AODV [31], DSR [32], etc).
In order to reduce the delay and enhance the reliability, Javadi et al. [33] pro-
posed a multi-path routing protocol that utilized the mesh connectivity of
a wireless network by which one primary path and multiple mini-path are
selected between a source and a destination. As shown in Fig. 1, the primary
path (solid line) is used to connect the source and destination. Whilst the
secondary paths (dash line) are selected by connecting pairs of intermediate
nodes on the primary path. Multiple copies of data are transmitted through
mini-paths and primary path simultaneously. The redundant copies are used
to cope with the potential link failure and failures of the intermediate nodes
that are located on the primary path. The excessive congestion on the net-
work that may be caused by the redundant data transmission can also be
avoided by routing them along these mini-paths. Since the Topology-based
protocols have to adopt the global flooding to distribute either topology in-
formation or queries, it suffers from limited scalability.

By assuming that each node can determine its location, position-based
protocols achieve better efficiency and scalability than topology-based ones [34].
Based on the different number of location servers that are adopted to store
each node’s location, different position-based protocols are addressed. The
Grid Location Service (GLS) is presented in [35], where a small number of
nodes are required to store each node’s location information. In GLS, each
node only needs to update its location information at a limited number of
nodes without flooding the whole network. In turn, the location inquiries are
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limited to a reasonable overhead. Consequently, the authors show that the
GLS achieves a good balance between the reliability and the working load.
The authors also show that in a small network, GLS tolerates intermittent
node disconnections well. However, as shown in [36], in large networks, GLS’s
fault-tolerance greatly degrades. Li et al. [37] propose a reactive protection
scheme to achieve the desired robustness of the wireless network. Both pri-
mary paths and disjoint backup paths are discovered by the proposed scheme
discovers. Whilst, the partial bandwidth for backup paths are reserved. In
order to take advantage of network coding, the path overlapping allocation
of backup paths is considered for different receivers. Moreover, the robust
multi-path rate-control and bandwidth reservation problem for scalable video
multi-cast streaming is taken into account when possible link failures of the
primary paths exist. In [38], authors proposed a fault-tolerant technology to
support emergency information transmission in WSNs by selecting alterna-
tive path after detecting a fault.

The aforementioned protection schemes exploited the multi-path property
of the WSNs and increased the robustness of the WSNs to the unexpected
transmission failures based on the link/node failure. But, this kind of schemes
is achieved by using more transmission resources (wireless channels) and
more frequent channel switching. Due to the limited number of the wireless
channels and ineluctable channel switching delay, this kind of schemes is
difficult to be adopted in a practical WSN.

3.3.2. The restoration approach

Restoration approaches are more capacity-efficient (resource-efficient) than
protection schemes. Because the restoration scheme does not need to reserve
the transmission resources for the working data flows. The restoration ap-
proach is triggered by the detected failure, and it switches data flows from
the failed path to a backup path dynamically. Many data flows can share
the links which will be used in a backup route.

The authors in [39] present a restoration scheme to keep the network
connectivity, in which local and global restorations are used. The objective
of this scheme is to minimize the ripple effect of the system component fail-
ure, which means the scheme limits the recovery area locally for the failure.
Further, Jiang and Xue in [40] proposed a joint routing, channel assignment
and scheduling algorithm to face the jamming happens in the wireless net-
works. The authors used a greedy scheduling algorithm to schedule both
jamming traffic and regular traffic. Also, they adopted both global and local
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restoration to achieve desired tradeoff between the restoration latency and
the network throughput after restoration. In order to quantitatively evalu-
ate the impact of jamming attacks during and after restoration, the authors
also defined two performance degradation indices, the transient disruption
index and the throughput degradation index. This work can be easily ex-
tended to WSN. Another link recovery scheme can be found in [41]. This
work describes an autonomous network reconfiguration system (ARS) that
enables a multi-radio wireless networks to autonomously recover from local
link failures while preserving their performance. Then, based on the gener-
ated configuration changes, the system cooperatively reconfigured network
settings among local nodes. Similar work can be found in [42, 43].

However, since the restoration introduces delay in the recovery process,
the capacity-efficiency and the recovery speed must be balanced. Existing
restoration algorithms can be categorized as dynamic or pre-planned. In
dynamic ones, the backup path is recomputed by using the message flooding.
Even though they can have quick responses to face frequent failures, this kind
of algorithms introduces high cost of resource usage and a larger delay. On
the other hand, the pre-planned algorithms can recover from the failure more
quickly but are not so robust to various failures.

3.4. Failure-resilient/Fault-tolerant WSNs Design Problem

In the recent years, several studies have been dedicated to the design
of failure-resilient networks. For example, in [44], the authors designed a
model to measure the cascading failure based on the given component failure
probability in a network, such as WSNs. In this proposed model, the traffic
load on the faulty node is redistributed to its neighbours. This activity
increases the traffic load of its neighbors and the new total traffic load may
exceed the given threshold value and cause a new node failure. When this
process keeps going, the cascading failure happens. As an improvement,
in [26], the authors designed a “probabilistic” region failure model to capture
the key features of a region failure and applied it for the reliable assessment
of wireless networks.

Further, based on the failure probability, multiple algorithms are designed
to improve the robustness of the network. For example, there is a number
of existing work that aims at improving the robustness and survivability of
WSN systems by designing a new routing and channel assignment algorithms.
The authors in [45] designed a graph-based routing approach to construct
reliable routing graphs which satisfied the given reliability requirements. In
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this scheme, the intermediate devices on the path can be pre-configured with
multiple neighbors to help transmitting packets without using a fixed path
starting from a given source. Another robust routing algorithm is designed
by Xiang in [46]. In this work, a deadlock-free routing scheme for meshes is
proposed based on a new virtual network partitioning scheme, called channel
overlapping. This algorithm is designed for an n-dimensional virtual net-
work, but WSNs can adopt it by reducing the dimensions to two or three.
Similar design can be found in [47]. In [48], the authors proposed a scheme
to achieve the desired robustness and load balance of wireless networks by
channel assignment and router selection. But this scheme is again purely
centralized and thus lacks scalability and agility. In [49], authors designed a
new sensing technique to improve the accuracy of the wireless channel con-
dition measurement. Based on this technique, the wireless sensor networks
could make a more accurate decision for the routing and channel assignment.
So, the reliability of the system could be improved. Other related work can
be found in [50].

Also, some approaches have been proposed to improve the system reliabil-
ity by carefully designing the connectivity or topology of wireless networks.
Paper [51] addresses the problem of fault tolerant deployment of wireless
ad-hoc networks. Based on the pre-assumed transmission range, the authors
propose a scheme to calculate the probability that a given network is k-
connected. Based on the intensive deployment, in [52] the redundant sensor
nodes are used to cope with the random working nodes failure. Following
the similar idea of deploying redundant nodes, a distributed algorithm is
proposed in [53]. By deploying a calculated necessary number of extra nodes
in the given network, the objective of fault-tolerant topology control can be
achieved. However, due to the limited space and cost constraint, adding re-
dundant nodes to a deployed WSN may not always be an acceptable solution.
Another fault-tolerant topology control algorithm is presented by Li and Hou
in [54], in which a spanning subgraph is computed by each node. If a pair
of vertices is not k-connected, an extra edge will be added between these
two vertices. The authors further prove that the resulting global network is
k-connected. In [55], by considering the mobility of nodes, the author shows
the mobility resilient topology control protocols. The author classifies the
topology control protocols into two types. 1) In this case, the topology is
built and maintained by each node based on its own knowledge about its
neighbors. According to its own requirements, each node adjusts its trans-
mission power level locally. The algorithm presented in [54] belongs to this
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category. 2) Unlike nodes in the first type of protocols that need to maintain
a topology, in the second type, based on some given criteria, the nodes only
maintain a number of neighbors located in their vicinities, e.g., [56]. The first
type of protocols is more complicated than the second type, since the recon-
figuration procedure is triggered every time when any link/node misses from
the original topology graph, otherwise the topology may be disconnected.
Due to the movements of the nodes, the requirements of maintaining the
topology (i.e., Minimum Spanning Tree) trigger the algorithms much more
frequently than that in the static networks. In the contrast, the second type
of algorithms (i.e, [56]) only needs to maintain a required number of neigh-
bors in a specific area, which is much easier than the first type algorithms.
Consequently, even the algorithm in [54] is very efficient for static network, it
does not suit the mobile scenario. For static wireless network, a distributed
algorithm is addressed in [57] to preserve the k-connectivity of the network
while minimizing the possible power consumption. By collecting location and
maximum power information from all nodes located in a node’s surrounding
area, the node adjusts its transmission power levels for these nodes to ensure
that it can reach all these nodes through k optimal vertex-disjoint paths.
Some more work can be found in [58, 50].

4. Integrated connectivity and coverage

In the previous section, we mainly focus on the connectivity and related
survivability issues of WSNs. It is the foundation that we deploy WSNs to
achieve its main objective that is to monitor the FoI or detect the desired
data. While, the coverage determines whether the FoI is under strict surveil-
lance or not. So, in this section, we will summarize the related work on
integrated connectivity and coverage problem in WSN, i.e., 1) effects of the
ratio Rc/Rs, and 2) research efforts on preserving connectivity and coverage.

4.1. Effects of the ratio Rc/Rs and related research efforts

Finding the relationship between the sensing range Rs and communica-
tion range Rc is the foundation for designing the node deployment strategy.
As shown in Fig. 2, if Rc < Rs, even though the system is fully covered by
the minimum number of sensor nodes, the system loses connectivity.

In [16], the authors for the first time proved the sufficient condition for 1-
coverage implying 1-connectivity was Rc ≥ 2Rs. Based on this result, when
we design a WSN system, we can focus on the node deployment strategy
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Figure 2: Illustration of the relation of Rc and Rs

and eliminate the connectivity problem by assuming Rc ≥ 2Rs. Whilst,
the authors in [59] individually derive the same result. Further in [60], the
authors provide three conditions to achieve k-coverage and k-connectivity
as follows: 1) Given a connected network graph while assuming that Rc ≥
2Rs, if the coverage is completely preserved after the node scheduling, the
connectivity of the resultant network is still preserved. 2) Given a connected
network graph and Rc < 2Rs, if the coverage is completely preserved after
the node scheduling, there still exists a probability that the resultant network
loses its connectivity. 3) Given a k-connected network graph and Rc ≥ 2Rs,
if the k-coverage is completely preserved after the node scheduling, the k-
connectivity of the resultant network is definitely preserved. This research
study is important for applications that require a higher degree of coverage
and connectivity. Many existing surveys discussed the existing approaches
proposed for coping with the integrated coverage and connectivity problem
in WSNs based on this research work, such as [17, 61].

However, the Rc ≥ 2Rs condition cannot always be guaranteed in the
real world. Therefore, many other research approaches had been proposed
to address the node deployment pattern design based on the different ratios
of Rc

Rs
. We summarized some of the related work in Table 2. Generally, the

related work can be categorized by the number of dimensions (i.e., 2D or 3D),
and the types of deployment patterns (i.e., regular geometrical tessellation
or lattice). In the following, we will present the summarised related work in
detail.

Based on the assumption of different value of Rc/Rs, many research efforts
focus on designing the node deployment strategies to minimize the number
of deployed nodes while achieving the desired performance. As shown in
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Figure 3: Illustration the different node deployment methods

Fig. 3, authors in [62] designed different sensor deployment methods in 2D
area based on the assumption of Rc ≤

√
3Rs and Rc >

√
3Rs. Moreover, in

the lattice WSNs, following the given deployment pattern, the sensor nodes
are deployed to the desired locations in a deterministic manner. In order to
achieve both full sensing coverage and full connectivity in a WSN, in [63], the
authors conclude that: the triangular pattern, square pattern and hexagonal
pattern could be the optimal with condition Rs/Rc ≤ 0.6580, 0.6580 <
Rs/Rc ≤ 0.8772 and Rs/Rc > 0.8772, respectively.

A =





min(2R2
s, R

2
c), square

min(3
√

3
2
R2
s,
√

3
2
R2
c), triangular

min(3
√

3
4
R2
s,

3
√

3
4
R2
c), hexagonal

(5)

where A is the size of each pattern. The Fig. 4 depicts the example of these
three patterns. Further, in [64], the authors adopted these three patterns to
achieve k-coverage in m-connected WSNs.

In 3D space, based on the Kelvin’s conjecture, the Kepler’s conjecture and
the Voronoi tessellation, in [67], Alam and Haas prove that the truncated
octahedral cell is the best deployment pattern that can achieve the best
coverage and connectivity among multiple patterns (i.e., cube, hexagonal
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(a) square pattern (b) triangular pattern (c) hexagonal pattern

Figure 4: Illustration of the square, the triangular, and the hexagonal pattern

prism, and rhombic dodecahedron), if Rc/Rs ≥ 1.7889. While, if 1.4142 <
Rc/Rs < 1.7889, the hexagonal prism and the rhombic dodecahedron are the
best patterns.

Further, Zhang et al. [68] designed a set of node deployment patterns
to achieve k-connectivity (1 ≤ k ≤ 4) and full-coverage, and proved their
optimality under different ratios of Rc/Rs, among regular lattice deployment
patterns. The results can be summarized as follows:

1) In 3D space, as shown in Fig. 5, the optimal pattern for achieving 1-
or 2-connectivity and full coverage is given by

Opt1,2 =





Λ2−1 if Rc
Rs
< 4

3

Λ2−2 if 4
3
≤ Rc

Rs
< 12/

√
9 + 32

√
3

Λ2−3 if 12/
√

9 + 32
√

3 ≤ Rc
Rs
< 2
√

3/
√

5

Λ2−4 if Rc
Rs
≥ 2
√

3/
√

5

(6)

2) As shown in Fig. 6, the optimal pattern among regular lattice patterns
for achieving 3- or 4-connectivity and full coverage in 3D space is given by

Opt3,4 =





Λ4−1 if Rc
Rs
< 4

3

Λ4−2 if 4
3
≤ Rc

Rs
< 2 3
√

2/
√

3

Λ4−3 if 2 3
√

2/
√

3 ≤ Rc
Rs
< 2
√

3/
√

5

Λ4−4 if Rc
Rs
≥ 2
√

3/
√

5

(7)

4.2. Research efforts on preserving connectivity and coverage

As aforementioned, one of the primary objectives of WSNs is to provide
full coverage of a given FoI as long as possible. Many tasks (i.e., targets
tracking or boundary surveillance) require full coverage of FoI at any time.
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Figure 5: Lattice patterns that achieves 1
or 2-connectivity and full coverage [68].

Figure 6: Lattice patterns that achieves 3 or
4-connectivity and full coverage [68].

In this case, how to guarantee/preserve the connectivity of a WSN while
achieving full coverage is critically important. Many approaches are proposed
to address this integrated issue.

In order to determine the degree of the coverage and connectivity, some
researchers tried to derive discriminants for locally determining coverage-
connectivity. For example, in [69], by assuming Rc ≥ 2Rs, Huang et al.
derived a distributed method for the self-testing of coverage-connectivity: In
the 2D plane, if there is no nodes located in the same location, then the whole
area is k-covered iff each sensor in the network is k-perimeter-covered ([70]).
Further, depending on this criterion, the k-coverage and k-connectivity prob-
lem is determined by: the deployed sensor network is k-coverage and k-
connected if any sensor in the system is k-direct-neighbor (i.e., the sensor
can communicate with its neighbors directly) perimeter-covered. Then, a
sensor-sleeping scheduling protocol, that combines with a transmission power
control protocol to reduce energy consumption, is proposed. In [71], the au-
thors developed a maximum connected load-balancing cover tree (MCLCT)
algorithm to achieve full coverage as well as base station-connectivity of each
sensing node by dynamically forming load-balanced routing cover trees. A
recent work, that shares the similar idea, can be found in [72].

Within an intensive network, Liu et al. [73] proposed a distributed node
scheduling scheme without using location information. Accordingly, based on
the theoretical analysis of the detection probability, each node in the system
randomly chose a subset to join and each subset could keep required net-
work coverage intensity t of the sensing area. Then, based on the minimum-
hop-count routing scheme and broadcasted control information, the authors
adopted random scheduling for sensing coverage and then turned on extra
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sensor nodes to keep network connectivity if necessary.
Moreover, many studies have exploited the mobility of sensors to improve

the quality of coverage and connectivity. Authors in [74] presented a relative
neighborhood graph (RNG)-based connectivity preservation scheme. By as-
suming that the initial system is connected, the mobile sensor nodes move in
the calculated direction and distance (limited by the communication range of
the sensor) to approach the required system coverage. During the movement,
the connectivity between each pair of connected nodes is preserved. Simulta-
neously, longer communication links are replaced by the multiple shorter links
(by adding intermediate relaying nodes) to balance the transmission energy
consumption of the system. As an improvement, the authors in [75] adopted
the similar idea to deploy the mobile sensor while avoiding the obstacles in
the FoI.

In [76], Le et al. designed an environment-learning-based phenomenon
monitoring system in which the sensor nodes could move to the optimal po-
sitions which was selected based on the information iteratively learned about
the environment. Because nodes’ movements consume a large portion of
the constrained energy in sensors which will further shorten the lifetime of
the WSN. Consequently, the question, “how to minimize the movements of
mobile nodes while achieving desired coverage and connectivity in WSNs”,
needs to be solved. In [77], authors for the first time addressed the chal-
lenges of this problem. The authors defined this problem as a mobile sensor
deployment (MSD) problem and coped with it by solving two sub-problems,
i.e., the Target COVerage (TCOV) problem and the Network CONnectivity
(NCON) problem.

Further, in [78], the authors analyzed the coverage and the network con-
nectivity in 3D space. Based on the Reuleaux tetrahedron, the authors also
defined the network connectivity κ(G) of a given Graph G and showed that

12.024α3k ≤ κ(G) ≤ RcV 2/3k
0.422r30

, where α = Rc/Rs and k ≥ 4. However, the

authors blurred the geodesic distance and the Euclidean distance. Especially,
Rs and Rc were measured in Euclidean distance. Also, the calculation for
the boundary condition was done under the ideal assumption for the node
failure, and the authors did not consider the randomness of the node failure.

5. The coverage in WSNs

As aforementioned, the WSN is utilized to monitor an FoI. Achieving a
desired coverage for the FoI is the sufficient condition to achieve this objec-
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tive. According to [79, 80], the coverage is defined as whether any point in
the FoI is covered by a certain number of sensor nodes. Moreover, coverage
problem has attracted a great deal of research attention and many approaches
have been proposed, e.g., the node deployment strategies for coping with cov-
erage, and the node scheduling schemes for extending the lifetime of WSN
while preserving coverage, etc. In the following parts of this section, we will
firstly categorize the coverage problems and then survey the research efforts
proposed to cope with them.

5.1. Classification of Coverage

Firstly, we demonstrate the classification of the coverage deployment
strategies. According to the existing research efforts, there are three main
criteria that are used to classify the coverage problem, i.e., the coverage ob-
jective, the knowledge of location information, and the mobility of nodes.
The detailed classification will be listed as follows.

5.1.1. According to the coverage objectives

In order to efficiently deploy a WSN, we need to know the objectives,
which need to be detected/monitored, before the deployment of a WSN.
Accordingly, based on the different objectives, the coverage problems can be
categorized into three types as follows:

• Full/blanket coverage: The full/blanket coverage is defined as that the
whole area of a FoI needs to be under strict surveillance which means
any point in FoI should be sensed by n sensor nodes (n ≥ 1). Subject
to the cost constraint, the minimized number of sensor nodes should
be deployed.

• Targets coverage: Unlike the full coverage that requires the whole FoI
under monitoring, targets coverage only requires to monitor some spe-
cific targets or points in a given area. In order to ensure the efficient
coverage, targets coverage always adopts a deterministic manner to
deploy sensor nodes.

• Path/barrier coverage: We can consider the path coverage as a specific
case of targets coverage with which all the target points are located on
a path. The objective of path coverage is to detect the potential in-
truders. For instance, the boundary surveillance is a task that requires
path coverage.
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5.1.2. According to the deployment type

The knowledge of location information is another important criterion to
classify the coverage problems.

• Deterministic Deployment : In this case, the sensor nodes are deployed
in a deterministic manner. The location for each sensor node is pre-
determined by the given node deployment strategy. Coverage in art
gallery problem [81] can be considered as the deterministic coverage,
since the positions of all the guards are predetermined. Normally, this
kind of problem is solved by the computational geometry.

• Random Deployment : since the WSNs are always deployed in the re-
mote area and the environment can be very hazardous to the human
safety, e.g., the battlefield, volcanos, etc. The manual/deterministic
deployment strategies of WSNs may not be adopted [3]. Consequently,
the random coverage is introduced. In this type of coverage, the sensor
nodes are randomly deployed in a FoI (i.e., paradropped by airplane)
without any predefined information about nodes’ locations and net-
work topology. In the 2D plane, the probability theory and geometric
method are commonly adopted to analyse and solve the random de-
ployment [79].

5.1.3. According to the mobility of nodes in WSNs

As aforementioned, there are two types of nodes in WSNs, i.e., static
nodes and mobile nodes. Based on the mobility of the nodes in WSNs, the
existing approaches can be classified into two main categories: static coverage
and dynamic coverage. In order to ensure the required coverage, the dense
deployment is usually adopted if the sensor nodes are stationary [73]. While,
by considering the mobility of nodes, the mobile nodes are used to recover
the coverage hole in FoI or move to optimal location by which the network
coverage and efficiency can be improved.

There are many surveys that have been proposed for the coverage prob-
lem. In the rest of this section, we survey the existing research efforts on
the coverage/node deployment problem based on the number of dimensions
of the WSN deployed environment, i.e., coverage in 2D and 3D, respectively.
In each part, we classify the published approaches based on the techniques
adopted by themselves.
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5.2. Coverage in 2D

In this section, we do surveys for the research approaches proposed for 2D
coverage. As aforementioned, coverage is normally considered as the evalua-
tion metric of the QoS in WSNs. Naturally, a question, how to measure the
coverage performance in WSN, is raised. To answer this question, the notion
k-coverage is introduced. It measures the degree of coverage by determining
that whether any given point in the FoI is covered by at least k (k ≥ 1)
sensor nodes. In order to determine the coverage level of the system, the
simplest logic is to determine the coverage degree for each sub-domain (i.e.,
separated by the coverage disks of different sensors) one by one. However, the
computational complexity of this direct method can be O(n2) in the worst
case, where n represents the number of sensor nodes.

�

�

�

2 0

� �

�

Figure 7: Illustration the determination process of the perimeter coverage

In order to reduce the computation complexity of the k-coverage prob-
lem, by assuming Rc ≥ 2Rs, the authors in [70] present a notion called
perimeter-covered, by which the k-coverage for the FoI is determined by
checking whether each sensor is k-perimeter-covered or not. By this way,
each sensor node can determine the k-perimeter-covered locally with the
computational complexity O(d log d), where d is the maximum number of
neighbours of a sensor and d � n. Consequently, the total computational
complexity of determining k-coverage for a FoI can be reduced to O(nd log d).
As shown in Fig. 7, an example of how to determine the perimeter-coverage
of a sensor’s perimeter is presented. Based on the assumption of the unit
disk sensing range, the authors randomly deploy an intensive WSN to cover

24



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

the FoI where no sensors are located in the same position. For each sensor
node, by communicating with its own connected neighbours, it can compute
the covered radian of its sensing perimeter and label the arches in [0, 2π]
segments. Then, based on the labeled results, the perimeter-coverage of each
node can be determined. Moreover, the authors prove that as long as the
perimeters of sensors are sufficiently covered, the whole area is sufficiently
covered. Similar work can be found in [71].

In [82], by considering the user-defined objectives (i.e., k-coverage, re-
quired event’s detection probability, etc.), Fei et al. present a dynamical
sensor selection scheme based on a so-called Partially Observable Markov
Decision Process (POMDP). In POMDP, k sensors are selected in each time
interval to preserve the required area coverage. The system performance can
be adjusted by changing the reward function of POMDP as well as the param-
eters of the coverage model to facing different users’ requirements. Moreover,
in [83], the authors provided the optimal k-coverage deployment patterns for
4 ≤ k ≤ 9.

Besides the related work mentioned above, many of research approaches
are derived based on the computational geometry. In the following part of
this section, we do survey the existing approaches based on the computation
geometry in 2D plane.

5.2.1. Computational Geometry

One of the most famous 2D coverage problems is the Art Gallery prob-
lem [84]. The objective of this problem is to ensure that for any point in the
room can be monitored by at least one camera/guard. Usually, this problem
is solved by the computational geometry theory. Since the objective of the
Art Gallery problem is same with the coverage problem, the solutions of Art
Gallery problem can be adopted to solve the 2D coverage problem. While,
in [85], the authors address that the solutions for the Art Gallery problem are
only efficient in the 2D plane. In 3D space, it is NP-hard problem. The au-
thors in [85] presented a discussion on computational geometry, i.e., Voronoi
Diagram and Delaunay Triangulation.

Voronoi diagram : The Voronoi diagram is one of the most important
models that are used by the node deployment approaches which are designed
based on the computational geometry theory. In WSNs, a Voronoi cell is
defined as a convex polygon in the FoI that is covered by a sensor and formed
by all the points in the FoI that consider the sensor is the closest one in the
system, which is shown in Fig. 8(a).
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(a) Illustration of Voronoi diagram
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(b) Illustration of Delaunay triangulation

Figure 8: The Voronoi Diagram and the Delaunay triangulation of a set of two-dimensional
points. The Delaunay triangulation is represented by blue lines

Many research efforts adopt the Voronoi diagram model to cope with two
types of coverage problems: 1) For a given FoI and a set of nodes, how to
design a time efficient scheme to determine whether the system can achieve
a predetermined coverage degree (i.e., k ≥ 1) or not. 2) In a given FoI, by
giving a set of nodes, what’s the maximum coverage degree k that could be
achieved. For instance, the authors in [86] solve both questions. The au-
thors firstly present an algorithm to reduce the computational complexity
of the k-coverage determination process to O(n log n+ nk2), which is better
than O(nd log d) proposed by [70]. Moreover, the authors propose another
algorithm to determine the maximum coverage level that can achieve O(n3)
and O(n4) running time in 2D and 3D case, respectively. Similar to [70],
since the proposed approaches are centralized, their scalability is limited. It
may not be able to be implemented in a large WSN. As an improvement,
based on the distributed/localized Voronoi diagram construction algorithm,
the authors in [87] introduce a region coverage algorithm and a fully spon-
sored coverage algorithm without requiring the global locations information.
Based on the directional antenna technique, each node determines whether
its Voronoi cell is fully covered or not by locating all its one-hop neighbors.
Further, based on the coverage state, the fully sponsored redundant sensors
can switch to off-duty state to save energy.

Besides the stationary WSN, some research work also tries to exploit the
mobility of the sensor node. In [88], the authors adopt the Voronoi diagram to
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detect the coverage holes in the system and further present three mobile node
deployment schemes, i.e., the VEC (VECtor-based) protocol, the VORonoi-
based Algorithm (VOR), and the Minimax algorithm. More clearly, based
on the so called virtual force (i.e., calculated based on the average distance
between each pair of nodes in a WSN), if the Voronoi cell of one of a pair
of closely located nodes is not fully covered, the corresponding node will be
pushed to move farther from the other node. The movement distance varies
in these three algorithms. In VEC, the distance is given by [davg−d(si, sj)]/2,
where davg is the pre-computed average distance between two nodes. Unlike
VEC by which the nodes are moved by a computed distance, in order to
cover the maximum hole area, the greedy VOR moves the node to its farthest
Voronoi vertex, if a coverage hole is detected in its cell. However, this kind
of movements may generate new coverage hole. Consequently, the Minimax
is proposed to achieve balance between VOR and VEC.

In the above work, the authors consider the random network with a pre-
determined number of nodes. However, in reality, most of random networks
are intensively deployed. There are redundant sensor nodes deployed in the
system. As aforementioned, due to the constrained energy in WSN, the re-
dundant nodes should be recognized and switched to inactive. Accordingly,
Cǎrbunar et al. [89] investigate the problem of detecting and eliminating
redundancy in a sensor network with a view to improving energy efficiency,
while preserving the network’s coverage. Instead of using the original Voronoi
diagram, the proposed work adopted the so called Multiplicative Weighted
Voronoi Diagram (MWVD) in which the Euclidean distance is replaced by
an assigned weight. The authors use the MWVD to detect the coverage hole
and further examine the effects of switching the redundant nodes inactive.
The simulations demonstrate that the promising results can be achieved by
the proposed work. Another redundant nodes scheduling scheme designed
based on the Voronoi diagram is presented by Boukerche and Fei in [87].

So far, we can see that the Voronoi diagram can be adopted to solve
the mobile node deployment and the energy efficient system design prob-
lem, separately. Furthermore, some approaches are proposed to investigate
the integrated problem. Since the node’s lifetime is constrained by the lim-
ited battery energy, the movements of the node can dramatically reduce the
node’s lifetime by consuming a large amount of energy. As a result, the
aforementioned work, that assumes a WSN consisting of mobile nodes, may
not be able to be adopted in a practical system. Hence, the WSN consist-
ing of both static and mobile nodes is a more practical option. Accordingly,
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based on the Voronoi diagram, a bidding protocol is proposed in [90]. The
basic idea is that the static nodes detect the coverage hole and calculate a
bidding price based on the size of the hole. Accordingly, based on the bid-
ding price calculated by static nodes (i.e., measure of the coverage hole size),
the mobile nodes move to the optimal location through multiple movements.
However, the multiple movements may consume a large amount of energy.
Hence, in order to overcome this limitation, in [90] the same authors im-
proved their bidding protocol by designing a so called proxy-based bidding
protocol, by which the mobile nodes only take virtual movements during the
bidding process and move to the final destination after the bidding process-
ing accomplished. By this way, as shown in the presented simulation results,
the movement distance can be reduced by up to fifty percent while achieving
the same coverage.

Delaunay Triangulation : The Delaunay triangulation is another well-
known diagram that is widely adopted in many research efforts. In computa-
tional geometry, the Delaunay triangulation maximizes the minimum angle
of all the angles of the triangles in the triangulation and is formally defined
as [91]: For a set P of points in a plane, a triangulation DT (P ) such that no
point in P is inside the circumcircle of any triangle in DT (P ). The Delau-
nay triangulation can be easily drawn from a Voronoi diagram by connecting
two nodes that the edge between them is perpendicular to the corresponding
Voronoi cells’ boundaries. As addressed in [87], most of the existing dis-
tributed algorithms cannot efficiently construct either the Voronoi diagram
or the Delaunay triangulation. For example, Li et al. in [92] presented a dis-
tributed best coverage algorithm based on the Delaunay Triangulation with
running time O(nlogn), which has the same complexity of the centralized
algorithm proposed in [93].

Besides the area coverage problem, the computational geometry can be
also adopted to solve the barrier/path coverage problem. Recall the definition
of the barrier/path coverage, we know that it can be considered as a specific
case of target coverage. Ideally, the deterministic manner could be the opti-
mal option for the deployment of WSN to coverage a path/barrier. However,
in reality, due to the complexity of the real geographical surface, most of
the WSNs are randomly deployed. As a result, the desired path coverage
may not be ensured. Consequently, in a random WSN system with a given
node density, finding the best- and worst-coverage path is ultimately useful
in the network design stage to determine that whether a desired path cover-
age can be achieved or not. The authors in [94] define the maximal breach
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path and the maximal support path to model the worst- and best-coverage
path, respectively. Depending on the definition of the Voronoi diagram and
Delaunay triangulation, we know that the boundaries of Voronoi cells are
the sets that contain all the nodes that locate farthest away from the sen-
sor nodes. While, in contrast, the edges of Delaunay triangles are the set
that contains all the nodes that locate closest to the sensors. Accordingly,
a heuristic is proposed by the authors. The maximal breach path is built
by connecting the boundaries of the corresponding Voronoi diagram. On the
other hand, the maximal support path is formed by the edges of the given
Delaunay triangles.

5.2.2. Other topics in 2D coverage

Virtual-force-based coverage : By considering the mobility of the sen-
sor node, in order to cope with the integrated random coverage and node
movement problem, the notion of virtual force algorithm (VFA) is proposed
to improve the coverage of a random network with an initial deployment. The
VFA algorithm is developed based on the idea of the potential field introduced
in [95]. In [96, 97], the authors investigate a virtual-force-based coverage in
a heterogeneous random network. In the proposed work, the nodes in the
system can compose different clusters and the VFA is implemented in the
cluster headers. Similar to the VOR [88], if any two nodes are located too
close to each other, the VFA computes a corresponding virtual force that
pushes these two nodes to the optimal positions. The authors demonstrate
that the coverage of the original network can be improved. However, the
proposed algorithm highly relies on the sub-global location information that
is stored in cluster heads. As a result, the performance of this approach in
the homogeneous network is doubtful, since the nodes in homogeneous net-
work may not have the global information. In [98], both VFA and triangle
deployment pattern are adopted to adjust each sensor’s position and sensing
range to maximize the coverage degree of the deployed WSN.

Clustering algorithms: As aforementioned, the dense deployment of
WSNs is widely used in practice. In this case, switching each redundant node
to inactive individually is a potential solution for the energy conservation,
e.g., the node scheduling schemes we mentioned above. Another alternative
solution is to separate the whole system into multiple clusters/sub-groups,
and each cluster can achieve the guaranteed system coverage. The different
clusters work in an alternative way. Consequently, the energy in the off-duty
clusters can be conserved. In turn, the system lifetime is extended. This
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kind of clustering problem can be solved by maximizing the number of the
disjoint clusters in the system. In [99], Slijepcevic and Potkonjak presented a
heuristic scheme called the most constrained-minimally constraining heuristic
to cope with this problem. In the proposed work, the maximum number of
clusters is generated by using the minimum number of sensors to form each
cluster. The limitation of this approach is that each sensor needs to cover a
large area. This may consume more energy to maintain longer sensing range
and communication range. A similar heuristic method called MC-MIP is
proposed in [100] to compute the maximum number of disjoint set covers.
Zou et al. [101] presented an efficient active nodes selection scheme in the
dense deployed network to build clusters based on the notion of connected
dominating set (CDS). In the proposed work, the active nodes are selected to
achieve the largest surveillance area while keeping the system connectivity
for routing and information dissemination. The authors proved that the
proposed coverage-centric active nodes selection problem is NP-complete.
The authors in [102] proposed an algorithm to connect the deployed sensors
as multiple well defined clusters in which the gateway nodes without the
energy-constraint were selected to work as cluster-heads. By balancing the
load among these gateways, the total energy consumption would be reduced.
The authors in [103] proved a good survey on the clustering algorithms.

Energy efficient related research efforts : Currently, sensor nodes
are normally powered by their built-in batteries. Hence, the lifetime of a
WSN is directly affected by the lifetime of the nodes in the system. Due to
the limited capacity of the battery, energy is the most critical constraint for
developing a sustainable WSN. Therefore, the conserving energy/extending
battery life is very important in designing a sustainable WSN system. To
cope with this problem, many research approaches have been proposed. For
instance, over the past few years, various research efforts have addressed
important issues such as channel assignment (or spectrum sensing), rout-
ing [104, 105, 106, 107] (or topology control [108, 109]), and scheduling [110,
111], with the aim of increasing the capacity of these networks. Additionally,
efficient solutions for minimizing overall network energy consumption [108],
or for maximizing the efficiency of nodes’ energy usage and the network’s
overall energy utilization [112, 110], have also been discussed in the litera-
ture. However, due to the limited capacity of the battery, the lifetime of the
non-rechargeable battery-powered WSN is still limited. Hence, the energy
efficiency related design is still a hot topic of the research.

Besides the topics we mentioned above, there are still some other interest-
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ing topics related on the coverage problem. For example, in [113], the authors
present a kind of behavioral pattern, named Target-based Association Rules
(TARs). TARs are developed to predict the location of the undetected events.
Three different data preparation mechanisms (i.e., Al-Node, Schedule-Buffer,
and Fused-Schedule-Buffer) for accumulating the data needed for extracting
TARs have been proposed. The authors in [114] analyzed the coverage de-
gree in the path coverage problem. While, Kaiwartya et al. [115] compared
performances of several sensor deployment patterns for the precision agricul-
ture.

5.3. Coverage in 3D

Currently, intensive research efforts have been proposed to cope with the
coverage problem in the 2D plane. However, the assumptions in the 2D
coverage may not capture all the requirements of the practical deployment of
WSNs in real work. Accordingly, based on the more reality assumptions, the
3D coverage problem needs to be considered. Moreover, the computational
complexity of the 3D deployment strategies can be increased exponentially,
since the factors in the third domain need to be considered.

In [116], the authors extend their work about the k-coverage [70] from
the 2D plane to the 3D space. In the proposed work, each sensor node can
sense a sphere with a radius that equals to its sensing range. Similar to the
criterion for determining the perimeter-coverage [70], based on the condition
Rc ≥ 2Rs, the authors prove that the whole space is k-covered when all the
sensing spheres are all with k-coverage. An algorithm with time complexity
O(nd2 log d), where d is the maximum number of sensors whose sensing ranges
may intersect a given sensor’s sensing range, is then presented to determine
whether a sphere is k-covered or not based on the geodesic distance. This
algorithm can be fully distributed so that each sensor can determine its own
coverage with time O(d2 log d).

Moreover, some research efforts tried to solve the 3D coverage problem by
discovering the optimal deployment patterns. Alam and Haas tried to solve
this issue directly based on the Kelvin’s Conjecture and Kepler’s Conjecture
in [117]. They proved that, by using the Voronoi tessellation of 3D space,
the truncated octahedral pattern could be the optimal option for the node
deployment strategy. Zhang et al. in [68] also derived the best deployment
patterns in 3D space, as well as analyzing the relation of Rs and Rc under
different conditions. Unlike considering the sensors as the center of each
pattern [117], the authors considered the sensors as the vertices in their work.
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In [78], Ammari and Das also analyzed the K-coverage and connectivity
in 3D space. Based on the Reuleaux tetrahedron, the authors derived the
critical condition of Rs and Rc for keeping both connectivity and coverage.
However, as aforementioned, the authors blurred the geodesic distance and
the Euclidean distance in their analysis and did not consider the randomness
of the node failure. Some more related work can be found in surveys [6, 3].

6. Open problems and Conclusion

Before concluding this survey, we introduce some of open problems in the
real world.

6.1. Open problems in the real world

In this article, we surveyed the existing research efforts on connectivity
and coverage problem in WSNs. Most of them are developed based on the
ideal assumptions or conditions of the wireless channel. However, in reality,
besides the distance, many other factors may affect the sensing and com-
munication range, such as the real geography environment, communication
jamming and even the temperature. For example, in a low power WSN, the
capacity of wireless communication links dramatically degrades when tem-
perature increases [12]. Hence, the design of WSNs from the lab and theory
to the real world is essential. In the following, we present some of the opening
problems related to deployment of WSNs in the real world.

6.1.1. Irregular sensing range

In order to efficiently and accurately analyze the performance of WSNs,
an accurate sensing model is necessary. So far, many sensing models have
been proposed, and they vary from the simplest binary disc model to more
realistic probabilistic sensing model. However, most of them are too ideal to
capture all the features of the real world, since they are all designed based
on the assumption that the sensing area is a disc (i.e., unit-disk and non-
unit-disk). We call them as disk-based sensing (DBS) model. Yet, in reality,
sensing range is affected by many factors, such as the obstacles and the
weather conditions. The DBS-based algorithms may not achieve the desired
performance because of the potential errors of coverage measurement caused
by the environmental factors. Therefore, the irregular sensing range should
be considered to approach a more realistic sensing model. However, there are
only a few research approaches that can be found in this area, e.g., RDM [10],
IPM [9], radio irregular [13, 14].
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6.1.2. Energy harvesting (EH)-based sensor networks

As aforementioned, the limited battery energy is one of the most critical
constraints of WSNs. Besides the aformentioned clustering algorithms and
energy efficient design, fortunately, another potential solution of building
semi-permanent/long-term and sustainable WSNs is to enable sensor nodes
to harvest renewable energy [118], e.g., wind, solar energy, ambient wire-
less (electromagnetic) energy, etc. For example, authors in [119] addressed
this issue. First, the authors considered the quality-aware target coverage in
an energy harvesting sensor network by introducing a new coverage metric
that could accurately measure the coverage level/degree, and formulating a
coverage maximization problem that took both sensing coverage quality and
network connectivity into consideration. Further, they proposed a method
for handling energy prediction fluctuations during the monitoring period.
In [120], the author also considered adopting renewable energy in wireless
networks. In this work, the author theoretically analyzed the residual en-
ergy changing process of the battery in the wireless node. Then, based on
presented theoretical results, a distributed heuristic scheme was proposed to
prolong the working time of the wireless node.

Currently, we can roughly categorize the existing EH-based approaches
into three classes:

• MAC layer control schemes: Due to the spatiotemporal fluctu-
ation of the renewable energy, the available energy of EHNs remains
uncertain. Hence, improving the utilization of the residual energy of
energy-harvesting-node (EHN), while achieving required system perfor-
mance (e.g., transmission delay, packet delivery ratio, etc.), is still vital
in EH-aided WSNs. In order to explore the available energy of EH wire-
less nodes more efficiently, authors in [121] designed an asynchronous
collision avoidance scheme depending on the hop-count information.
Further, in [122], a deadline-constrained packet scheduling algorithm
was presented for the EH-aided wireless network, in which, by consid-
ering both required transmission deadlines and the currently available
energy in the EHN, the energy efficiency was achieved by dynamically
adjusting the data transmission rate.

• EH-aided topology control scenarios : Since the renewable ambi-
ent energy (e.g. solar energy, wind, etc.) is not always uniformly dis-
tributed in a given area/space, the gathered energy of different EHNs
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may be different. For example, a node with direct sunshine can gather
much more energy than a node located in the shadow of a tree. Hence,
a strategy for balancing the energy consumption of different parts of
a deployed WSN is critical. In [123], Tan et al. addressed this prob-
lem. First, the authors modelled this problem based on the ordinal
potential game, and proved the existence of a Nash equilibrium. Then,
a polynomial-time topology control scheme was proposed to achieve
the Nash equilibrium. Accordingly, EHNs that harvested more energy
took more data forwarding tasks, while the EHNs with less energy could
reduce the energy consumption by using a shorter link to send data.
Consequently, the lifetime of the EH-WSN could be extended. Further,
in [124] and [125], authors considered the topology control in the EH-
assisted cognitive WSN. Both approaches tried to improve the energy
efficiency of the system based on the spectrum sensing techniques, by
which the spectrum resources of the primary users could be explored.
Hence, the EH sensor nodes could schedule their data transmission
more dynamically, which in turn, improved the energy efficiency of the
system.

• Wireless charger or data relaying node deployment strate-
gies : In [126], a hierarchical packet forwarding scheme was presented.
Data paths from each sensor to the data sink can be established based
on the selection rules of the presented EH relaying nodes, and the
energy consumption of data transmission could also be reduced. Sim-
ilar work can be found in [127, 128]. Unlike other approaches that
adopted solar energy, the authors of [129] adopted the electromagnetic
energy harvesting technique in their design. In the presented work,
the authors analyzed and solved the minimum-cost deployment prob-
lem for both co-located and separated cases of data sink and energy
supplying nodes, in order to improve energy efficiency while minimiz-
ing the number of energy supplying nodes. Meanwhile, in [130], the
authors investigated the mobile energy charger routing problem in the
cluster-based WSN. Based on the locations of the cluster heads and the
residual energy level, the mobile charger calculated the moving path in-
dependently. Meanwhile, the system-wide energy balance was further
achieved by bilateral-trading between cluster headers with the higher
levels of residual energy and those with lower levels.
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6.1.3. Geographic Surface coverage in WSNs

As aforementioned, the coverage is a fundamental problem in WSNs. Ex-
isting studies on this topic focus on 2D ideal plane coverage and 3D full space
coverage. However, the geographical surface of a targeted FoI in reality is
much more complicated than the ideal assumption in the theoretical analysis.
Hence, most of existing approaches may not able to implement in the real
world. In [131], the notion of surface coverage is presented. In the surface
coverage, the FoI is the real complex geographic surface and sensor nodes can
be only deployed on the surface. The authors proposed three approximation
algorithms to cope with this kind of coverage problems.

6.1.4. Underwater acoustic sensor networks

Moreover, deployment of sensor networks in underwater environment is
another interesting research direction. Due to the trend of under-ocean ex-
ploration, real-time monitoring or long-term surveillance of the under-ocean
environment, e.g., real-time monitoring for under-ocean oil drilling, is imper-
ative. Underwater wireless sensor networks can provide an optimal option,
and have recently attracted intensive attention from researchers. Neverthe-
less, terrestrial WSNs have been well investigated and solved by many ap-
proaches that rely on the electromagnetic/optical transmission techniques.
Deploying an applicable underwater wireless sensor network is still a big chal-
lenge, because the ocean water is a special medium with unique properties,
which prevent the electromagnetic/optical transmission techniques from be-
ing adopted. Hence, the acoustic transmission techniques become the optimal
choice. In [132], the problem of dynamic coverage within the Autonomous
Underwater Vehicle (AUV)-based wireless sensor networks (AWSNs) in un-
derwater environment is addressed. The underwater node deployment is
similar to the original 3D coverage. However, the effects of the ocean water
(e.g., underwater fluid motions, the reflection and refraction of the ocean
water, etc.) need to be considered in the underwater sensing system design.

6.1.5. Coverage problem in the UAV-based WSNs

Recently, the Unmanned Aerial Vehicle (UAV) technique has been widely
adopted in both military and civilian applications. Since the UAV also
equipped the sensing and communication equips, it can be also considered
as a sensor node with high mobility. So, an attracting research problem can
be defined as the integrated coverage of UAV-based WSNs (UWSNs) and
the geographic surface coverage. The emerging UWSNs could be a practical
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option to cope with the aforementioned surface coverage problem. Because
the UAV can scan the FoI at a high altitude which is not constrained by the
geographic surface limitation. Meanwhile, the development of the UAV tech-
niques further prompts the deployment of the UWSNs. The authors in [133]
present a Fast Path Planning with Rules (FPPWR) algorithm to improve the
data collection efficiency of the UAV. Moreover, the authors in [134, 135] the-
oretically analyzed the target tracking and dynamic coverage problem in the
UWSNs, respectively. In [136], the authors provide a survey on UAV-based
wireless communication systems.

6.2. Conclusion

Connectivity and coverage are two of the most important issues in WSNs,
which can be considered as the sufficient conditions to utilize a WSN. Many
research efforts have been proposed to cope with these problems. In this sur-
vey, firstly, we briefly introduced the basic knowledge on the notions of con-
nectivity and coverage. Then, we summarized the research efforts proposed
for addressing the connectivity problem, and then listed the critical condi-
tions to keep system connectivity. Since the connectivity is affected by the
node/link failures, we also did a survey for the research work related to the
failure-resilient/fault-tolerant WSNs design problem. Further, we summa-
rized the existing approaches addressed integrated connectivity and coverage
problem. Based on the proposed conditions for keeping connectivity while
preserving coverage, we described the research efforts proposed for coverage
problem in the final.

References

References

[1] A. Boukerche, Algorithms and protocols for wireless, mobile Ad Hoc
networks, John Wiley & Sons, 2009.

[2] A. Boukerche, B. Turgut, N. Aydin, M. Ahmad, L. Boloni, D. Turgut,
Routing protocols in ad hoc networks: A survey, Computer Networks
55 (13) (2011) 3032 – 3080.

[3] A. Ghosha, S. K. Das, Coverage and connectivity issues in wireless
sensor networks: A survey, Pervasive and Mobile Computing 4 (3)
(2008) 303 – 334.

36



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

[4] J. L. Hill, System architecture for wireless sensor networks, Ph.D. the-
sis, UNIVERISY OF CALIFORNIA, BERKELEY (2003).

[5] I. Akyildiz, W. Su, Y. Sankarasubramaniam, E. Cayirci, Wireless sen-
sor networks: a survey, Computer Networks 38 (4) (2002) 393 – 422.

[6] C. Zhu, C. Zheng, L. Shu, G. Han, A survey on coverage and con-
nectivity issues in wireless sensor networks, Journal of Network and
Computer Applications 35 (2) (2012) 619 – 632.

[7] N. Agrawal, S. D. Milner, C. C. Davis, Design and performance of a
directional media access control protocol for optical wireless sensor net-
works, IEEE/OSA Journal of Optical Communications and Networking
6 (2) (2014) 215–224.

[8] R. Ferrero, M. V. Bueno-Delgado, F. Gandino, In- and out-degree dis-
tributions of nodes and coverage in random sector graphs, IEEE Trans-
actions on Wireless Communications 13 (4) (2014) 2074–2085.

[9] A. Boukerche, X. Fei, A coverage-preserving scheme for wireless sensor
network with irregular sensing range, Ad Hoc Networks 5 (8) (2007)
1303 – 1316.

[10] X. Fei, A. Boukerche, R. B. Araujo, Irregular sensing range detec-
tion model for coverage based protocols in wireless sensor networks, in:
GLOBECOM 2009 - 2009 IEEE Global Telecommunications Confer-
ence, 2009, pp. 1–6.

[11] P. Gupta, P. R. Kumar, The capacity of wireless networks, IEEE Trans-
actions on Information Theory 46 (2) (2000) 388 – 404.

[12] A. Bachir, W. Bechkit, Y. Challal, A. Bouabdallah, Joint connectivity-
coverage temperature-aware algorithms for wireless sensor networks,
IEEE Transactions on Parallel and Distributed Systems 26 (7) (2015)
1923 – 1936.

[13] G. Zhou, T. He, S. Krishnamurthy, J. A. Stankovic, Impact of radio
irregularity on wireless sensor networks, in: Proceedings of the 2Nd In-
ternational Conference on Mobile Systems, Applications, and Services,
MobiSys ’04, 2004, pp. 125–138.

37



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

[14] G. Zhou, T. He, S. Krishnamurthy, J. A. Stankovic, Models and solu-
tions for radio irregularity in wireless sensor networks, ACM Transac-
tions on Sensor Networks 2 (2) (2006) 221–262.

[15] X. Wang, G. Xing, Y. Zhang, C. Lu, R. Pless, C. Gill, Integrated cover-
age and connectivity configuration in wireless sensor networks, in Pro-
ceedings of the 1st international conference on Embedded networked
sensor systems, SenSys ’03 (2003) 28 – 39.

[16] G. Xing, X. Wang, Y. Zhang, C. Lu, R. Pless, C. Gill, Integrated cov-
erage and connectivity configuration for energy conservation in sensor
networks, ACM Transactions on Sensor Networks 1 (1) (2005) 36 – 72.

[17] J. Li, L. L. Andrew, C. H. Foh, M. Zukerman, H.-H. Chen, Connectiv-
ity, coverage and placement in wireless sensor networks, Sensors 9 (10)
(2009) 7664 – 7693.

[18] S. Shakkottai, R. Srikant, N. B. Shroff, Unreliable sensor grids: cover-
age, connectivity and diameter, Ad Hoc Networks 3 (6) (2005) 702 –
716.

[19] T. K. Philips, S. S. Panwar, A. N. Tantawi, Connectivity properties
of a packet radio network model, IEEE Transactions on Information
Theory 35 (5) (1989) 1044 – 1047.

[20] F. Xue, P. Kumar, The number of neighbors needed for connectivity
of wireless networks, ACM/Springer Wireless Networks 10 (2) (2004)
169 – 181.

[21] P. Sun, N. Samaan, Random node failures and wireless networks con-
nectivity: Theoretical analysis, IEEE Wireless Communications Let-
ters 4 (5) (2015) 461 – 464.

[22] X. Liu, Coverage with connectivity in wireless sensor networks, in 3rd
International Conference on Broadband Communications, Networks
and Systems (2006) 1 – 8.

[23] S. V. Buldyrev, R. Parshani, G. Paul, H. E. Stanley, S. Havlin, Catas-
trophic cascade of failures in interdependent networks, NATURE 464
(2010) 1025 – 1028.

38



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

[24] R. Albert, H. Jeong, A.-L. Barabasi, Error and attack tolerance of
complex networks, NATURE 406 (2000) 378 – 382.

[25] V. Latora, M. Marchiori, Efficient behavior of small-world networks,
Physical Review Letters 87 (19) (2001) 198701:1–198701:4.

[26] J. Liu, X. Jiang, H. Nishiyama, N. Kato, Reliability assessment for
wireless mesh networks under probabilistic region failure model, IEEE
Transactions on Vehicular Technology 60 (5) (2011) 2253 – 5564.

[27] C. Barrett, R. Beckman, K. Channakeshava, F. Huang, V. S. A. Ku-
mar, A. Marathe, M. V. Marathe, G. Pei, Cascading failures in multiple
infrastructures: From transportation to communication network, in:
2010 5th International Conference on Critical Infrastructure (CRIS),
2010, pp. 1–8.

[28] V. Sharma, K. Kar, K. K. Ramakrishnan, S. Kalyanaraman, A trans-
port protocol to exploit multipath diversity in wireless networks,
IEEE/ACM Transactions on Networking 20 (4) (2012) 1024 – 1039.

[29] S. Dai, X. Zhang, J. Wang, J. Wang, An efficient coding scheme de-
signed for n+k protection in wireless mesh networks, IEEE COMMU-
NICATIONS LETTERS 16 (8) (2012) 1266 – 1269.

[30] C. E. Perkins, P. Bhagwat, Highly dynamic destination-sequenced
distance-vector routing (dsdv) for mobile computers, in: Proceedings
of the Conference on Communications Architectures, Protocols and
Applications, SIGCOMM ’94, 1994, pp. 234–244.

[31] C. Perkins, E. Royer, S. R. Das, Ad hoc on demand distance vector
(aodv) routing, [Available online] : http://www.ietf.org/rfc/rfc3561.txt
(2003).

[32] D. Johnson, Routing in ad hoc networks of mobile hosts, Workshop on
Mobile Computing Systems and Applications, Santa Cruz, CA, U.S.

[33] F. Javadi, K. S. Munasinghe, A. Jamalipour, Rapid and reliable routing
mesh protocol (rrrmp), in: 2010 IEEE International Conference on
Communications, 2010, pp. 1–5.

39



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

[34] M. Mauve, J. Widmer, H. Hartenstein, A survey on position-based
routing in mobile ad hoc networks, IEEE Network 15 (6) (2001) 30 –
39.

[35] J. Li, J. Jannotti, D. S. J. De Couto, D. R. Karger, R. Morris, A
scalable location service for geographic ad hoc routing, in: Proceedings
of the 6th Annual International Conference on Mobile Computing and
Networking, MobiCom ’00, 2000, pp. 120–130.

[36] R. Melamed, I. Keidar, Y. Barel, Octopus: A fault-tolerant and efficient
ad-hoc routing protocol, ACM/Springer Wireless Networks 14 (2008)
777 – 793.

[37] C. Li, H. Xiong, J. Zou, C. W. Chen, Distributed robust optimization
for scalable video multirate multicast over wireless networks, IEEE
Transactions on Circuits and Systems for Video Technology 22 (6)
(2012) 943 – 957.

[38] F. Wei, L. Zhang, T. Liu, M. E. Haque, X. Lu, K. Mori, Autonomous
fault tolerance technology of emergency community in wireless sensor
network, in: 2013 IEEE Eleventh International Symposium on Au-
tonomous Decentralized Systems (ISADS), 2013, pp. 1–6.

[39] P. Sun, N. Samaan, Random node failures and wireless networks con-
nectivity: A novel recovery scheme, in: 2016 IEEE Canadian Con-
ference on Electrical and Computer Engineering (CCECE), 2016, pp.
1–6.

[40] S. Jiang, Y. Xue, Providing survivability against jamming attack for
multi-radio multi-channel wireless mesh networks, Journal of Network
and Computer Applications 34 (2011) 443–454.

[41] K.-H. Kim, K. G. Shin, Self-reconfigurable wireless mesh networks,
IEEE/ACM Transactions on Networking 19 (2) (2011) 393 – 404.

[42] F. Senel, M. F. Younis, K. Akkaya, Bio-inspired relay node placement
heuristics for repairing damaged wireless sensor networks, IEEE Trans-
actions on Vehicular Technology 60 (4) (2011) 1835–1848.

[43] N. Haider, M. Imran, M. Younis, N. Saad, M. Guizani, A novel mecha-
nism for restoring actor connected coverage in wireless sensor and actor

40



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

networks, in: 2015 IEEE International Conference on Communications
(ICC), 2015, pp. 6383–6388.

[44] I. Dobson, B. A. Carreras, D. E. Newman, A loading-dependent model
of probabilistic cascading failure, Probability in the Engineering and
Informational Sciences 19 (01) (2005) 15 – 32.

[45] S. Han, X. Zhu, A. K. Mok, D. Chen, M. Nixon, Reliable and real-
time communication in industrial wireless mesh networks, in: 2011
17th IEEE Real-Time and Embedded Technology and Applications
Symposium, 2011, pp. 3–12.

[46] D. Xiang, Deadlock-free adaptive routing in meshes with fault-
tolerance ability based on channel overlapping, IEEE Transactions on
Dependable and Secure Computing 8 (1) (2011) 74–88.

[47] W. Wang, D. Kim, M. K. An, W. Gao, X. Li, Z. Zhang, W. Wu,
On construction of quality fault-tolerant virtual backbone in wireless
networks, IEEE/ACM Transactions on Networking 21 (5) (2013) 1499
– 1510.

[48] I. Koutsopoulos, L. Tassiulas, Joint optimal access point selection and
channel assignment in wireless networks, IEEE/ACM Transactions on
Networking 15 (3) (2007) 521–532.

[49] M. Balouchestani, K. Raahemifar, S. Krishnan, Increasing the reliabil-
ity of wireless sensor network with a new testing approach based on
compressed sensing theory, in: 2011 Eighth International Conference
on Wireless and Optical Communications Networks, 2011, pp. 1–4.

[50] A. Boukerche, A. Martirosyan, R. Pazzi, An inter-cluster communica-
tion based energy aware and fault tolerant protocol for wireless sensor
networks, Mobile Networks and Applications 13 (6) (2008) 614 – 626.

[51] X.-Y. Li, P.-J. Wan, Y. Wang, C.-W. Yi, Fault tolerant deployment
and topology control in wireless networks, in: Proceedings of the 4th
ACM International Symposium on Mobile Ad Hoc Networking &Amp;
Computing, MobiHoc ’03, 2003, pp. 117–128.

41



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

[52] R. Alena, R. Gilstrap, J. Baldwin, T. Stone, P. Wilson, Fault toler-
ance in zigbee wireless sensor networks, in: 2011 Aerospace Conference,
2011, pp. 1–15.

[53] Y. Chen, S. H. Son, A fault tolerant topology control in wireless sensor
networks, in: The 3rd ACS/IEEE International Conference onCom-
puter Systems and Applications, 2005, pp. 57–64.

[54] N. Li, J. C. Hou, Flss: A fault-tolerant topology control algorithm
for wireless networks, in: Proceedings of the 10th Annual International
Conference on Mobile Computing and Networking, MobiCom ’04, 2004,
pp. 275–286.

[55] P. Santi, Topology control in wireless ad hoc and sensor networks, ACM
Computing Surveys (CSUR) 37 (2) (2005) 164 – 194.

[56] M. Bahramgiri, M. Hajiaghayi, V. Mirrokni, Fault tolerant and 3-
dimensional distributed topology control algorithms in wireless multi-
hop networks, ACM/Springer Wireless Networks 8 (2006) 179 – 188.

[57] I. Saha, L. K. Sambasivan, S. K. Ghosh, R. K. Patro, Dis-
tributed fault-tolerant topology control in wireless multi-hop networks,
ACM/Springer Wireless Networks 16 (2010) 1511 – 1524.

[58] B. Thallner, H. Moser, U. Schmid, Topology control for fault-tolerant
communication in wireless ad hoc networks, ACM/Springer Wireless
Networks 16 (2010) 387 – 404.

[59] H. Zhang, J. C. Hou, Maintaining sensing coverage and connectivity
in large sensor networks, Ad Hoc & Sensor Wireless Networks 1 (2)
(2004) 89 – 124.

[60] D. Tian, N. D. Georganas, Connectivity maintenance and coverage
preservation in wireless sensor networks, Ad Hoc Networks 3 (6) (2005)
744 – 761.

[61] C. Zhu, C. Zheng, L. Shu, G. Han, A survey on coverage and con-
nectivity issues in wireless sensor networks, Journal of Network and
Computer Applications 35 (2) (2012) 619 – 632.

42



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

[62] Y.-C. Wang, C.-C. Hu, Y.-C. Tseng, Efficient deployment algorithms
for ensuring coverage and connectivity of wireless sensor networks, First
International Conference on Wireless Internet, WICON’05 (2005) 114
– 121.

[63] Y. Wang, Y. Zhang, J. Liu, R. Bhandari, Coverage, connectivity, and
deployment in wireless sensor networks, in: S. Patnaik, X. Li, Y.-M.
Yang (Eds.), Recent Development in Wireless Sensor and Ad-hoc Net-
works, 1st Edition, Springer India, 2015, Ch. 2, pp. 25 – 44.

[64] H. P. Gupta, P. K. Tyagi, M. P. Singh, Regular node deployment for
k-coverage in m-connected wireless networks, IEEE Sensors Journal
15 (12) (2015) 7126 – 7134.

[65] Z. Yun, X. Bai, D. Xuan, T. H. Lai, W. Jia, Optimal deployment
patterns for full coverage and k-connectivity (k ≤ 6) wireless sensor
networks, IEEE/ACM Transactions on Networking 18 (3) (2010) 934–
947.

[66] X. Bai, Z. Yun, D. Xuan, T. H. Lai, W. Jia, Optimal patterns for
four-connectivity and full coverage in wireless sensor networks, IEEE
Transactions on Mobile Computing 9 (3) (2010) 435–448.

[67] S. M. N. Alam, Z. J. Haas, Coverage and connectivity in three-
dimensional networks, in: Proceedings of the 12th Annual Interna-
tional Conference on Mobile Computing and Networking, MobiCom
’06, 2006, pp. 346–357.

[68] C. Zhang, X. Bai, J. Teng, D. Xuan, W. Jia, Constructing low-
connectivity and full-coverage three dimensional sensor networks, IEEE
Journal on Selected Areas in Communications 28 (7) (2010) 984 – 993.

[69] C.-F. Huang, Y.-C. Tseng, H.-L. Wu, Distributed protocols for ensur-
ing both coverage and connectivity of a wireless sensor network, ACM
Transactions on Sensor Networks 3 (1) (2007) Article: 5.

[70] C.-F. Huang, Y.-C. Tseng, The coverage problem in a wireless sensor
network, Mobile Networks and Applications 10 (4) (2005) 519 – 528.

43



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

[71] N. Tezcan, W. Wang, Effective coverage and connectivity preserving
in wireless sensor networks, 2007 IEEE Wireless Communications and
Networking Conference, WCNC’07 (2007) 3388 – 3393.

[72] C.-P. Chen, S. C. Mukhopadhyay, C.-L. Chuang, M.-Y. Liu, J.-A.
Jiang, Efficient coverage and connectivity preservation with load bal-
ance for wireless sensor networks, IEEE Sensors Journal 15 (1) (2015)
48 – 62.

[73] C. Liu, K. Wu, Y. Xiao, B. Sun, Random coverage with guaranteed con-
nectivity: Joint scheduling for wireless sensor networks, IEEE Trans-
actions on Parallel and Distributed Systems 17 (6) (2006) 562 – 575.

[74] T. Razafindralambo, D. Simplot-Ryl, Connectivity preservation and
coverage schemes for wireless sensor networks, IEEE Transactions on
Automatic Control 56 (10) (2011) 2418–2428.

[75] M. Rout, R. Roy, Self-deployment of mobile sensors to achieve target
coverage in the presence of obstacles, IEEE Sensors Journal 16 (14)
(2016) 5837–5842.

[76] D. V. Le, H. Oh, S. Yoon, Environment learning-based coverage maxi-
mization with connectivity constraints in mobile sensor networks, IEEE
Sensors Journal 16 (10) (2016) 1923 – 1936.

[77] Z. Liao, J. Wang, S. Zhang, J. Cao, G. Min, Minimizing movement for
target coverage and network connectivity in mobile sensor networks,
IEEE Transactions on Parallel and Distributed Systems 26 (7) (2015)
1971 – 1983.

[78] H. M. Ammari, S. K. Das, A study of k-coverage and measures of con-
nectivity in 3d wireless sensor networks, IEEE Transactions on Com-
puters 59 (2) (2010) 243 – 257.

[79] A. Sangwan, R. P. Singh, Survey on coverage problems in wireless
sensor networks, Wireless Personal Communications 80 (4) (2015) 1475
– 1500.

[80] A. Boukerche, Algorithms and protocols for wireless sensor networks,
John Wiley & Sons, Inc., 2008.

44



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

[81] J. O’Rourke, Art Gallery Theorems and Algorithms, Oxford University
Press, 1987.

[82] X. Fei, A. Boukerche, R. Yu, A pomdp based k-coverage dynamic
scheduling protocol for wireless sensor networks, 2010 IEEE Global
Telecommunications Conference, GLOBECOM’10 (2010) 1 – 5.

[83] K. Sakai, M.-T. Sun, W.-S. Ku, T. H. Lai, A. V. Vasilakos, A frame-
work for the optimal k-coverage deployment patterns of wireless sen-
sors, IEEE Sensors Journal 15 (12) (2015) 7273 – 7283.

[84] J. O’Rourke, Computational Geometry in C, 2nd Edition, Cambridge
University Press, 1998.

[85] R. Mulligan, H. M. Ammari, Coverage in wireless sensor networks: A
survey, Network Protocols and Algorithms 2 (2) (2010) 27 – 53.

[86] A. M. So, Y. Ye, On solving coverage problems in a wireless sensor
network using voronoi diagrams, in: Proceedings of the First Inter-
national Conference on Internet and Network Economics, WINE’05,
Springer-Verlag, Berlin, Heidelberg, 2005, pp. 584–593.

[87] A. Boukerche, X. Fei, A voronoi approach for coverage protocols in
wireless sensor networks, in: IEEE GLOBECOM 2007 - IEEE Global
Telecommunications Conference, 2007, pp. 5190–5194.

[88] G. Wang, G. Cao, T. L. Porta, Movement-assisted sensor deployment,
IEEE Transactions on Mobile Computing 5 (6) (2006) 640 – 652.
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