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Security estimation under Denial-of-Service attack
with energy constraint

Li Li, Huixia Zhang, Yuanqing Xia and Hongjiu Yang

Abstract

This paper concentrates on security estimation of Cyber-Physical Systems subject to Denial-of-Service attack.
A game framework is established to describe the interactive decision making process between the sensor and
the attacker under energy constraint. A novel payoff function is used and the optimal strategies for both sides
constituting a Nash equilibrium (NE) are obtained by using matrix game. Furthermore, the security issue on state
estimation for CPS with multiple-subsystem is investigated based on game theory. To deteriorate the whole system
performance, the attacker should decide when to attack and which subsystem to be chosen on account of limited
energy. The existence conditions of NE strategies are given. Two numerical examples are provided to demonstrate
the feasibility of the results.

Index Terms

State estimation, Cyber-Physical Systems, DoS attack, game theory, multiple-subsystem.

I. INTRODUCTION

Cyber-Physical Systems (CPS) are systems integrating computation, network and physical process which
consists of sensors, actuators, control units and communication devices [1, 2], which have attracted consid-
erable interest from both academic and industrial communities in the past few years, such as aerospace,
smart grid, intelligent transportation, smart building, etc. However, with extensive use of widespread
networking, wireless connection among sensors, estimators and actuators are more vulnerable to cyber
security threats than wired sensors. The security issue caused by malicious attacks is of fundamental
importance to ensure the safe operation of CPS [3–5], which have been investigated from different
perspectives. The attack or the jamming is essentially a kind of methods, processes, or means which
are utilized to maliciously reduce network reliability. In particular, deception attack and Denial-of-Service
(DoS) are two typical attacks in reducing system performance. The former modifies the data packets in
a malicious way [6–11], while the DoS attack blocks the information flow between the sender and the
receiver to increase the packet drop rate [12–18]. Compared with deception attack, the DoS attack, which
does not require comprehensive information about the system and the data, is a more reachable attack
pattern in a shared network. Some critical systems which rely on real-time operation may become unstable
and even be damaged under DoS attack.

Many scholars have acknowledged the importance of addressing the challenge of designing secure
CPS. In the existing works, various efforts have been devoted to design estimators influenced by specific
malicious attacks [12-21]. In [12], an optimal attack schedule has been investigated to maximize the
expected average estimation error variance. To capture the strategic iteration between the sensor and the
attacker, the game-theoretic approach provides such a framework to handle interactive decision issues (see
[13–15]). In [16], a two-player zero-sum stochastic game is established to model the dynamic interaction
between the defender and the DoS attacker. Due to energy constraint is inherent in almost all types of
attacks, an integrated game-theoretic framework is proposed to investigate the interactive decision-making
process under energy constraints in [17]. A multi-channel transmission schedule for remote state estimation
under DoS attack is studied in [18, 19], in which a Nash Q-learning algorithm is proposed to reduce the
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computation complexity when solving the optimal strategies for both players. Besides, the paper [20] is
applied a novel acknowledgement-based cheating scheme for the sensor to confuse the DoS attacker. In
[21], multiple channels are used to defense the attacker when system is attacked and the attacker and
anti-attacker are modeled as a zero-sum stochastic game.

Besides, it is common that many system components share a common communication network (like a
communication bus or a wireless local area network) [23]. A great of correlative results on remote state
estimation in multi-systems can be found in [12, 22–24]. For example, some event-triggered control loops
are closed over a shared medium communication in [24]. In this situation, attackers need to decide when
to launch attack and which target system to be chosen for achieving the purpose of jamming signals, and
sensors face a tradeoff between consuming more energy to increase link reliability thereby ensuring an
accurate remote estimation performance, and consuming less energy to meet the energy constraints. In
[12], an optimal attack schedule for the attacker has been designed in a networked control system with
multiple-subsystem. Due to dynamic nature of the systems, when the attacker and the sensors choose
actions, they should take consideration of the actions their opponent may take. Therefore, instead of a
static analysis focusing on only one side of the security issues, a more comprehensive game-theoretic
framework to model the interactive action making process between the sensors and the attack is needed
for the scenario with multiple-subsystem, which motivates the present study.

In this article, the security estimation for CPS subject to DoS attack is considered under game frame-
work. Both the sensor and the attacker have limited energy budget. Firstly, a system in which one
sensor measures the state and sends the data packets to a remote estimator through a wireless channel is
considered. The interactions between the sensor and the DoS attacker is studied based on game theory. A
novel pay-off function is proposed and optimal strategies for both sides are obtained by using matrix game.
Then, we extend it to the scenario with multiple-subsystem. In this scheme, the DoS attacker has to decide
when to attack and which subsystem to be attacked. An integrated game-theoretic framework is developed
to investigate the interactive decision-making process between the sensors and the attacker. Moreover,
existence conditions of NE strategies are presented. Finally, two numerical examples are provided to
illustrate the effectiveness of the proposed design techniques. The main contributions of this paper are
summarized as below:

i Under energy constraint, the interactions between the sensor and the DoS attacker is studied
based on game theory. A novel pay-off function is proposed and the optimal strategies for both
sides are obtained by using matrix game.

ii A game-theoretic framework for multiple-subsystem under DoS attack with energy constraint
is established instead of a static analysis focusing on only one side, and the existence of NE
solution for multiple-subsystem is proved.

The rest of this paper is organized as follows: In Section II, the system model and problem formulation
is presented. Some game theory preliminaries and the optimal strategies for both sides is studied in Section
III. The game for multiple-subsystem under DoS attack is proposed in Section IV. Numerical simulations
are given to demonstrate the validity of the results in Section V. Section VI concludes this paper.

Notation: Some standard notations are used throughout this paper. For a matrix A, AT and A−1 represent
its transpose and inverse, respectively. A > 0 (resp. A < 0) means that A is positive definite (resp. negative
definite). A ≥ 0 (resp. A ≤ 0) means that A is a semi-positive definite (resp. semi-negative definite). E{x}
stands for the expectation of random variable x. P{x|y} stands for the probability of x on condition of
y. Rn denotes n-dimensional Euclidean space and N is the set of nonnegative integers. diag{x} is a
diagonal matrix with diagonal entries given by elements of x. I is an identity matrix with the appropriate
dimension. T ! represents the factorial of T . For functions h, g, g◦h is defined as the function composition
g(h(·)). Tr(·) is the trace of a square matrix. CM

T stands for T !/(M !(T −M)!) and rN is r · · · r︸ ︷︷ ︸
N times

.
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II. PROBLEM STATEMENT AND PRELIMINARIES

Consider the following discrete linear time-invariant (LTI) system:

xk+1 = Axk + wk (1)

yk = Cxk + vk (2)

where k ∈ N , xk ∈ Rnx is the state vector at time k. yk ∈ Rny is the measurement taken by the sensor,
wk ∈ Rnx and vk ∈ Rny are uncorrelated zero-mean Gaussian white noises with covariances Q and R,
respectively. The pair (A,C) is assumed to be observable and (A,Q1/2) is controllable.

A. Local state estimation

The system under DoS attack is shown in Fig. 1.

1,k
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x
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k
g

ky
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Attacker

Communication 

channel 

Fig. 1. The system under DoS attack

In order to improve the estimation performance, a smart sensor with storage and computing capabilities
is used for the system under DoS attack [17]. On the other hand, the smart sensor is also able to collect
information by conducting some simple recursive algorithms. With the use of the smart sensor, a local
estimation x̂sk of the state xk is obtained by running a Kalman filter after taking measurement yk and then
x̂sk is transmitted to the remote estimator. The local minimum mean-squared error (MMSE) estimate x̂sk
of the process xk is denoted by

x̂sk = E{xk|y1, y2, . . . , yk} (3)

The estimation error covariance matrix P̂ s
k is given by

P̂ s
k = E{(xk − x̂sk)(xk − x̂sk)T |y1, y2, . . . , yk} (4)

The standard Kalman filter [8] adopted by the sensor is as follows:

x̂k|k−1 = Ax̂sk−1
Pk|k−1 = AP s

k−1A
T +Q

Kk = Pk|k−1C
T [CPk|k−1C

T +R]−1

x̂sk = Ax̂sk−1 +Kk[yk − Cx̂k|k−1]
P s
k = (I −KkC)Pk|k−1

For convenience of analysis, define the following matrix functions h and g:

h(X) , AXAT +Q (5)

g(X) , X −XCT [CXCT +R]−1CX (6)

It is generally known that the estimation error covariance of the Kalman filter converges to a unique
value from any initial condition. In order to simplify the subsequent discussion, the Kalman filter at the
sensor side is assumed to enter the steady state. Thus, we have

P s
k = P̄ , k ≥ 1
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where P̄ is the steady-state error covariance given in [25, 26], which is the unique fixed solution of
g ◦ h(X) = X . When the Kalman filter is in the steady state, the Kalman gain become a constant K
which can be computed offline [27]. Then the sensor merely calculates the state as following:

x̂sk = Ax̂sk−1 +K[yk − Cx̂k|k−1]
.

B. Communication network

Communication between components of CPS is influenced by a typical DoS attack which blocks the
information flow between the sensor and the receiver to increase packet drop rate. And performance of
the system subject to packets dropout will be deteriorated [28, 29]. In practice, due to limited energy,
the remote estimation performance and strategies corresponding to the sensor and the attacker will be
affected. Within a given time frame T , the data packet is transmitted at most M times from the sensor to
the remote estimator, where M meets M ≤ T . On the other hand, the attacker can launch attack at most
N times, where N meets N ≤ T .

The transmission strategy of the sensor is represented as

ϑS , {λ1, λ2, · · · , λT}
where λk = 1 indicates that the sensor transmits the estimation to the remote estimator at time k and
λk = 0 otherwise. Then, the following constraint is obtained

T∑

k=1

λk ≤M (7)

Similarly, the attack strategy is represented as

ϑA , {γ1, γ2, · · · , γT}
where γk = 1 indicates that the attacker launches a DoS attack at time k and γk = 0 otherwise. Then, the
following constraint is obtained

T∑

k=1

γk ≤ N (8)

In this article, the network is supposed to be reliable without attacker appearing. In other words, there
is no packet dropout between the sensor and the remote estimator. What’s more, the packet loss rate under
the DoS attack is defined by θ.

C. Remote estimation process

For facilitating the following description, x̂k and Pk are defined to represent the remote estimator’s
MMSE state estimate and error covariance of the process xk . At time k, the estimation is x̂k = x̂sk only
when x̂sk is successfully received by the remote estimator; otherwise, the estimation is predicted based on
the estimation of the previous step. Thus, the estimation is obtained as

x̂k =

{
x̂sk, if packet arrives
Ax̂k−1, otherwise
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Similarly, the error covariance Pk is derived as

Pk =

{
P̄ , if packet arrives
h(Pk−1), otherwise

Assume that the initial value of the error covariance is P̄ , i.e., P0 = P̄ , which indicates a local state
estimate at time k = 0. According to [12], Pk can only take values in the finite set {P̄ , h(P̄ ), · · · , hk(P̄ )}
at a given time k.

D. Main Problem

For a given attack strategy ϑA, define Jθ(γk) as the average expected estimation error covariance matrix.
θ is packet loss rate under DoS attack. Then Jθ(γk) is described by

Jθ(γk) =
1

T

T∑

k=1

E[Pk(γk)] (9)

In order to analyze performance of the sensor and the attacker, the packet loss rate θ(ϑA) is defined as
cost function for the attacker. JS(ϑS) is defined as pay-off function for the sensor as following

JS(ϑS) , −Tr{Jθ(γk)} (10)

Remark 1. Estimation error covariance is an index to evaluate performance of the state estimation. In
this article, a system under DoS attack with energy constraint is studied. Consider a finite horizon T and
a given attack schedule γk, due to the finite energy constraint, a typical pay-off function: the average
expected estimation error covariance, is adopted to analyze performance of the sensor and the attacker
in this article. Similar definitions can be found in[17, 18, 26].

The purpose of the sensor and the attacker is to maximize their pay-off function, respectively. Due to
the energy for both sides is constrained, we are interested in finding the optimal strategies for each side.
It is obvious that more energy is beneficial for improving performance. The optimal strategies for both
sides are not changed if the conditions change from (7) and (8) to

∑T
k=1 λk = M and

∑T
k=1 γk = N ,

respectively. (similar transformation can be found in [17], [30]).
Based on the above analysis, similar to [17], a new optimization problem is raised as follows:

Problem 1. For the sensor

max
ϑS

JS(ϑS)

s.t.
T∑

k=1

λk = M

For the attacker

max
ϑA

θ(ϑA)

s.t.
T∑

k=1

γk = N

Remark 2. It should be pointed out that JA(ϑS) , Tr{Jθ(γk)} is adopted as a pay-off function of the
attacker in [17]. While in the above problem, the pay-off function for the attacker is defined as θ(ϑA)
which is convenient for analysis in game framework. Furthermore, the relation between JA(ϑS) and θ(ϑA)
will be given in the following.
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It is easy to know that JA(ϑS) is a function of the packet loss rate θ. Next, the relation between JA(ϑS)
and θ(ϑA) will be given. A lemma is introduced to facilitate the proof. It can be seen that the error
covariance matrix Pk during the consecutive attack period [s+ 1, s+m] is a stationary Markov chain:

Lemma 1. 1) the distribution of error covariance matrix Ps+k is represented as

Pr{Ps+k = hζ(P̄ )} =

{
θζ − θζ+1, ζ = 0, 1, · · · , k − 1
θk, ζ = k

2) the conditional probability is represented as follows:

Pr{Ps+k = hj(P̄ )|Ps = hζ(P̄ )} =

{
θj − θj+1, j = 0, 1, · · · , k − 1
θk, j = ζ + k

Attacking times n is given by an attack strategy with following attacking sequences, k1, k2, · · · , ks, i.e.,
(0, · · · , 0, 1, · · · , 1︸ ︷︷ ︸

k1 times

, 0, · · · , 0, 1, · · · , 1︸ ︷︷ ︸
k2 times

, 0, · · · , 0, 1, · · · , 1︸ ︷︷ ︸
ks times

, 0, · · · , 0) (11)

where
∑T

ζ=1 = N , 1 indicates that the attacker launches an attack and 0 otherwise. Note that each
neighboring sequences are divided by at least one zero. Then we have

Jθ(γk) =
1

T

T∑

k=1

E[Pk(γk)]} =
1

T

s∑

ζ=1

kζ∑

nζ=1

E[Psζ+nζ ] +
T − n
T

P̄ (12)

=
1

T

s∑

ζ=1

kζ∑

nζ=1

[
nζ−1∑

m=0

hm(P̄ )(θm − θm+1) + θnζhnζ(P̄ )

]
+
T − n
T

P̄

Lemma 2. JA(ϑA) is a monotonically increasing function about θ.

Proof. Define Ψ =
∑nζ−1

m=0 h
m(P̄ )(θm − θm+1) + θnζhnζ(P̄ ). Then the monotonicity of Jθ(γk) and Ψ is

consistent.

Ψ′ =

[
nζ−1∑

m=0

hm(P̄ )(θm − θm+1) + θnζhnζ(P̄ )

]′
(13)

=

nζ−1∑

m=0

hm(P̄ ){mθm−1 − (m+ 1)θm}+ nζθ
nζ−1hnζ(P̄ )

= h(P̄ )− h0(P̄ )− 2θ[h(P̄ )− h2(P̄ )]− 3θ2[h2(P̄ )− h3(P̄ )] + · · ·+ nζθ
nζ−1hnζ(P̄ )

=

nζ−1∑

m=0

(m+ 1)θm[hm+1(P̄ )− hm(P̄ )]

According to the Property 3.3 of reference [12], hm(P̄ ) is an increasing function. Therefore we can obtain
Ψ′ > 0, which is the same to J ′θ(γk) > 0. JA(ϑS) is also an increasing function. Therefore, maximizing
packet loss rate is equivalent to maximizing the error covariance for the attacker.

III. GAME FRAMEWORK

Depending on the targets of the attacker and the sensor, the adopted game may take different strategies.
In a game, the sensor and the attacker are two players where ϑS and ϑA are their respective actions.
No player is able to benefit from changing his own strategy while the other players keep theirs benefit
unchangeable. Therefore the current strategy profile, i.e., the current set of strategy choices, constitutes a
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Nash equilibrium (defined in [31]). A series of processes are described for convenience of the later narrative
in which several definitions are introduced. For example, the pure strategy: Participants choose only one
specific strategy under the given information. The mixed strategy: Participants make a combination of
pure strategies with different probabilities. Both sides do not know the exact following action taken by
their opponent in the game and any side does not use a single strategy to reach the NE. Further, there
exists at least one mixed strategy NE for any game with a finite set of strategies, which is proved in
[31, 32].

In this section, the matrix game framework is adopted to solve the problem 1. Define the attack strategy
set as {a1, a2, . . . , an}, and the mixed strategy ΦA(ap) is a probability of the DoS attacker choosing attack
behavior ap, p = 1, 2, ...n. On the other hand, define the defensor strategy set as {d1, d2, . . . , dm}, and
the mixed strategy ΦS(dq) is a probability of the sensor choosing defensive behavior dq, q = 1, 2, ...m.
Moreover, there exist the following equalities

n∑

q=1

ΦS(dq) = 1 q = 1, 2, · · · ,m (14)

m∑

p=1

ΦA(ap) = 1 p = 1, 2, · · · , n (15)

For simplicity, ΦS(dq) and ΦA(ap) are represented as ΦS(q) and ΦA(p), respectively. Let ΦS and ΦA be

ΦS := [ΦS(d1),ΦS(d2), · · · ,ΦS(dm)]T

ΦA := [ΦA(a1),ΦA(a2), · · · ,ΦA(an)]T

NE for the problem 1 is defined in the following. For the convenience, we define J = Tr{JS(ϑS)}.
Definition 1. If the following inequalities

θ(ΦS
∗,ΦA) ≤ θ(ΦS

∗,ΦA
∗)

JS(ΦS,ΦA
∗) ≤ JS(ΦS

∗,ΦA
∗)

set up simultaneously, strategy set (Φ∗S,Φ
∗
A) is called the NE strategy of the game model.

Considering the above definition, the optimal strategies for each side are Φ∗S and Φ∗A, respectively.
The sensor is to maximize the benefit JS(ΦS,ΦA) given the optimal strategy Φ∗S . The DoS attacker is
to maximize the packet loss rate θ(ΦS,ΦA) given the optimal strategy Φ∗A. Under the framework of the
game model, there exists only one optimal allocation strategy in the form of an NE strategy. Any game
players in the NE point do not get any benefit by altering its strategy unilaterally.

Next, the optimal strategy for the game will be designed. Firstly, the objective pay-off matrices Fθ and
FJ of the attacker and the sensor are defined as following

Fθ :=

a1 a2 · · · an

d1 θ11 θ12 . . . θ1n

d2 θ21 θ22 . . . θ2n

...
...

...
. . .

...

dm θm1 θm2 . . . θmn

(16)
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FJ :=

a1 a2 · · · an

d1 JS,11 JS,12 . . . JS,1n

d2 JS,21 JS,22 . . . JS,2n

...
...

...
. . .

...

dm JS,m1 JS,m2 . . . JS,mn

(17)

In the pay-off matrices (16) and (17), the element θqp, q = 1, 2, · · · ,m, p = 1, 2, · · · , n is used to
express benefit of the DoS attacker when the attacker uses behavior ap and the defender uses defensive
behavior dq. Similarly, the element JS,qp, p = 1, 2, · · · , n, q = 1, 2, · · · ,m is used to express benefit of
the sensor when the sensor uses defensive behavior dq and the DoS attacker uses attack behavior ap. The
following Theorem provides the conditions for the existence and uniqueness of NE, while the expression
of NE strategy is given.

Theorem 1. Denote matrices RJ,Rθ,vJ and vθ as follows

RJ =




JS,11 − JS,12 JS,21 − JS,22 · · · JS,m1 − JS,m2
...

...
. . .

...
JS,11 − JS,1n JS,21 − JS,2n · · · JS,m1 − JS,mn

1 1 · · · 1




Rθ =




θ11 − θ12 θ21 − θ22 · · · θm1 − θm2
...

...
. . .

...
θ11 − θ1n θ21 − θ2n · · · θm1 − θmn

1 1 · · · 1




vJ =
[

0 0 · · · 0 1
]T

︸ ︷︷ ︸
n

vθ =
[

0 0 · · · 0 1
]T

︸ ︷︷ ︸
m

If matrices FJ and Fθ are invertible, meanwhile, the following equalities

RJΦ∗S = vJ, RθΦ
∗
A = vθ, n = m

have solutions with ΦS(p),ΦA(q) > 0, ∀p ∈ {1, 2, · · · ,m},∀q ∈ {1, 2, · · · , n}, then there exists a unique
NE solution. The NE strategy (Φ∗S,Φ

∗
A) is given by

Φ∗S = R−1J vJ (18)

Φ∗A = R−1θ vθ (19)

Proof. Similar proof can be found in [33].

IV. CPS WITH MULTIPLE-SUBSYSTEM

In this section, the security estimation is considered for CPS with multiple-subsystem as in Fig. 2.
Our purpose is to gain the optimal estimate strategy subject to DoS attack under a game framework.
An assumption is proposed that the attacker launches a attack on multiple-subsystems in the wireless
transmission networks. For example, DoS attacker is able to switch strategy between target subsystems,
which achieves the purpose of jamming signals. In this situation, the attacker has to make the attack
decision, i.e., when to attack, which subsystem and what to be chosen. While the sensors face a tradeoff
between consuming more energy to increase link reliability and meeting the energy constraints.
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Fig. 2. The system with multiple-subsystem under DoS attack

The system model with multiple-subsystem is described in the following:

xi,k+1 = Aixi,k + wi,k (20)

yi,k = Cixi,k + vi,k (21)

where k ∈ N and i stands for the ith subsystem, xi,k ∈ Rnx is the process state vector at time k for the
ith subsystem. yi,k ∈ Rny is the measurement taken by the sensor for the ith subsystem, wi,k ∈ Rnx and
vi,k ∈ Rny are uncorrelated zero-mean Gaussian noises with covariances Qi and Ri for the ith subsystem,
respectively. For different subsystems, E{ωi,kωTj,k} = 0, E{νi,kνTj,k} = 0, (i 6= j). The pair (Ai, Ci) is

assumed to be observable and (Ai, Q
1/2
i ) is controllable.

A. Communication network

In this section, due to limited energy, the remote estimation performance and strategies corresponding
to the sensors and the attacker will be affected. Within a given time frame T , the data packet is transmitted
at most Mi times for the ith subsystem from the sensor i to the remote estimator i. And the sensor’s
energy constraint meets Mi ≤ T . On the other hand, the attacker can only jam one channel or does not
take action in any time. And the attacker’s energy constraint meets N ≤ T . The transmission strategies
of the sensors are represented as

ϑ′S ,





λ1,1, λ1,2, · · · , λ1,T
λ2,1, λ2,2, · · · , λ2,T
· · · , · · · , · · · , · · ·
λr,1, λr,2, · · · , λr,T





(22)

where r is the number of subsystems. λi,k = 1, (i = 1, 2, ...r, k = 1, 2, ...T ) indicates that the sensor i
transmits the estimation successfully to the remote estimator i at time k and λi,k = 0 otherwise. Then,
the following constraint is obtained

T∑

k=1

λi,k ≤Mi (i = 1, 2, · · · , r) (23)

Similarly, the attack strategy is represented as

ϑ′A ,





γ1,1, γ1,2, · · · , γ1,T
γ2,1, γ2,2, · · · , γ2,T
· · · , · · · , · · · , · · ·
γr,1, γr,2, · · · , γr,T





(24)
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where γi,k = 1, (i = 1, 2, ...r, k = 1, 2, ...T ) indicates that the attacker launches a DoS attack at time k for
the ith subsystem and γi,k = 0 otherwise. It is assumed that the packet loss rate is θi when the attacker
jams the ith system. Due to energy constraint, we suppose that the attacker can only jam one channel or
does not take action in any time. Then, the following constraint is obtained

r∑

i=1

T∑

k=1

γi,k ≤ N (25)

B. State estimation

Firstly, for the sensor, the smart sensor is also used to collect information by conducting some simple
recursive algorithms in the single system. An estimation of the state xi,k is obtained by running a Kalman
filter after taking measurement yi,k by using the smart sensor, where i stands for the ith subsystem. Thus,
it is unnecessary to transmit the measurement yi,k to the remote estimator i. The local MMSE estimate
x̂si,k of the process xi,k for the ith subsystem is denoted by

x̂si,k = E[xi,k|yi,1, yi,2, · · · , yi,k] (26)

The estimation error covariance matrix P̂ s
i,k is given by

P̂ s
i,k = E[(xi,k − x̂si,k)(xi,k − x̂si,k)

′|yi,1, yi,2, · · · , yi,k] (27)

Without loss of generality, it is considered that the Kalman filter for ith subsystem is convergent from
any initial condition. That is the error covariance P s

i,k is assumed to enter the steady-state at the sensor
side.

P s
i,k = P̄i, k ≥ 1 (28)

where the error covariance P s
i,k converges exponentially to a unique fixed point P̄i.

Secondly, for the remote estimator, to quantify estimation performance, x̂i,k and Pi,k are defined to
represent the remote estimator’s MMSE state estimate and error covariance of the process xi,k. At time
k, the estimation is x̂i,k = x̂si,k only when x̂si,k is successfully received by the remote estimator; otherwise,
the estimation is predicted based on the estimation of the previous step for the ith subsystem. Thus, the
estimation is obtained as

x̂i,k =

{
x̂si,k, if packet arrives
Ax̂i,k−1, otherwise

Similarly, the error covariance Pi,k is derived in the following

Pi,k =

{
P̄i, if packet arrives
h(P̄i,k−1), otherwise

Specially, when the system parameters of all subsystems are the same, the initial value of the error
covariance P0 for every remote estimator starts from P̄ , that is, P̄i = P0 = P̄ .

C. Problem setup

For a given attack strategy ϑ′A, define Ji,θi(γi,k) as the average expected estimation error covariance
matrix for the ith subsystem. Then Ji,θi(γi,k) is described by

Ji,θi(γi,k) =
1

T

T∑

k=1

E[Pi,k(γi,k)] (29)
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From the viewpoint of sensors, the purpose is to maximize their total pay-off function

JS(ϑ′S) =
r∑

i=1

Ji,S(ϑ′S) (30)

Ji,S(ϑ′S) , −Tr{Ji,θi(γi,k)} (31)

Due to energy constraint, the DoS attacker needs to make decisions when and which channel to jam in
order to maximize the pay-off function

JA(ϑ′A) = −JS(ϑ′S) (32)

We are interested in finding the optimal strategies for each side, subject to the energy constraints (24)
and (25). Similarly, more energy is always beneficial for improving performance, the energy constraints
(24) and (25) are changed to

∑T
k=1 λi,k = Mi,

∑r
i=1

∑T
k=1 γi,k = N , respectively. Both the sensors and

the attacker want to achieve their maximum cost, which raises the following optimal problem.

Problem 2. For the sensors

max
ϑ′S

JS(ϑ′S)

s.t.
T∑

k=1

λi,k = Mi (i = 1, 2, · · · , r)

For the attacker

max
ϑ′A

JA(ϑ′A)

s.t.
r∑

i=1

T∑

k=1

γi,k = N

Remark 3. The attacker focuses more on the packet loss rate θ for the single system. While the attacker
pays more attentions on overall performance of the system, that is, the error covariance of all subsystems.
Therefore, JA(ϑ′A) = −∑r

i=1 Ji,S(ϑ′S) is adopted as the pay-off function in problem 2 .

D. Existence of the Nash equilbrium

In this section, for the situation with energy constraint for the attacker and the sensors. Both sides have
many strategies and take the opponent’s strategy into consideration, we shall investigate the problem from
a game-theoretic point. As far as the sensors, the number of all the pure strategies is U = CM1

T CM2
T ...CMr

T .
For future reference, those pure strategies are denoted as ϑ′ pure

S (1), ϑ′ pure
S (2), · · · , ϑ′ pure

S (U). Mixed
strategies for the sensors are able to be written as: ϑ′ mixed

S (π1, π2, . . . , πU) = {ϑ′ pure
S (u) with probability

πu} and where πu ∈ [0, 1], u = 1, 2, ..., U and
∑U

u=1 πu = 1. Similarly, for the attacker, the number of all
the pure strategies is L = rNCN

T , and the pure strategies are denoted as ϑ′ pure
A (1), ϑ′ pure

A (2), · · · , ϑ′ pure
A (L).

ϑ′ mixed
A (µ1, µ2, ..., µL) ={ϑ′pure

A (l) with probability µl},where µl ∈ [0, 1], l = 1, 2, ..., L, and
∑L

l=1 µl = 1.
Firstly, Nash defined a mixed strategy NE for any game with a finite set of strategies and proved that

at least one mixed strategy Nash must exist in such a game. Then, every side once chooses a strategy
and no player is able to obtain benefit by changing his own strategy while the other players keep theirs
unchanged. Finally, the two sides still do not know what exact action for the opponent is taken. Based
the analysis above, the reason why both sides can achieve the NE is obtained.

Theorem 2. For any game with a finite set of strategies, there exists at least one mixed strategy NE in
the game.

Proof. Proved in [31].
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Lemma 3. The lagrange multipliers can be used to obtain the solution of function f(π1, π2, ...πl)

Proof. According to [34], a multi-variate function f(π1, π2, ...πl) is set and g(π1, π2, ...πl) = Ω is intro-
duced. And f and g are both function that have continuous first partial derivatives and Ω = 1 in this
section. Next, one new variable $ is introduced and the lagrange function ∆(π1, π2, ...πl, $) is set as

∆(π1, π2, ...πl, $) = f(π1, π2, ...πl) +$[g(π1, π2, ...πl)− Ω]

We need the partial derivative of function ∆(π1, π2, ...πl, $) about all variables to obtain the solution
∆(π1, π2, ...πl, $). In the above, given ϑ′A, we can obtain f(π1, π2, ...πl) = JS(ϑ′ mixed

S ) and g(π1, π2, ...πl) =∑U
l=1 πl = 1. Given ϑ′S , it will have the following

∆(µ1, µ2, ...µu, $
′) = f(µ1, µ2, ...µl) +$′[g(µ1, µ2, ...µu)− Ω]

where f(µ1, µ2, ...µl) = JA(ϑ′ mixed
A ) and g(µ1, µ2, ...µu) =

∑U
l=1 πl = 1

Theorem 3. Consider the interactive decision making in the multiple subsystems subject to the malicious
attack. The optimal strategies for the sensors and the attacker achieve the NE of the player’s game.

Proof. Define the optimal mixed strategies for the sensors and the attacker as ϑ′∗S = (π∗1, π
∗
2, . . . , π

∗
U) and

ϑ′∗A = (µ∗1, µ
∗
2, . . . , µ

∗
L) , respectively. Then

JA(ϑ′∗S , ϑ
′
A) ≤ JA(ϑ′∗S , ϑ

′∗
A)

JS(ϑ′S, ϑ
′∗
A) ≤ JS(ϑ′∗S , ϑ

′∗
A)

Next, the NE solution of the game will be given. Define JS(ϑ′ pure
S (u)) , Gu for each ϑ′ pure

S (u). The
objective function JS(ϑ′ mixed

S ) of the ϑ′ mixed
S is written as follows:

JS(ϑ′ mixed
S ) =

U∑

u=1

πuGu,
U∑

u=1

πu = 1 (33)

where JS(ϑ′ pure
S (u)) =

∑r
u=1 Ju,S(ϑ′ pure

S (u)). Assuming that ϑ′∗A is given, the equilibrium strategy of the
sensors ϑ∗S = (π∗1, π

∗
2, . . . , π

∗
U) is the one that maximizes JS(ϑ′ mixed

S ) under the constraint
∑U

u=1 π
∗
u = 1 by

the definition of the NE. Thus ϑ′∗S can be calculated easily using the Lagrange multipliers method. Then,
for the attacker, there is a similar process to find the optimal solution ϑ′∗A = (µ∗1, µ

∗
2, . . . , µ

∗
L). Finally, we

are able to combine the two solutions to obtain the NE of the two player’s game.

V. NUMERICAL EXAMPLES

A. Example 1: Single System

In this section, we use a scalar system to illustrate the effectiveness of the results for single linear time-
invariant system under attack. The system parameters are set as A = 0.5, C = 1, Q = 0.05, R = 0.001.
The sensor and the attacker are assumed to be limited to only one chance to send date or launch attack,
that is T = 2,M = 1, N = 1. Then there exist two kinds of attack strategies a1 and a2 to be chosen by
the attacker. For the sensor, d1 and d2 are its defensive strategies. Pay-off matrices are given as follows

Fθ :=
a1 a2

d1 0.39 0.18
d2 0.12 0.48

, FJ :=
a1 a2

d1 0.0195 0.0090
d2 0.0060 0.0240

According to Theorem 1, the optimal mixed strategy for the sensor is calculated as follows

Φ∗S =
[

0.5263 0.4737
]T
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and the optimal mixed strategy for the attacker is

Φ∗A =
[

0.6316 0.3684
]T

Therefore, the packet loss rate θ∗ = Φ∗TS FθΦ
∗
A = 0.2842 is gotten. Simulation results are shown in the

following.
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Fig. 3. State estimation with and without attack
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Fig. 4. Estimation error with and without attack
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Fig. 5. The estimation error covariance

From Fig. 3-Fig. 5, it can be seen that the system is still stable under this attack. And the state estimation
is basically consistent under attacker and without attacker. The estimate error covariance fluctuates around
the steady state value P̄ . (The value of P̄ will not affect the convergence of the filter. So it is assumed
to be zero in this example.)
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Fig. 6. Estimation error VS dynamic attack

In Fig. 6, the estimation error and the packet loss sequence based on the NE solution is illustrated, where
γk=1 represents packet loss, and 0 represents no packet loss. It can be seen that the estimation error
fluctuates greatly when the data packet loss occurs. From the above analysis, it is concluded that the
transmission strategy for the sensor provides a more accurate state estimation.

B. Example 2: Multiple-subsystem

An example with two subsystems is given to illustrate the security estimation for CPS with multiple-
subsystem under DoS attack. The system parameters are set as: T = 2,M1 = 1,M2 = 1, N = 1 and
A1 = 0.6, A2 = 0.8, C1 = 1, C2 = 1.1, Q1 = 0.05, Q2 = 0.02, R1 = 0.001, R2 = 0.004. The pure strategies



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

MANUSCRIPT 15

for the attacker are

ϑ′ pure
A (1) =

{
1 0
0 0

}
, ϑ′ pure

A (2) =

{
0 0
1 0

}
, ϑ′ pure

A (3) =

{
0 1
0 0

}
, ϑ′ pure

A (4) =

{
0 0
0 1

}
.

The pure strategies for the sensor are Similar, for the sensors, we can also obtain as following:

ϑ′ pure
S (1) =

{
1 0
1 0

}
, ϑ′ pure

S (2) =

{
0 1
1 0

}
, ϑ′ pure

S (3) =

{
0 1
0 1

}
, ϑ′ pure

S (4) =

{
1 0
0 1

}
.

According to Theorem 3, the Nash equilibrium solution is obtained as ϑ∗S = (0.1901, 0.3386, 0.2553, 0.2160)
and ϑ∗A = (0.0620, 0.2787, 0.3813, 0.2780).

VI. CONCLUSION

In this paper, the problem of remote state estimation under DoS attack has been studied. Firstly, a system
where one sensor communicated with a remote estimator through a wireless channel was considered. The
DoS attacker can jam the transmission channel with limited actions in any time. A novel game framework
was proposed and the optimal strategies for both sides have been obtained by using matrix game. Further,
we extended it to the scenario with multiple-subsystem. An integrated game-theoretic framework was
developed to investigate the interactive decision-making process between the sensors and the attacker.
Moreover, existence conditions of NE strategies were presented. Simulation examples demonstrate the
effectiveness of the provided techniques.
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