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Abstract

Analytical Hierarchical Process (AHP) along with fuzzy set theory has been used extensively in the Multi-Criteria Decision 
Making (MCDM) process in which fuzzy numbers are utilized to represent human judgments more realistically. Over the past 
couple of decades, numerous articles have been published proposing algorithms through which priority vector (or weight vector) 
can be calculated from fuzzy comparison matrices. The aim of this study is to conduct a comprehensive performance analysis of the 
most popular algorithms proposed in this domain in terms of accuracy of weights calculated from fuzzy comparison matrices. Such 
an analysis is much needed by the researchers and practitioners. However none is available. An experimental analysis is conducted 
and the performance of various algorithms are evaluated with varying three parameters i.e., the size of the comparison matrix, the 
level of fuzziness and the level of inconsistency. We found that modified Logarithmic Least Squares Method and Fuzzy Inverse of 
Column Sum Method (FICSM) generally outperformed other algorithms, while Fuzzy Extent Analysis (FEA) which is the most 
frequently used algorithm in the literature provides the least accurate results. Furthermore, it was observed that a modified version 
of FEA method significantly improved its performance.
© 2018 Published by Elsevier B.V.

Keywords: Fuzzy Analytic Hierarchy Process (FAHP); Multi-Criteria Decision Making (MCDM); Fuzzy Extent Analysis; Logarithmic Least 
Square Method

1. Introduction

Multiple Criteria Decision Making (MCDM) methodologies assist decision makers in choosing the best alternative 
while evaluating various competing and often conflicting criteria. Over the past many years, literature on MCDM 
has observed a steady growth [1] [2] while Analytical Hierarchical Process (AHP) proposed by Thomas L. Saaty [3]
remains the most popular MCDM technique [4]. AHP seeks expert opinions in the form of pairwise comparisons 
and later derives ratio scales from comparison matrices which indicate the preferences of the decision maker among 
different alternatives in terms of the criteria as well as the preference i.e., weights of the criteria themselves. The 
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normalized weighted sum over the criteria provides an overall score associated with each available alternative and 
thus help decision maker to choose the best decision. The vast literature on AHP is mainly divided based on two 
different scales that can be used to record pairwise comparisons namely, scale based on crisp numbers (scale of 1–9) 
and scale based on fuzzy numbers. The original method as proposed by Saaty [3] uses the crisp scale of 1–9 in which 
decision maker preferences assessed with natural language labels (e.g. weak, normal, strong etc.,) are represented by 
one crisp number in the given scale and recorded in comparison matrices. Whereas Fuzzy AHP (FAHP) algorithms 
use fuzzy numbers to represent the same preferences and they are recorded in corresponding fuzzy comparison ma-
trices. Main motivation behind incorporating fuzzy set theory into original AHP is based on the argument that human 
judgments and preferences cannot be accurately represented by crisp numbers due to the inherent uncertainty in hu-
man perception. Disregarding this fuzziness of the human behavior in the decision making process may lead to wrong 
decisions [5]. Therefore, in order to address this issue of vagueness and uncertainty, and to accurately transform hu-
man judgments into ratio scales, fuzzy set theory introduced by Zadeh [6] has been extensively incorporated into the 
original AHP in which the weighing scale is composed of fuzzy numbers. In FAHP, weights are calculated from fuzzy 
comparison matrices which are later used to rank the available alternatives together with the scores attained by the 
alternatives for each criterion. Therefore, determination of the weights from comparison matrices is one of the key 
steps of the process. In the conventional AHP these weights are shown to be the eigenvectors of the comparison matrix 
for a fully consistent decision maker [7]. In addition to the eigenvector approach, other techniques are also proposed 
in the literature among which arithmetic and geometric mean methods are the most frequently used ones. However in 
case of FAHP, calculating weights from fuzzy comparison matrices is not straightforward due to complexities asso-
ciated with the arithmetics of fuzzy numbers and therefore over the past couple of decades, various algorithms have 
been proposed in the literature with an aim to accurately extract weights from fuzzy comparison matrices. Golany 
and Kress [8] provide a performance comparison of most commonly used six methods in original AHP, in which they 
used minimum violation, total deviation, conformity and robustness as criteria for performance analysis. They con-
cluded that Modified Eigenvalue (MEV) [9] is the least effective method, while among the remaining five algorithms, 
each have their own weaknesses and advantages. Another comparative analysis is performed by Ishizaka and Lusti 
[10] in which they used Monte Carlo simulations to compare and evaluate four techniques to derive priority vector in 
original AHP including right eigenvalue method, left eigenvalue method, geometric mean and the mean of normalized 
values and conclude that number of contradictions increases with increase in the inconsistency as well as the size 
of the matrix. Some other similar studies that compare crisp AHP approaches in various aspects are also available 
in the literature [11] [12] [13] [14] [15]. Buyukozkan et al. [16] provide a review of Fuzzy AHP algorithms and list 
the characteristics and advantages and disadvantages for those methods which are structurally different. However, a 
performance analysis of FAHP algorithms similar to the ones that are available for the original AHP is not conducted 
so far. More and more papers are being published which apply FAHP as part of the solution process, however the 
choice of the FAHP technique used in the analysis seems to be arbitrary due to this gap in the literature. Therefore, 
in this study we attempt to carry out a detailed performance analysis of nine different FAHP methods in terms of 
accuracy of weights calculated from fuzzy comparison matrices. Such an analysis would address the gap in the litera-
ture and guide both the researchers and practitioners while choosing the most appropriate algorithm in their analysis. 
Generally speaking, most of the AHP literature assumes that the pairwise comparison matrix is complete. Therefore, 
the incomplete case is left out of the scope of this research and might be a good future research area. Yet, we kindly 
ask those readers who are interested in how incomplete preference relations can be treated to refer to a good literature 
review on the related topics [17]. The rest of the paper is organized as follows. We will first provide an overview of 
the FAHP methods for which performance analysis will be carried out in this study. In section 3, we will describe the 
methodology used to conduct the performance analysis. Next in section 4 we will discuss the main results and in the 
final section, conclusions and future research areas will be highlighted.

2. Fuzzy Analytic Hierarchical Process

In the literature various FAHP algorithms are available. A review of citation analysis on Google Scholar is con-
ducted in order to assess the popularity of these algorithms. Five of the FAHP algorithms namely Logarithmic Least 
Square Method (LLSM, hereinafter referred to as Laarhoven) [18], LLSM with modified normalization (hereinafter 
referred to as Boender) [19], Fuzzy Extent Analysis (FEA, hereinafter referred to as Chang) [20], FEA with modified 
normalization (hereinafter referred to as Wang) [21] and Buckley’s Geometric Mean method (hereinafter referred to 
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Fig. 1. Number of citations received by the five popular algorithms in Google scholar between years 2000 and 2016.

as Buckley) [22] are among the most popular algorithms in the literature. Fig. 1 illustrates the yearly citation history 
of these algorithms in Google scholar between 2000 and 2017. Review of this literature shows that some of these 
techniques (particularly Chang, Laarhoven and Buckley) are still being frequently referred to (and in some cases 
implemented as well) by the researchers.

To broaden the scope of our research, we also introduce four other methods (to the best of authors’ knowledge, 
first time in the literature) in our comparative study which are referred to as Fuzzy Arithmetic Mean (FAM), Fuzzy 
Geometric Mean (FGM), Fuzzy Row Sum Method (FRSM) and Fuzzy Inverse of Column Sum Method (FICSM). 
FAM and FGM are the fuzzified version of the two popular conventional AHP methods. Note that FGM is different 
than the Buckley‘s Geometric Mean method [22] and should be considered as two separate approaches. FRSM is 
a modification of FEA method in which comparison of fuzzy numbers and their defuzzification through degree of 
possibility is replaced with centroid defuzzification. Whereas, FICSM is an intuitive approach in which inverse of 
column sums of comparison matrices are taken as the corresponding weights. Due to lack of space the details of the 
five popular FAHP algorithms are not provided here and interested readers are referred to the original papers for the 
details of the corresponding algorithms [18][22][19][23][21]. However for the sake of clarity, following we provide a 
brief overview of the latter four methods that are included in the performance analysis.

2.1. Arithmetic and geometric mean

Arithmetic mean and the geometric mean approaches are among the most popular techniques used in crisp AHP. 
These two techniques originates from the properties of a fully consistent comparison matrix. Note that even though 
the following discussion will focus only on extracting the weights of criteria, same steps are applicable to assess the 
score of an alternative for a particular criteria as well. Suppose that there are (n) criteria and one wants to extract the 
weight vector, i.e., w = w1, w2, · · · , wn whereas wi refers to the weight of the ith criteria

Recall that a fully consistent comparison matrix is as follows:

W ′ =

⎛
⎜⎜⎜⎝

w1/w1 w1/w2 · · · w1/wn

w2/w1 w2/w2 · · · w2/wn

...
...

. . .
...

wn/w1 wn/w2 · · · wn/wn

⎞
⎟⎟⎟⎠ (1)

In the first step, we sum up each column which results in the following:(
w1 + w2, · · · ,wn

,
w1 + w2, · · · ,wn

, · · · ,
w1 + w2, · · · ,wn

)
(2)
w1 w2 wn
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Note that AHP assumes additive utility, i.e., the overall utility is weighted sum of individual utilities and the ∑
wi = 1. Therefore, the column sums provided by Equation (2) are equivalent to(

1

w1
,

1

w2
, · · · ,

1

wn

)
(3)

Next if one divides each element of the comparison matrix with its corresponding column sum, we end up with the 
following matrix which is referred to as WN .

WN =

⎛
⎜⎜⎜⎝

w1 w1 · · · w1
w2 w2 · · · w2
...

...
. . .

...

wn wn · · · wn

⎞
⎟⎟⎟⎠ (4)

That is to say, for a fully consistent matrix, if one applies the above described normalization process, the resulting 
matrix WN will be composed of column vectors which are same with each other and any one of them is the weight 
vector that we are trying to determine i.e., (w1, w2, · · · , wn). However, since in practice the comparison matrix ob-
tained from the decision makers are rarely consistent, the resulting normalized matrix would be composed of column 
vectors that are different from each other. Since each column is a candidate for the weight vector, and the source of the 
inconsistency cannot be detected, a reasonable thing to do is to average the columns of the normalized matrix WN . 
The average can be obtained by either arithmetic means or the geometric means approaches. Equations (5) and (6)
represents these two approaches, where wJ

i denotes the candidate weight associated with the ith criteria based on the 
j th column of the WN .

A.M =
∑n

J=1 wJ
i

n
f or i = 1,2, · · · , n (5)

G.M =
[

n∏
J=1

wJ
i

]1/n

f or i = 1,2, · · · , n (6)

These two approaches are commonly used in conventional AHP. In this paper we included the fuzzified version 
of these approaches in the performance analysis. In the fuzzified versions the starting comparison matrices will be 
composed of fuzzy numbers and fuzzy algebra will be employed while making calculations for the weight vector.

2.2. Row sum

The popular FEA Method proposed by Chang [23] consists of two parts. First part is Fuzzy Extent Analysis 
procedure in which row sums are calculated and afterwards they are normalized. The second part of the methodology 
is the defuzzification and/or ranking of the weights through principal of comparison of fuzzy numbers based on 
degree of possibility. In this paper as an alternate to the original ranking technique used in FEA, a centroid based 
defuzzification approach [24] is adopted and the modified technique, which is referred to as Fuzzy Row Sum Method 
(FRSM) is included in the performance analysis.

2.3. Inverse of column sum

The fourth algorithm that is developed and included in the performance analysis is referred to as Inverse of Column 
Sums. This algorithm is very intuitive and require very few arithmetic operations. For the fully consistent compar-
ison matrix, column sum of each column is calculated by Equation (2). Since (due to additive utility assumption) 
w1 + w2 + · · · + wn = 1, the column sums are equivalent to

1

w1
,

1

w2
, · · · ,

1

wn

(7)

Thus, the inverse of column sums will yield the weight vector w1, w2, · · · , wn for fully consistent comparison 
matrix.

Adding these four algorithms on top of the five well known FAHP techniques previously discussed, we end up with 
nine different FAHP algorithms which are listed in Table 1.
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Table 1
Selected FAHP algorithms.

Table 2
Fuzzy arithmetics.

2.4. Fuzzification of conventional AHP methods

Conventional AHP algorithms explained in section 2.1, 2.2 and 2.3 are extended in fuzzy case by replacing con-
ventional arithmetic operations to fuzzy arithmetic operations. Let (l1 m1 u1) and (l2 m2 u2) be two triangular fuzzy 
numbers and (l1 m1 n1 u1) be a trapezoidal fuzzy number, than the basic fuzzy arithmetic operations required to 
extend conventional AHP algorithms to FAHP are tabulated in Table 2.

3. Design of experimental analysis

We conduct our performance analysis under various conditions. That is to say, three major control parameters are 
employed in the experiments, namely, size of the comparison matrices (n), level of fuzziness (α) and inconsistency 
of the decision maker (β). Ishizaka and Lusti [10] suggests that inconsistency and size of the matrix are factors that 
influences the performance of the conventional AHP algorithms. On top of these two parameters, we also included the 
level of fuzziness as the third control parameter for the performance analysis of the FAHP techniques.

By varying the level of these control parameters, we generate a set of matrices on which we apply the nine FAHP 
methods. As stated earlier, Golany and Kress [8] provide a methodology in order to generate comparison matrices with 
various levels of inconsistency. However, this technique is limited only for crisp AHP and cannot be replicated for 
comparison matrices consisting of fuzzy numbers. Therefore, a novel framework is developed through which random 
fuzzy comparison matrices can be generated for various control parameters as required by the experimental set up.

3.1. Algorithm to generate random fuzzy comparison matrix

Assume that there are n criteria and w1, w2, · · · , wn are the subjective weights corresponding to these criteria for 
a decision maker. In practice the decision makers are asked to make pairwise comparisons and it is assumed that they 
use these weights in order to make the comparisons. In reality, inconsistency as well as fuzziness associated with 
the natural language are incorporated in the process and the resulting matrix would differ from a theoretically fully 
consistent comparison matrix.

In order to conduct the experimental analysis and determine the performance of the nine FAHP algorithms un-
der various conditions, we developed a methodology that mimics the process used by a human decision maker. We 
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Fig. 2. Process diagram.

generated a random weight vector in each replication and using these subjective weights, we construct a perfectly 
consistent crisp comparison matrix using Equation (1). Afterwards, we added inconsistency into the matrices and 
fuzzified it through an approach elaborated below.

3.1.1. Procedure to add inconsistency
Various levels of inconsistency are added in the matrices through inconsistency parameter β ∈ {0, 0.2, 0.4, 0.6,

0.8, 1.0}. Inconsistency interval [a b] is generated for each element of the comparison matrix such that a = wi/wj −
β × wi/wj and b = wi/wj + β × wi/wj . A number xij is randomly selected from this interval and replaced with the 
corresponding element of the comparison matrix. Note that while altering matrices in such a manner, the reciprocal 
nature of the matrices is preserved. Six different values of β are used to generate inconsistency intervals and add 
desired level of inconsistency in the matrices. However, due to the randomness inherent in the process employed to 
incorporate inconsistency, it is possible to end up with a comparison matrix which is less or more inconsistent than 
aimed with the corresponding β parameter. Therefore, once inconsistency is added to the elements of the comparison 
matrix, the resulting measure of inconsistency is calculated through C.R = CI/RI where CI = λmax−n

n−1 as suggested 
by Satty [3], where λmax is maximum eigenvalue of the comparison matrix and RI is the random index. This C.R 
measure is employed to classify matrices on different levels of inconsistency i.e., if C.R is between 0 − 0.03 the 
corresponding comparison matrix is considered as a low level inconsistent matrix; if C.R is between 0.03 − 0.06 it is 
considered as medium level inconsistent matrix and a comparison matrix with C.R between 0.06 − 0.1 is regarded as 
highly inconsistent matrix. Note that any comparison matrix with C.R ≥0.1 is considered as a matrix not sufficiently 
consistent and discarded from the data set as suggested by Saaty [3].

To sum up the above discussion, although parameter β is employed to add inconsistency in the matrices, C.R 
measure is used to classify matrices on different inconsistency levels.

3.1.2. Fuzzification of matrices
The final step of synthetic data generation is fuzzification of matrices which is conducted through parameter α ∈

[0, 1]. It converts a crisp number into a triangular fuzzy number [l m u] such that l = xij −α, m = xij and u = xij +α. 
Range of xij is (α, 9] and during the fuzzification process, the reciprocal nature of matrices is again preserved. That 
is to say, only one of the entry xij ∈ (α, 9] is fuzzified with this process and corresponding reciprocal entry xji is 
determined accordingly to preserve reciprocal nature of the resulting matrix (i.e., xji = 1/xij ).

The overall process is illustrated in Fig. 2 and the pseudo code in provided in Algorithm 1. This process generates 
random matrices for 2 < n ≤ 15, representing comparison matrices assessed from decision makers with inconsis-
tency (β) and fuzziness (α). We intend to make all associated Matlab codes and documentation available for other 
researchers working in similar domain, therefore, in a pattern similar to the one provided in [25] all necessary Matlab 
codes and documentation is made available on-line at [26].

3.1.3. Final data set specifications
After implementation of Algorithm 1, the initial data set is composed of 3840 (= 4 × 4 × 6 × 40) matrices as there 

are four different matrix sizes, four different values of α, six different values of β and for each combination there 
are 40 replications of matrices. However, as stated earlier regarding the inconsistency levels, matrices are reclassified 
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Algorithm 1 Generate fuzzy comparison matrices.
1: n=3
2: while n ≤ 15 do
3: Initial Weights ← Generate n Random Weight which sums upto 1
4: Perfectly Consistent Matrix ← wi/wj

5: β = 0
6: while β ≤ 1 do
7: Add Inconsistency
8: α = 0.25
9: while α ≤ 1 do

10: [l m u] ← Fuzzify Matrix
11: α = α + 0.25
12: β = β + 0.2

13: n = n + 4
14: Weights ← Apply FAHP Algorithm
15: Perfectly Consistent Matrix (W) ← Weights
16: Compatibility Index Value (CIV)

Table 3
Dataset classification and control parameters.

based on the C.R value (instead of β) which results in uneven distribution of matrices where there are large number 
of low level inconsistent matrices and less number of highly consistent matrices.

Therefore, this initial data set of 3840 matrices is reduced to total of 624 matrices which are evenly distributed on 
all experimental parameters. Note that for each combination there are 13 replication of matrices and the final data 
set is composed of 624 (= 4 × 4 × 3 × 13) matrices. Table 3 tabulates final control parameters employed in our 
comparative study as well as number of matrices used in the analysis.

3.1.4. Fuzzy inconsistency measure
When preferences are elicited in the form of crisp numbers, the universally accepted way of measuring incon-

sistency of comparison matrices is through maximum eigenvalue as explained in section 3.1.1. However, when 
preferences are represented through fuzzy numbers or membership functions, measuring inconsistency is still a debat-
able issue [27]. Wang et al. adopts the concept of feasible region to represent inconsistency [28]. Islam et al. proposes 
a Lexicographic Goal Programming (LGP) method to derive weights from pairwise inconsistent interval judgment 
matrices as well as an algorithm for identification and modification of inconsistent bounds [29]. Another method uses 
distance based consistency index is devised in which distance between fuzzy comparison matrix and a specific metric 
function is used as a measure of inconsistency [30]. Yet another methodology i.e., additive consistency measure is dis-
cussed in which a consistency index and threshold of fuzzy preference relations are defined so as to measure whether 
fuzzy preference relations is sufficiently consistent or not [31]. While another study introduces strong transitivity con-
ditions using route matrices and diagraphs and proposes an adjustment procedure to fix inconsistencies in comparison 
matrices [32].

Similarly, various other methods have been proposed in the literature, which employ different inconsistency mea-
sures depending on specific needs of that particular study. Through this study, we intend to conduct a comprehensive 
comparative analysis involving various techniques based on experiment parameters which are consistent across all 
FAHP algorithms. Therefore, we decided to adopt a uniform inconsistency measure as proposed by Saaty [3] to mea-
sure inconsistencies of matrices before fuzzifying them. This approach helps us find true measure of inconsistencies 
added in our synthetic data and helps in classifying matrices more effectively based on the selected inconsistency 
measure.
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3.2. Metrics of performance analysis

Fuzzy comparison matrices were constructed by assuming normalized crisp weights. Afterwards, the nine FAHP 
methods included in our comparative analysis is applied to these random fuzzy comparison matrices and priority vec-
tor or weight vectors are calculated. Among all the FAHP methods, only FEA methods (Chang and Wang) computes 
the defuzzified weights through principle of comparison of fuzzy numbers based on degree of possibility, while rest 
of the FAHP methods calculate weights in the form of fuzzy numbers. In order to effectively conduct performance 
analysis, these fuzzy weights are defuzzified using centroid defuzzification technique.

For our study, the metrics of performance analysis will be Compatibility Index Value (CIV) [33] which provides a 
measure of the deviation between pairwise comparison matrix provided by the decision maker (which in our case will 
be randomly generated pairwise inconsistent matrix) and matrix W = (wi/wj ) constructed from the derived priority 
vector from fuzzy comparison matrix. Let A = (aij ) be randomly generated inconsistent matrix and W = (wi/wj ) be 
perfectly consistent matrix constructed from derived priority vector, then CIV is defined as

CIV = n−2.eT A ◦ WT e (8)

where n is the size of the matrix and eT A ◦ WT e is the Hadamard product of matrix A and WT . Note that if A is 
perfectly consistent matrix than both matrices A and W will be similar and CIV becomes one, else it will have value 
greater than one.

In order to carry out statistical testing, Analysis of Variance (ANOVA) tests are conducted under various experi-
mental conditions. These results are summarized in the next section.

4. Computational results and discussions

In this section, the results of the performance analysis conducted on the nine FAHP methods will be discussed. In 
order to determine the effect of the three experimental parameters, we employed one-way ANOVA (also referred to as 
a between-subjects ANOVA or one-factor ANOVA) which will help in determining any statistical differences between 
the mean differences of CIV while we change the experimental parameters. Note that one-way ANOVA is an omnibus 
test statistic and therefore cannot tell which specific groups of data are significantly different from each other; rather 
it just provide information that at least two of the groups are significantly different from each other. Therefore, for 
detailed analysis, we also conducted a post hoc test in order to analyze the results in more detail.

However, in order to conduct one-way ANOVA the following six assumptions must be satisfied:

1. Dependent variables are continuous.
2. Independent variable consists of two or more categorical, independent groups.
3. There is no relationship between the observations in each group or between the groups themselves i.e., indepen-

dence of observations must hold.
4. There should be no significant outliers, which might have a negative effect on the one-way ANOVA, thus reducing 

the validity of the results.
5. Dependent variable should be approximately normally distributed for each category of the independent variable. 

However, one-way ANOVA only requires approximately normal data because it is quite “robust” to violations of 
normality, meaning that assumption can be a little violated and still provide valid results.

6. Homogeneity of variances must hold.

As explained in the previous section, the structure of the data obtained from the experimental analysis ensures that 
the first three assumptions are satisfied. On the other hand, we employed the methodology provided in [34] in order 
to check the latter three assumptions. In order to check the validity of the fourth assumption box-plots are utilized and 
some outliers are determined. These outliers were neither result of data entry errors nor due to measurement errors 
but determined to be genuinely unusual values. There are various ways through which these outliers can be treated 
[35]. We resolve this problem by conducting the analysis with and without these outliers and no significant difference 
in the results were observed. So we decided to keep these values in our analysis. In order to check the validity of 
the fifth assumption we conducted both Kolmogorov–Smirnov test as well as Shapiro–Wilk test for each subgroup 
and determined that our data is normally distributed for each sub group. To test the final assumption, we conducted 
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Table 4
Selected nine FAHP methods.

Fig. 3. Estimated marginal means of compatibility index.

Table 5
Welch ANOVA analysis between nine different 
methods.

Test Statistica df1 df2 Sig.
Welch 84.146 8 2315.467 .000
a Asymptotically F distributed.

Levene’s test for equality of variances. The results suggested that the assumption of homogeneity of variances was 
violated. Hence, as suggested in [36] we decided to conduct a modified version of one-way ANOVA which is Welch 
one-way ANOVA in the analysis.

4.1. Comparison of selected nine FAHP methods

We first tabulate overall descriptive statistics which shows that mean CIV for FICSM (1.05968, ±0.04665) is 
lowest and for Wang (1.30748, ±0.41495) is highest. Same is illustrated in Table 4 and Fig. 3.

In order to conclude that these differences are significant, one-way Welch ANOVA test is conducted for which 
results are tabulated in Table 5.

Note that Welch ANOVA results only imply that group means differ. It does not show in which particular way 
these group means differ among various subgroups. Therefore, post hoc test is conducted in order to investigate the 
significant differences more effectively.
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Table 6
Games Howell post hoc test – Comparison of FAHP algorithms.

Fig. 4. Heat map – Mean CIV differences between nine FAHP methods. ∗ Sample read from the heat map: mean CIV of Boender is lower by 
0.00464 as compared to Buckley and this difference is not significant mean CIV of Boender is lower by 0.17632 as compared to Chang and this 
difference is significant.

Table 7
Welch ANOVA analysis between different matrix 
sizes.

Test Statistica df1 df2 Sig.
Welch 27.866 3 3053.866 .000
a Asymptotically F distributed.

Since the homogeneity of variance assumption is violated, Games-Howell post hoc test is conducted instead of 
commonly used LSD or Tuckey test. Results of Games-Howell post hoc test corresponding to FICSM vs other FAHP 
methods are tabulated in Table 6. Similar analysis is conducted for each one of the algorithms and results of these 
analyses are graphically presented in Fig. 4 as heat map.

Fig. 4 shows that the mean CIV for FICSM algorithm is lower when compared with other algorithms and these 
differences are significant for FAM, FRSM, Chang and Wang.

We employed a similar methodology to determine if the above conclusions are also valid under various experi-
mental conditions i.e., size of the matrix (n), fuzzification parameter (α) and inconsistency levels (C.R) which are 
discussed below.

4.2. Matrix size

Welch one way ANOVA test (Table 7) shows that mean CIV is statistically different for selected four different 
matrix sizes, F(3, 3053.866) = 27.866, p < .005.

Games Howell post hoc test is conducted for each FAHP algorithm separately in order to investigate these differ-
ences more effectively. Mean CIV differences are illustrated as heat map in Fig. 5.

Where as I(n) and J(n) refer to mean CIV with different matrix sizes. Result shows that in general, mean CIV is 
lowest for lower matrix sizes and it increases as the matrix size is increased with the only exception for FEA (Chang 
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FFig. 5. Post hoc test – Mean CIV differences (I–J) at different matrix sizes for nine FAHP methods.

Fig. 6. Estimated marginal means of CIV.

and Wang). Otherwise, results are consistent for all other FAHP algorithms as illustrated in Fig. 6. That is to say, for 
all FAHP algorithms (except Chang and Wang), mean CIV increases as matrix size is increased.

Next we compared performance of selected nine FAHP methods under different matrix sizes. Results are graphi-
cally illustrated as heat map in Fig. 7 which shows that at n = 3 the best performing algorithm is Buckley, while at 
n = 7 FICSM is the best performing algorithm. Boender is the best performing algorithm at higher matrix sizes i.e., 
n = 11, n = 15. This result will serve as a useful guideline for practitioners in their decision making problems.
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Fig. 7. Heat map – Mean CIV differences of nine FAHP methods at different matrix sizes (a) n = 3, (b) n = 7, (c) n = 11, (d) n = 15.

Table 8
Welch ANOVA analysis between different levels of 
fuzzification.

Test Statistica df1 df2 Sig.
Welch 8.689 3 2936.801 0.000
a Asymptotically F distributed.

4.3. Fuzzification parameter

One-way Welch ANOVA test for different levels of fuzzification is tabulated in Table 8 which shows that mean 
CIV is statistically different for four different levels of fuzzification, Welch F(3, 2936.801) = 8.689, p < .005.

Games Howell post hoc test at different fuzzification levels for nine FAHP models is presented in the form of heat 
map which is illustrated in Fig. 8.

Fig. 8 shows that performance of all FAHP algorithms except Chang and Wang decreases as the fuzzification level 
are increased. This trend is more clearly illustrated in Fig. 9 which shows that, the performance of FEA (Chang and 
Wang) increases at higher levels (0.75, 1.00) of fuzzification, whereas, for all other FAHP methods, performance 
decreases as fuzzification levels are increased. Review of literature on FAHP shows that FEA (Chang and Wang) 
has been extensively applied in various decision making environments. Therefore, FEA is the preferred choice of 
practitioners, then this study recommends to use higher levels of fuzzification in triangular fuzzy numbers.
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FFig. 8. Post hoc test – Mean CIV differences at different levels of α for nine FAHP methods.

Fig. 9. Estimated marginal means of CIV.

We also conducted comparison of nine FAHP methods under different levels of fuzzification and results are 
graphically illustrated as heat map in Fig. 10 which shows that at lower levels of fuzzification (α = 0.25), Boender 
outperforms all other algorithms. As the fuzzification levels are increased, FICSM is the best performing algorithm. 
As stated before, performance of FEA (Chang and Wang) seems to improve at higher levels of fuzzification, however, 
this improved performance is not significant and its performances remains inferior when compared with other FAHP 
algorithms.
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Fig. 10. Heat map – Mean CIV differences of nine FAHP methods at different fuzzification levels (a) α = 0.25, (b) α = 0.50, (c) α = 0.75, 
(d) α = 1.00.

Table 9
Welch ANOVA analysis between different levels of 
inconsistency.

Test Statistica df1 df2 Sig.
Welch 92.232 2 3663.228 0.000
a Asymptotically F distributed.

4.4. Inconsistency levels

One-way Welch ANOVA test is conducted for various levels of consistency and results are tabulated in Table 9
which shows that mean CIV is statistically different for three levels of inconsistency level, Welch F(2, 3663.228) =
92.232, p < .005.

Results from Games Howell post hoc test for different levels of inconsistency for all FAHP methods is graphically 
illustrated as heat map in Fig. 11 which shows that performance of all algorithms is higher at lower inconsistency 
levels as expected. Same is illustrated in Fig. 12.

Furthermore, performance of all FAHP methods is analyzed at different levels of inconsistency and results are 
illustrated as heat map in Fig. 13.
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Fig. 11. Post hoc test – Mean CIV differences at different levels of inconsistency (C.R) for nine FAHP methods.

Fig. 12. Estimated marginal means of CIV.

Fig. 13 shows that at high inconsistency levels, Boender outperforms all other methods while for other levels 
FICSM is the best performing algorithm.

4.5. Overall analysis for Boender and FICSM

From the above statistical analysis, it is observed that Boender and FICSM algorithms performed significantly 
better compared to the other FAHP methods under specific experimental conditions. Here, we present an overall 
analysis of these two best performing algorithms without considering any experimental condition and using the whole 
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Fig. 13. Heat map – Heat map – Mean CIV differences of nine FAHP methods at different inconsistency levels (a) C.R = Low, (b) C.R = Medium, 
(c) C.R = High.

Table 10
Overall analysis.

dataset of 624 matrices. Results tabulated in Table 10 represent the percentage of matrices, where Boender and FICSM 
algorithm outperform other FAHP methods in the experiments.

5. Utility of results and proposed framework for researchers and practitioners

This paper provides useful guidance to researchers and practitioners in their selection process of a particular FAHP 
technique. LLSM method proposed by Boender [19] and FICSM outperformed other selected FAHP methods under 
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various experimental conditions and therefore should be preferred choice of FAHP method in most real life decision 
making environments.

For example, a company faces a multi-criteria decision problem in which it is in the process of implementing a 
cloud computing solution and is currently evaluating various cloud computing service providers based on number of 
selection criteria such as availability, security, storage capacity, acquisition and transaction cost etc. Such a decision 
problem will have around 7 to 9 selection criteria and thus size of comparison matrices will be 7 × 7 to 9 × 9. Fig. 7
shows that modified LLSM method proposed by Boender [19] performs significantly better under these conditions
and thus should be the preferred choice of FAHP method for such an application.

Also Fig. 10 and 9 show that all FAHP algorithms excluding FEA methods [23] [21] performs significantly better 
at lower levels of fuzzification. Thus ideal strategy for the implementation of Fuzzy AHP in such a decision problem 
will be to choose modified LLSM method proposed by Boender [19] as a preferred choice of FAHP algorithm and 
low level of fuzzifications as a decision variable to achieve best results.

Review of existing literature on FAHP shows that most practitioners utilize FEA methods in their decision prob-
lems. This comparative study shows that although FEA is not one of the best performing algorithms, but its perfor-
mance slightly increases as the level of fuzzification is increased (Fig. 10 and 9). That is to say, if FEA method is 
the preferred choice of practitioner or researcher in their decision problem than this framework propose to use higher 
levels of fuzzification for better results.

6. Conclusions and future research

In this research we compared performance of nine FAHP methods among which five FAHP methods are the most 
popular ones in the literature. Compatibility Index Value (CIV) is used as a performance metrics to evaluate all nine 
FAHP methods. Three experimental conditions are considered as part of the analysis, namely, size of the matrix (n), 
fuzzification level (α) and inconsistency (C.R). For the fuzzification parameter four levels are assumed as 0.25, 0.50, 
0.75 and 1.00. The fuzzification parameter is not inherent to the problem that the decision maker is facing but more a 
decision variable as part of the process. That is to say, the decision analysts can set the fuzzification level and conduct 
FAHP accordingly. On the other hand the inconsistency parameter refers to the inconsistency of the decision maker 
and is not a decision variable but depends on the fuzzy comparison matrices elicited from the experts. For the analysis 
three levels are considered for the inconsistency which is low, medium and high based on the consistency ratio (C.R) 
values as explained before. Finally, four different matrix sizes are considered which are 3, 7, 11 and 15. Note that 
one can consider 3 as the representative of small sized problems, 7 and 11 are for medium sized problems and 15 for 
larger cases.

As a result of this set up total of 48 (= 4 ∗ 3 ∗ 4) different experimental conditions are constructed. For each 
condition 13 replications are created randomly. Hence the total dataset is composed of six hundred and twenty four 
matrices with varying parameters for size of the matrix, fuzzification levels and inconsistency.

Main conclusions of this study are summarized as follows;

1. All three experimental parameters have significant effect on the mean CIV.
• Size of the Matrix: As size of the matrix is increased, mean CIV increases and these results are consistent 

for all selected nine FAHP algorithms. At n = 3 the best performing algorithm is Buckley, while at n = 7
FICSM method outperforms all other methods. At higher matrix sizes i.e., n = 11, n = 15, Boender is the best 
performing algorithm.

• Fuzzification: Performance of all FAHP algorithms except Chang and Wang decreases as the fuzzification 
level increases. Whereas, the performance of FEA methods (Chang and Wang) improves at higher levels of 
fuzzification, however this improved performance is still inferior when compared with other FAHP algorithms.

• Inconsistency: Overall, as the inconsistency levels are increased, mean CIV increases and this increase is 
consistent over all selected nine FAHP algorithms. At low and medium level of inconsistency FICSM method 
outperform other methods whereas at higher inconsistency level, Boender is the best performing algorithm.

2. Among the selected nine FAHP algorithms, Boender and FICSM model performs significantly better than other 
models over various experimental conditions.

3. FEA methods (Chang and Wang) performed inferior compared to other methods, although this is one of the most 
frequently used technique in the literature.
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4. If it is inevitable to use FEA method due to some reason, we propose that one must avoid low levels of fuzzification 
in triangular fuzzy numbers, as results shows that the performance of this methodology is significantly inferiors 
at lower levels of α.

Fuzzy numbers are considered as more realistic representations of the imprecise linguistic variables that are used 
by the decision makers during the preference elicitation stage of the analytical hierarchy process. As a result, abundant 
of research is being conducted that utilize FAHP and this study will help consolidate this literature. On the other hand, 
the value of introducing fuzziness to conventional AHP is yet to be assessed by an extensive experimental analysis 
similar to the one conducted in this research. We leave this as future research topic.
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