Accepted Manuscript

Brokering in Interconnected Cloud Computing Environments: A Survey

Sameer Singh Chauhan, Emmanuel S. Pilli, R.C. Joshi, Girdhari Singh,

M.C. Govil

PII: S0743-7315(18)30571-9

DOI: https://doi.org/10.1016/j.jpdc.2018.08.001
Reference: YJPDC 3928

To appear in:  J. Parallel Distrib. Comput.

Received date: 22 September 2017
Revised date: 18 June 2018
Accepted date: 3 August 2018

Please cite this article as:, Brokering in Interconnected Cloud Computing Environments: A Survey,
J. Parallel Distrib. Comput. (2018), https://doi.org/10.1016/j.jpdc.2018.08.001

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to
our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form.
Please note that during the production process errors may be discovered which could affect the
content, and all legal disclaimers that apply to the journal pertain.


https://doi.org/10.1016/j.jpdc.2018.08.001

Highlights

Highlights

Discussed cloud broker and its need in interconnected cloud computing

environments

Existing architectures and frameworks of Cloud Brokering with respect

to interconnected cloud computing environment are reviewed
Presented taxonomy of cloud brokering techniques

Analyzed strengths and weakness/limitations of cloud brokering
techniques based on taxonomy and presented comparative analysis on

performance metrics

Discussed challenges and identified future research trends in cloud

brokering



*Manuscript

Click here to view linked References

Brokering in Interconnected Cloud Computing
Environments: A Survey

Sameer Singh Chauhan®, Emmanuel S. Pilli**, R C Joshi®, Girdhari Singh?,
M C Govil®

¢ Department of Computer Science and Engineering,
Malaviya National Institute of Technology, Jaipur, India
bGraphic Era University, Dehradun, India

Abstract

Cloud computing provides computing platforms and facilitates to optimize uti-
lization of infrastructure resources, reduces deployment time and increases flex-
ibility. The popularity of cloud computing led to development of interconnected
cloud computing environments(ICCE) such as hybrid cloud, inter-cloud, multi-
cloud, and federated cloud, enabling the possibilities to share resources among
individual clouds. However, individual proprietary technologies and access in-
terfaces employed by cloud service providers made it difficult to share resources.
Interoperability and portability are two of the major challenges to be addressee
to ensure seamless access and sharing of resources and services.

Many cloud service providers have similar service offerings but different ac-
cess patterns. It is difficult and time consuming for a cloud user to select an

appropriate cloud service as per the applications requirement. Cloud user has

*Corresponding author
Email addresses: 2015RCP9008@mnit.ac.in (Sameer Singh Chauhan),

espilli.cse@mnit.ac.in (Emmanuel S. Pilli ), chancellor.geu@gmail.com (R C Joshi),
gsingh.cse@mnit.ac.in (Girdhari Singh), mcgovil.cse@mnit.ac.in (M C Govil)

1Research Scholar, Department of Computer Science and Engineering, Malaviya National
Institute of Technology, Jaipur, Rajasthan, India

2 Associate Professor, Department of Computer Science and Engineering, Malaviya Na-
tional Institute of Technology, Jaipur, Rajasthan, India

3Chancellor, Graphic Era University, Dehradun, Uttarakhand, India

4 Associate Professor, Department of Computer Science and Engineering, Malaviya Na-
tional Institute of Technology, Jaipur, Rajasthan, India

5Professor, Department of Computer Science and Engineering, Malaviya National Institute
of Technology, Jaipur, Rajasthan, India

Preprint submitted to Journal of KTEX Templates June 14, 2018




to gather information from various cloud service providers and analyze them.
Cloud broker has been proposed to address the challenge of cloud users to get
best out of cloud provider. Cloud broker is an entity which works as an in-
dependent third party between cloud users and cloud providers. Cloud broker
negotiates with several cloud providers as per users requirements and tries to
select the best services. Cloud broker coordinates the sharing of resources and
provides interoperability and portability with other cloud providers.

In this paper, a comprehensive survey of cloud brokering in interconnected
cloud computing environments has been provided. The need and importance
of cloud broker has been discussed. The existing architectures and frameworks
of Cloud Brokering are reviewed. A comprehensive literature survey of vari-
ous Cloud Brokering techniques is presented. A taxonomy of Cloud Brokering
techniques has been presented and analyzed on the basis of their strengths and
weaknesses /limitations. The taxonomy includes pricing, multi-criteria, quality
of services, optimization and trust techniques. The techniques are analyzed
on various performance metrics. Research challenges and open problems are
identified from reviewed techniques. A model for cloud broker is proposed to
address identified challenges. We hope that our work will enable researchers to
launch and dive deep into Cloud Brokering challenges in interconnected cloud
computing environments.

Keywords: Cloud Computing, Cloud Broker, Inter-cloud, Federated
Cloud, Multi-Cloud, Hybrid Cloud

1. Introduction

Cloud Computing [1, 2, 3, 4] exploits Internet and Virtualization technologies
in order to provide computing resources in virtualized from which are available
on demand, reconfigurable, rapidly provisioned and ubiquitously accessible [5]
through minimum or zero management efforts. Computing resources such as
computer networks, applications & storage servers, various applications are de-

livered as different services such as Infrastructure as a Service(IaaS), Platform




as a Service(PaaS), Software as a Service(SaaS). The on demand availability of
computing resources empowers cloud users to avoid unnecessary infrastructure
investment and subsequently up-gradation & maintenance cost.

Service Oriented Architecture, Grid Computing [6], Cluster Computing [7]
and Virtualization [8] technologies have preceded and enabled Cloud Comput-
ing. Container, a novel virtualization technique, provides improved utilization
of cloud resources [9] by hiding low level hardware complexities. Docker pack-
ages applications and their dependencies in a single container [10]. Orches-
tration services are required to run multiple containers. Kubernetes [11], a
container orchestrator, manages and deploys containers across cloud platforms
and scales horizontally [9]. Cloud Computing can provide platform to run
massively parallel applications using graphics processing unit(GPU) and ten-
sor processing unit(TPU). It also provides storage as a service [12] using solid
state drives(SSDs) for storing large databases. Various cloud providers such as
Google, Azure and Amazon use TPUs, GPUs and SSDs for enhancing processing
power for various applications such as machine learning.

In spite of tremendous development of Cloud Computing, it still suffers from
the lack of standardization [13]. In the lack of standards, every Cloud Service
Provider(CSP) offers his services to Cloud Service Users (CSUs) through his own
proprietary access interfaces and methods. Involvement of various technologies
as listed above and different access patterns of cloud services have created a huge
heterogeneous environment for Cloud Computing. Every CSU has to tailor his
applications as per CSPs requirements in order to utilize their services. If a
CSU later decides to change CSP then it has to again change his applications as
per new CSP’s requirement. This becomes a time consuming and costly process
which leads CSU to stuck with one CSP. It is called vendor lock-in [14] [15].

In order to provide computing facilities as utility, CSPs have to work in
interconnect cloud computing environment (ICCE) [13]. Hybrid Cloud, Inter-
Cloud, Federated Cloud, and Multi Cloud are various Interconnected cloud
computing environments. These interconnected cloud computing environments

are considered as independent and different cloud environment.




Hybrid cloud also known as cloud bursting is an infrastructure in which one
private and one or more public clouds are incorporated. It is used when local
private cloud cannot fulfill computing power for short duration or a sudden
demand arises for additional computing power.

Inter-cloud was introduced by CISCO as ”cloud of clouds” [16]. The Global
Inter-cloud Technology Forum (GICTF), a Japanese organization defines Inter-
Cloud as a cloud model that, for the purpose of guaranteeing service quality,
such as the performance and availability of each service, allows on-demand reas-
signment of resources and transfer of workload through a interworking of cloud
systems of different cloud providers based on coordination of each consumers
requirements for service quality with each providers SLA and use of standard
interfaces.

Federated Cloud or Cloud Federation is a cloud scenario in which group of
CSPs participate and share their resources to improve services of federation.
Federated Cloud is defined by [17] as Cloud Federation comprises services from
different providers aggregated in a single pool supporting three basic interoper-
ability features - resource migration, resource redundancy, and combination of
complementary resources resp. services. EGI federated cloud [18] provides IaaS
services. It is an initiative of European Intergovernmental Research Organiza-
tions, created by academic private clouds, to provide computing infrastructure.

Multi Cloud is created by more than one public or private clouds. Multi
Cloud is defined by [19] as Multi-cloud strategy is the concomitant use of two or
more cloud services to minimize the risk of widespread data loss or downtime
due to a localized component failure in a cloud computing environment.

The offered services and infrastructure facilities in ICCE should be portable
and inter-operable. Several solutions such as standard interfaces, protocols,
formats, and architectural components that facilitate collaboration among cloud
providers are proposed to address interoperability and portability issues. Cloud
brokering is one of them. A cloud broker consolidates services from various
CSPs and present them through a single interface to CSUs [20]. Cloud broker

helps to mitigate vendor lock-in, because many cloud providers offer services




that are not available in public or private clouds [13].

Some surveys [13],[21],[22],[23],[24] were previously published. These sur-
vey have discussed various ICCEs, architecture classifications, definitions, tax-
onomies and challenges. This paper presents survey on brokering techniques.
It has been found to the best of our knowledge, this is the first paper which is
going to provide detailed taxonomy of cloud brokering techniques. Our major

contributions through this paper are as follows.

e A taxonomy of cloud brokering techniques on pricing, multi-criteria, op-

timization, quality of service and trust has been provided

e Rigorous works on pricing, multi-criteria, optimization, quality of service

and trust are given

e Each taxonomy category is compared on different performance metrics

with their strength and weaknesses/limitations

o The existing frameworks are reviewed and new cloud broker model is pro-

posed

o Specific research gaps are identified and major challenges and open prob-

lems in Cloud Brokering are discussed

This paper is summarized as follows: Related surveys and cloud broker is
discussed in Section 2. Section 3 describes existing cloud brokering frameworks
and proposed model. Cloud brokering techniques are discussed in Section 4.
Research challenges and open problems are discussed in Section 5. Conclusion

and future directions are listed in Section 6.

2. Background

This section describes related surveys and cloud broker.




2.1. Related Survey

There exist some surveys, [13],[21],[22],[23],[24] in which interconnected cloud
computing and their issues are discussed. A. N. Toosi et al.[13] have discussed
interoperability and portability issues in interconnected cloud environments.
Various factors such as vendor lock-in, geographical distribution of cloud re-
sources, scalability, reliability, etc are discussed in interoperability adoption for
interconnected cloud. They have discussed four approaches, cloud federation,
hybrid cloud, multi cloud, and aggregated service by broker for achieving in-
teroperability in interconnected clouds. Fowley et al. [21] have classified and
compared various cloud service brokerage frameworks on the basis of attributes
provided by Gartner and NIST. The frameworks are classified on the basis of
capabilities, architecture, descriptive schemes for language, technical aspects.
Mostajeran et al. have proposed a SLA-aware brokering for Inter-Cloud [22]
for discussing role of SLA in inter-cloud environment. Grozev and Buyya have
presented a survey which classify Inter-cloud architectures and brokering mech-
anisms employed by them [23]. They have classified 20 projects comprising both
academic and industry. It has been found that all projects have implemented
pricing technique as brokering characteristic. Liaqat et al. [24] have presented
a survey on resource management in federated cloud. They have classified re-
source management functions into resource pricing, resource discovery, resource
selection, resource monitoring, resource allocation and disaster management.

They have characterized and compared techniques using various metrics.

2.2. Cloud Broker

The tremendous evolution of Cloud Computing has provided ample oppor-
tunities to new CSPs to enter into cloud environment with varied services. With
the large number of similar services offered by many CSPs, it becomes a difficult
task for CSUs to choose desired service as per their applications’ requirements.
CSPs face challenges such as understanding market, adapting to market condi-

tions, and user expectations for services. Cloud broker can act as mediator in




auction based service and resource purchases [25][26]. CSUs can also be bene-
fited when long time reservation of resources is required [27]. Cloud broker can
act as intermediary third party [28] to overcome above mentioned challenges.
Cloud Broker can help CSUs in selection of best and most cost-effective cloud
services. The National Institute of Standards and Technology(NIST) [5] defines
a Cloud Broker as an entity that manages the use, performance, and delivery of
cloud service and negotiates relationships between Cloud Providers and Cloud
Consumers. The International Organization for Standardization [29] has de-
fined cloud service broker as “cloud service partner that negotiates relationship

between cloud service customers and cloud service providers.

Table 1: Summary of Related Surveys

Author(s) Area Covered Issues Addressed

Toosi et. al [13] Interoperability and Porta- Requirement of Interoperability and
bility Portability in ICCEs
Fowley et. al Classification of Cloud Bro- NIST and Gartner attributes are used

[21] kerage Architectures in classification

Mostejeran  et. SLA-Aware Brokering Authors have presented importance of
al [22] SLA in brokering

Grozev and  Brokering in Inter-cloud Interoperability issue in inter-cloud is
Buyya [23] discussed

Liaqat et. al [24] Resource Management in Resource Management functions are

Federated Cloud classified in various techniques

CSPs and CSUs are two main actors of cloud brokering. CSUs can get
economical solutions using cloud broker while CSPs can get new opportunities
for enhancing services and increasing profit. There are multi-fold motivations to
adapt cloud brokering in ICCE. Interoperability [30] [16] for seamless transfer of
services from one CSP to another. CSUs can execute and host their applications
under legal boundaries or specific geographic locations [31] [32] using a cloud
broker.

NIST [33] has categorized services provided by cloud broker in three cate-




gories namely: arbitration, aggregation and intermediation. Gartner [34] has
categorized cloud borkerage services in three categories namely: aggregation,
integration and customization. Arbitration enhances features of cloud services
by providing flexibility in service selection. Aggregation aggregates more than
one services in single service or new services to enhance the broker capabili-
ties. Intermediation intermediates cloud broker to improve its functionality by
adding values. Integration enhances service efficiency and agility. Customiza-
tion customizes services from different CSPs by composition or decomposition.
There are various cloud broker projects such as Appirio, AWS Marketplace,
BlueWolf, Cloud Compare, CloudMore, Cloud Nation, Clouditalia, Compati-
bleOne, ComputeNext, DirectCloud, etc. which offers various cloud brokering
services. Machine learning techniques enable cloud brokering an intelligent deci-
sion maker [35]. They are used in QoS aware cloud resource prediction, selection
& allocation [36], user satisfaction, service ranking [37], security, etc. Gartner
[38] forecasts that cloud access security broker market will reach from 10% to
60% large enterprises by 2020. Many approaches based on cloud access security
broker are presented for authentication, authorization, encrypted searching &

sharing [39][40].

3. Cloud Brokering Frameworks

This section describes Cloud Computing frameworks which consists of a

broker as one of its components.

3.1. Federated Cloud Management

Marosi et al. have proposed an IaaS service centric Federated Cloud Manage-
ment Architecture for Federated Cloud [41]. The services are provided through a
container, Virtual Appliances(VA) [42]. VA consists of networking resources and
software resources such as operating system, various libraries, etc. in metadata
form. Architecture consists of Generic Meta-Broker, Cloud Broker and Virtual

Machine Handler components. The generic meta broker service connects all




cloud providers in federation cloud brokers help to manage them automatically.
The generic meta broker service is consists of meta broker core, information sys-
tem agent, collect information, match maker, and invoker components. Cloud
broker manages service and virtual machine queue. Service queue is responsible
to store request of individual VA. Cloud broker allocates VA as per service re-
quest. The virtual machine queues is responsible to manage virtual appliances.

Virtual machine handler manages the service request for a VA.

3.2. Inter-Cloud Federation Framework

Inter-Cloud Federation Framework(ICFF) is a component of Intercloud Ar-
chitecture Framework [43]. ICFF addresses interoperability and integration
issues of Inter-cloud environments. ICFF consists of service brokers, service
managers, trust managers and identity managers. Service broker’s work is to
negotiate for resources between CSP and CSU in federation. Every user inter-
act with ICFF through these service brokers. They are responsible to allocate
heterogeneous resources through the gateway. Service broker interacts with ser-
vice registry, identity provider, trust manager and service discovery for smooth

functioning of resource allocation.

3.8. STRATOS

STRATOS [44], a cloud broker service, is proposed for automated cloud
resource and service management in inter-cloud environment. STRATOS is
composed of Cloud Manager, Cloud Metadata Servicer, Broker, Topology De-
scriptor, Application Environment, Translation layer, Image database, Monitor-
ing components. Broker, central part of STRATOS, is responsible to connect
other framework components automatically. It searches CSP as per topology
requirements. It also configures resources as per topology requirements. It uses

monitoring information for making decision.

3.4. Federated Network of Clouds

A service centric framework [20] has been proposed for federated cloud which

consists of Cloud Coordinator, Cloud Broker and Concentrator. Cloud users can




access various services through cloud broker. Cloud broker is based on Service
Oriented Architecture. It searches requested services and allocate them. It
consists of four components, User Interface, Core Services, Execution Interface
and Persistance. User interface, topmost layer acts as mediator between user
application and cloud broker. It receives user requirements and translates them
in technical forms such as execution requirements, QoS, number of resources
etc. Core services, main functionality of broker is responsible for bargaining,
determining appropriate services, new service discovery, service monitoring, mi-
grating to specific cloud service in case of current services is not able to fulfill
SLA. Execution interface provides execution support needed to execute appli-
cations. It interacts with the cloud coordinator for dispatching and monitoring
execution of application. Persistance, last layer maintains database of cloud
brokers. It is also responsible to update states of user interface, core services

and execution interface, in database.

3.5. Proposed Cloud Broker Model

We are proposing a cloud broker model as shown in Figure 1. The model
consists of cloud service user interface, cloud service provider manager, user
feedback, trust management system, monitoring and service management com-
ponents. CSU interact to cloud broker through cloud service user interface and
provide their requirements. Service management component is responsible for
discovering, ranking, selection and allocation of services. User feedback com-
ponents collects QoS data as per usage of services. Monitoring components
monitors SLA between CSU and CSP. Trust management system is responsible
to calculate trust value of CSPs. CSP manager manages cloud services which

are accessible through cloud broker.

4. Cloud Brokering Techniques

A state-of-art classification of brokering techniques in Pricing, Multi-Criteria,

Optimization, QoS, and Trust has been provided in this section. All three com-

10




Figure 1: Proposed Cloud Broker Model
ponents, cloud broker, cloud user and cloud provider are considered in classifi-
cation. Each category of technique is analyzed on two metrics. Strength and
weaknesses/limitations of every technique is analyzed in first metric. Second

analysis provides comparison on various performance metrics.

4.1. Pricing Techniques

Brokering techniques incorporating price as parameter are discussed below.

A model to minimize the cost in heterogeneous mobile cloud computing envi-
ronment is presented with multiple brokers [45]. Here mobile cloud computing is
a rich mobile computing technology that leverages unified elastic resources of var-
ied clouds and network technologies toward unrestricted functionality, storage,
and mobility to serve a multitude of mobile devices anywhere, anytime through
the channel of Ethernet or Internet regardless of heterogeneous environments
and platforms based on the pay-as-you-use principle [45]. Heterogeneity in mo-
bile cloud computing refers to varied architectures, hardware and technologies
of mobile devices along with technologies of cloud computing environments and
wireless networks. Two different strategies have been used for service reserva-
tion to evaluate the model. First strategy is in which no cooperation among

cloud brokers is considered and in second cooperation between cloud brokers in
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considered. In first strategy cloud brokers compete to reserve cloud resources
from distant public clouds and local private clouds. In second strategy cooper-
ating cloud brokers cooperate to share low cost resources. All the cloud brokers
compete to provide low cost resources in order to minimize the total cost of all
cloud brokers. Cloud brokers are bound with the competitive price above which
no broker will pay. First strategy is evaluated theoretically using branch and
bound techniques [46] by considering a disagreement point for equilibrium be-
tween brokers. Second strategy is evaluated on the basis of optimal algorithm in
which non-convex cooperative problem is considered. Brokers optimize user cost
without collision. Cooperative strategy is far better than competitive strategy
if few brokers are in competition.

A trusted broker based framework [47] for mobile cloud has been proposed
for resources allocation where mobile users share their idle resources. Resource
sharing users lease their resources on a price and resource requesting users also
put a request with a price to acquire a resource through a broker. A distributed
algorithm is proposed to achieve desired competitive equilibrium in resource
sharing. Here, competitive equilibrium is a point where two users maximizes
their own payoff at a given price and no user can get better payoff by changing his
decision. Similarly a distributed algorithm is proposed for resource requesting
users to achieve Nash equilibrium. Proposed methods achieves better Nash
equilibrium than optimal solutions.

A broker based model for reducing cost in resource allocation and reservation
has been proposed for multi cloud [48]. Cost efficient methods are proposed for
dynamic request redirection, grouping requests for cost reduction, and delayed
allocation of resources for lazy updates. Real time experiments are carried out
on supercomputers and real clouds. Results demonstrate cost reduction and
guarantee of service level objectives compared to other methods.

A cloud broker is proposed in [49] for dynamic management of resource
pricing and refunding. It considers relinquishing resource probability, profit
earned, unique features of services SLA violation, service not functioning as

per desire, another better service in given price is available and power issues
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are considered for refund. CSUs get refund on the basis of service utilization,
acquired QoS and unutilized service.

IaaS providers offer their services and resources with varying pricing schemes
such as pay as you go, pay less when use more for per unit, less payment for
reserved resources, discounts in price. These schemes makes cloud resource and
service purchase a complex task. Broker can help in this scenario by taking
advantage of discounts and by purchasing resources in bulk. A randomized
algorithm, online stack-centric scheduling (ROSA) has been proposed in [50] to
minimize cost of user applications. Concave cost function [51] is used to model
the pricing strategy and three different cost strategies are used to test algorithm
on different types of jobs with varying deadlines. ROSA algorithm outperforms
than conventional algorithms.

A broker based method [52] has been proposed for fulfilling dynamic re-
quirement of user’s applications which considers variable price. Dynamic needs
of computing facilities of users are also considered. A genetic algorithm based
solution is used to validate the proposed approach.

A framework for dynamic service allocation is proposed to satisfy availabil-
ity & demand of computing resources for federated cloud [53]. Framework pro-
vides autonomic computing facility through feedback based control which uses
decomposition-coordination method namely interaction balance. The frame-
work provides monitoring of SLA, profit maximization and minimization of
operating cost of both CSP and broker. Firstly, all computing resources are
dynamically allocated among the services providers using interaction balance
based approach which are observed to maintain the SLAs by service level con-
trollers.

A centralized broker based model [54] is proposed to optimize the energy and
cost of multiple mobile devices. Model studies effect of task offloading to cloud
environment. The model has been tested in two different resource augmentation
mobile clouds. Energy optimization and energy & cost optimization are tested
through a task scheduling algorithm in first and second environment, respec-

tively. It has been observed that when offloading of task has been performed

13




with optimization then results are better than when it has been performed with-
out optimization.

A brokerage service [55] to minimize the operating cost by exploiting different
pricing offers of IaaS clouds has been proposed to get maximum benefits from
various offers. These resources are served to CSU as per their demands with
reduced price. Broker achieves minimum service cost by multiplexing long term
instance reservations and spot offers. Dynamic programming and approximation
algorithms are used to simulate proposed strategy and results show significant
improvements.

A cloud broker for advance resource allocation [56] is proposed for federated
cloud which considers user characteristics to allocate resources. The model
predicts required resources and pricing on the basis of historical data of service
utilization by CSUs. Users’ historical records are used in deciding resources and
pricing mechanism. It helps CSPs to attract more realistic users by offering
incentives to them. Simulation results show that proposed broker outperforms
when CUSs historical records are used in deciding price and resources.

A broker based approach based on dynamic pricing is proposed to auto-
matic selection of cloud resources [57]. Three methods have been proposed.
First method cloud-dominant strategy incentive compatible is based on auc-
tion strategy and uses VCG mechanism [58]. Second method cloud-bayesian
incentive compatible is used for balancing budget & QoS satisfaction which is
based on dAGVA mechanism [59]. The cloud vendor who bids lowest is selected.
Third method, cloud optimal uses auction strategy to select appropriate CSP.
Proposed broker implements all three methods for CSP selection. The simula-
tion results show if number of cloud vendor increases then irrespective of any
one from three method used, the cost of cloud resource selection is decreased.

Table 2 summarizes various pricing techniques on the basis of their strength
and weaknesses/limitations. Table 3 provides comparison of performance met-
rics against pricing type, control orientation, centric orientation, platform, ser-
vice and evaluation medium. Pricing type refers either static or dynamic price

for use of resource or service, control orientation refers to how broker is placed
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in ICCE, centralized or decentralized, given technique is more towards either
broker, user or provider is given in centric orientation, platform refers to IaaS,
PaaS and SaaS, types of services provided by technique is referred in service
and last evaluation medium gives details of implementation of given techniques.

Discussion: We observed that pricing techniques are biased as per their
implementation in ICCE. Individual technique does not fit in every brokering
scenarios because of their varied service access pattern. Pricing techniques be-
havior differ as per broker’s implementation orientation. QoS based pricing
method are not addressed well with respect to ICCE. It has been found from
performance metrics that dynamic price is more considered. The broker’s con-

trolling is centralized.

4.2. Multi-Criteria Techniques

Multi-criteria techniques are used to solve multiple conflicting criteria prob-
lems. Techniques considering multi-criteria in cloud brokering are discussed.

A brokering approach based on multiobjective optimization has been pro-
posed for resource allocation in hybrid cloud [60]. The approach based on genetic
algorithm has to maximize user satisfaction, broker’s revenue & resource usage
and to minimize energy cost. Proposed approach has been tested through evolu-
tionary based broker and obtained results are outstanding than other solutions.

A selection method considering multiple criteria such as cost, availability,
reliability and performance has been proposed by [61]. It uses Pareto solutions
[62] to consider multiple constraints. Authors have used multi objective genetic
algorithm [63] to provide optimum solutions.

Toinard et al. have proposed broker based optimization method considering
multiple criteria and imposed constraints for cloud service selection [64]. It uses
Promethee method [65] in deciding trade-off between trust and QoS. The QoS
parameters are assigned ranks based on Promethee method and these ranks are
used to establish trust value. A prototype implementation is used to evalu-
ate the given method. A three level scheduler is proposed for federated cloud

environment [66].
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First level of scheduler is at broker level for selecting appropriate data center.
Data centers are chosen based on their network latencies. They have used lowest
latency time first, first latency time first, and latency time in round policies for
network latencies. Second level of scheduler is at IaaS level for mapping VMs
to chosen hosts in data centers. Ant Colony Optimization [67] and Particle
Swarm Optimization algorithm [68] is used to perform scheduling. Third level
of scheduler is at VM level for mapping jobs to selected VMs. All the schedulers
are tested on the basis of response time metric.

A cloud brokerage service based on multi-criteria decision making [69] is
proposed to provide cloud service recommendation. Proposed approach namely
Preference-based cLoud Service Recommender(PuLSaR) provides preference based
CSP recommendation. It uses Service Measurement Index(SMI) [70] which in-
cludes accountability, agility, assurance, financial, performance, security & pri-
vacy and usability as performance indicators. PuL.SaR provides optimized cloud
service selection and evaluation in heterogeneous cloud service model. It also
provides service ranking mechanism and overcomes the problem associated with
traditional ranking solutions.

Achar and Thilagam have proposed a broker for multi-cloud for CSP selec-
tion [71]. TOPSIS ranking method is used to rank services provided by CSPs.
SMI is used to characterize CSP and prioritize them. Multi-criteria decision
making problem is constructed by considering all parameters of CSUs. Each
parameter is assigned a weight using AHP [72].

A cloud resource broker is proposed for multi-cloud [73] for providing effec-
tive and efficient management of cloud resources. Particle Swarm Optimization
algorithm [68] is used for resource allocation considering jobs with deadline con-
straints. Minimization of execution time and cost are considered as objectives.
Matlab based simulation and a cloud environment created with Eucalyptus is
used to test it. Proposed method minimizes execution time, cost and reduces
job rejection rate within given deadline.

A distributed cloud broker [74] is proposed for dynamically cloud resource

selection. It addresses interoperability and heterogeneity of cloud platforms.
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The centralized broker is decomposed in a group of distributed brokers to take
advantage of cooperative and dynamic working between them to support un-
predictable workload demands by CSUs.

An automated cloud resource trading model based on broker [75] is proposed
which considers trading between consumer & provider and between brokers and
sellers & providers. The contribution of proposed model is a complex negotia-
tion method for trading cloud resources, Bargaining-Position-Estimation(BPE).
The negotiation activities are based on regression namely Regression-Based-
Coordination (RBC) are many-to-many between broker and cloud consumer
and one-to-many between multiple cloud providers and broker. The broker us-
ing BPE gives better results in terms of utilities, very close to Market Driven
Agents(MDA) [76] and higher than time dependent strategy. The broker using
RBC gives better results in terms of higher utilities, success rate, and fast nego-
tiations than utility-oriented coordination(UOC) [77] and patient coordination
strategy(PCS) [78].

A scheduling and resource provisioning algorithm has been proposed to ex-
ecute maximum number of bioinformatics based workflow applications within
given budget and deadline constraints [79] for IaaS Clouds. They have pro-
posed static and dynamic algorithm to achieve maximum number of workflow
executions. Simulated results show that proposed algorithm outperforms.

Summary of multi-criteria techniques on the basis of their strength and weak-
nesses/limitations are given in Table 4. Table 5 lists comparison of above men-
tioned techniques on the basis of services provided, control orientation, criteria
and evaluation medium. Criteria refers to parameters which are used to de-
sign and test given techniques. Other parameters are same as given in pricing
techniques.

Discussion: We have observed that cost and execution time are mostly used
as conflicting criteria for service discovery, selection, provisioning. Other crite-
ria less addressed. Few frameworks are proposed for multi-criteria techniques.

Centralized broker is mostly considered.
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4.8. Optimization Techniques

Optimization problem refers to either maximize or minimize a function with
given objective and conditions. Optimization is defined as Finding the most
suitable services for the clients or providers, which mazimizes or minimizes
one or several criteria and still adheres to the constraints [80]. We are going
to discuss various parameters such as cost, time, energy, trust etc. either to
minimize or maximize as per given criteria.

A broker based framework [81] has been proposed for connected Internet of
Things(IoT) [82] to reduce response time and energy consumption as well as
maximize broker’s profit. IoT is a network of various uniquely identifiable such
as computers, vehicles, physical devices, sensors, etc connected through Internet.
Cloud of Things is an integration of cloud computing and IoT. Particle swarm
optimization algorithm [68] has been studied for single objective and multiple
objectives. It has been found that proposed optimization algorithm outperforms
in terms of reduction of request response time and energy consumption and
increases cloud broker profit than other state-of-art solutions.

A platform, namely BioNimbuZ has been proposed to improve computa-
tional time of bioinformatics applications on federated cloud [83]. The platform
consists of four layers: application, integration, core and infrastructure. It has
been tested by real bioinformatics workflow applications and results show im-
provement in computational time than single cloud.

A broker based method has been proposed to minimize cost of energy con-
sumption in smart grid computation systems [84]. The smart grid is formed with
the help of multiple private clouds. Various properties such as distributed com-
puting within data center array, different time zones and geographical locations
of private clouds are utilized. Simulation of proposed method was performed
with Cloud Analyst [85] testbed. Results show significant cost reduction in
energy consumption compared with other state-of-art solutions.

Simarro et al. have proposed a cost-optimization algorithm for placement of
service considering data storage and transfer policies in order to optimize cost

of infrastructure deployment in multi-cloud [86]. Algorithm considers storage
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location and time of on & off image as parameters for evaluation.

A brokering model is proposed for multi-cloud for automatically & dynam-
ically evaluation of SLA [87]. The model applies multi-objective algorithm to
address issues such as interoperability, execution cost variation, heterogeneity
in cloud platforms. The model show that multi-objective based approaches are
better to solve multi-cloud brokering problems. It reduces execution time and
computational requirements but increases loss of optimality.

A broker based approach is proposed for dynamically cloud resource assign-
ment [88]. Broker calculates user requirements in aggregated form using an
aggregation algorithm and stores them in a template which is used to match
CSPs’ offers. A service scheduling algorithm is used to find an optimized match
according to requirements and service offerings. Proposed algorithm is evaluated
considering cost and performance constraints through simulation.

A broker based virtual machine mapping model is proposed for multi-cloud
[89]. which considers VM execution time in mapping. VM execution time is
modeled using truncated normal distribution. The results indicate that virtual
machine mapping problem can be solve using optimization considering stochas-
tic value of VM execution time.

A broker based resource allocation model is proposed for multi-cloud [90] to
allocate resources from various CSPs dynamically and increase broker’s profit.
The method is based on Markov Decision Process(MDP) [91]. Optimize resource
utilization is considered as another objective. The proposed approach exhibits
better results in terms of revenue generation because static resources are better
exploited.

An optimal broker based on Semi-Markov Decision Process [92] is proposed
for mobile Inter-cloud [93] to address problem of mobile cloud market. Mo-
bile users confront problem of better CSP in order to satisfy their needs within
budget. It uses service cost as optimization criteria for CSP selection. It outper-
forms in VM utilization with less cost compared to other state-of-art solutions.

A distributed bio-workflow broker model has been proposed to optimize re-

source allocation in multi cloud [94]. The broker implements next generation
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sequencing algorithm to minimize makespan within given resource constraints.
Results show that proposed method is outstanding for executing bioinformatics
applications on cloud. Table 6 summarizes various optimization techniques on
the basis of their strength and weaknesses/limitations. Table 7 gives comparison
of above mentioned techniques on the basis of control orientation, objective, cen-
tric orientation, method used, service provided and evaluation medium. Objec-
tive refers to either minimize or maximize or both of given parameters, method
used refers to type of method used to design technique, other parameters are
same as discussed in pricing techniques.

Discussion: We have observed that single objective optimization techniques
are more presented. The study shows that time and cost are considered opti-
mization parameters by most of researchers. Aggregated optimization based

techniques are less researched.

4.4. Quality of Services Techniques

Quality of Service (QoS) provides detailed description of a service perfor-
mance in the given computing environment. In ICCE, biggest challenge to
achieve desired QoS is allocation of resources such that they deliver expected
output. QoS is more concerned with users’ satisfaction in terms of assured QoS
characteristics by CSPs.

A framework consists of distributed brokers has been proposed to monitor
live VM migration [95] in non-sharable IaaS clouds. Brokers use MigrateFs, a
special file system for performing synchronization of live VM migration. Effi-
cient resource allocation methods are proposed to migrate a large number of
VMs. These methods are implemented by migration scheduler and brokers. A
priority level is assigned to individual migration task and VM migration took
place according to priority level. Providing priority to migration tasks helps to
minimize cost, reduction in SLA violations and reduces adverse effect on QoS.
Prototype implementation of framework with different methods demonstrate
reduction in cost and maintaining QoS during migration process.

A proxy broker based framework has been proposed for management as a
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service [96]. The broker works as a centralized controller to monitor QoS in dis-
tributed and multi-vendor public clouds. Proposed broker maximizes profits of
CSP, increases degree of control and provides transparent management of QoS.
The broker has been tested in Innovation Lab of a Global Telecommunication
company. The results demonstrate better control on QoS than other state-of-art
solutions.

Hamze et al. has proposed a framework to allocate network resources and
virtual machines in inter-cloud and cloud federation [97]. The framework focuses
on QoS parameters of Networking as a Service and Infrastructure as a Service.
The research focuses on selection of best CSP in order to minimize cost. Frame-
work was evaluated on cloud videoconferencing and compute intensive applica-
tions. Results demonstrate that broker architecture is more economical than
federation one.

A brokering model for hybrid cloud has been proposed to achieve user sat-
isfaction, maximize broker’s revenue and minimize energy cost [98]. Three
scheduling strategies are proposed and tested through simulation. Results show
that they maximizes user satisfaction, broker’s revenue and resource utilization
while reduces energy consumption cost.

A cloud brokerage model is proposed to focuses on resource prediction, pric-
ing, refunding and resource allocation [99]. Broker reserves cloud resources in
advance for maintaining QoS. The model has to deal with the quality of degra-
dation if refund of cost is to be given. The model decides pricing of services on
the basis of user characteristics and accordingly QoS is maintained. The refund
is provided on the basis of QoS acquired and service utilization.

A brokering framework has been proposed for context service selection in
federated cloud [100] which uses CSUs Quality of Context requirements. It
finds suitable personalized and adaptive context services to get high quality in-
formative contents for mobile users. Framework consists of a selection algorithm
which uses weighted utility function to rank individual context services. Quality
of context attributes namely freshness and correctness probability are used for

evaluation of proposed approach.
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A two broker based approach is proposed for CSP selection[101]. A service
broker has been used at SaaS layer and another between CSP and CSU. An
efficiency metric consists of availability, response time and reliability is used for
CSP selection.

A broker for hybrid cloud to address specific QoS constraints has been pro-
posed by[102]. The brokering algorithm satisfies high number of resource re-
quests with given QoS constraints. It also maximizes CSP’s revenue by applying
various allocation policies.

A cloud storage broker is proposed[103] to find optimal placement strategy
as per QoS demands. Two algorithms are proposed to achieve optimal place-
ment. First algorithm is used to achieve user’s QoS demands with minimum
replication cost. Second algorithm is used to maximize object availability within
given budget. Table 8 summarizes various QoS techniques on the basis of their
strength and weaknesses/limitations. Table 9 gives comparison of QoS tech-
niques on the basis of control orientation, centric orientation, platform, services
provided, QoS parameters used and evaluation medium. QoS parameters refers
to parameters used for designing and testing service. Other parameters are same
as discussed in previous sections.

Discussion: We have observed that most of the surveyed techniques con-
siders one or two QoS parameters for study. Conflicting QoS parameter based
techniques are less focused. The above performance metrics show that mostly

considered QoS parameters are price, response time, availability and reliability.

4.5. Trust Techniques

Trust in cloud computing is difficult to build because a cloud user hosts
applications on a cloud which he does not have any further access or control.
The cloud user has to trust the cloud provider for executing applications and
hosting them. The control over data and processes depends on the cloud service
model as well as confidentiality and integrity of user data [104]. Trust with
respect to cloud broker is formally defined as Trust is a quantified belief by a

cloud broker with respect to the security, availability, and reliability of a resource
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within several specified time windows [105].

A broker based approach has been proposed for scheduling workflow ap-
plication in SaaS clouds [106] with given deadline and minimum cost. It has
defined privacy constraints on multi-level for both data and task. No advance
knowledge of workflow structure is required to define constraints. The proposed
scheduling approach considers users requirements of task and data privacy at
individual level and converts them in to a combinatorial optimization problem.
It schedules tasks of individual users on available multiple cloud resources. Re-
sults show that it outperform in terms of cost reduction with given constraints
than other state-of-the-art solutions.

A broker based framework has been proposed for encrypted data search [107]
which is based on Cloud Access Security Broker(CASB) [108]. Broker provides
encrypted data search and stores encrypted keys, metadata, and ciphertext ID
pointers in cloud. Every search query is passed to local directory by broker.

Li et al. have proposed a broker based verification system for cloud ser-
vice selection [109]. The system provides an efficient authenticated indexing
structure which ensures authentic, complete and satisfiable cloud service selec-
tion. It is used to verify misbehavior of cloud broker in service selection. The
system also provides a trusted collector which is responsible to gather various
information from different CSPs. Trusted collector builds a problem free and
authenticated database of CSPs. Trusted collector can also sell authenticated
database to other brokers to earn profit. It outperforms in terms of verification
of cloud service selection on parameters such as authenticity, user satisfaction
and service completeness with other state-of-art solutions.

Barreto et al. have proposed a broker based framework for discovery and
allocation of services in cloud federation [110] which provides authentication and
authorization services. An auction based model is used for resource discovery.
It helps in dynamic allocation of resources as compared to resource acquisition.
The resources are acquired for a fixed time period and released after time period

expires.
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A trusted broker model in proposed for multi-cloud [111] for trust collab-
oration among multiple laaS CSPs. Three models, Cross Cloud Trust, Cross
Domain Trust and Cross Project Trust for multi-cloud has been studied. Ho-
mogeneous cloud environment is considered to evaluate trust. Openstack [112]
is used for prototyping.

A broker based approach based on service operator trust scheme(SOTS) has
been proposed for resource matching for multi-cloud [105]. The trust value is
calculated using multi-attributes such as reliability, availability, and security.
Information entropy theory is used to evaluate trust value. For newly join-
ing CSP, first service last audit scheme is used to provide penalty based trust
value for initialization. The proposed adaptive method overcomes the tradi-
tional weighted or subjected trust schemes as per the results obtained through
simulation.

A cloud brokering architecture has been proposed to assure trust among
CSPs and CSUs [113]. The dependability property is chosen as a measurable
metric because it can avoid unacceptable system failures. The architecture,
DBA consists of fault detection, evaluation and decision making in case of fail-
ures either to recover or migrate. The simulated results considering reliability
metric show that it successfully incorporates dependability property in CSP
selection. Table 10 summarizes various trust techniques on the basis of their
strength and weaknesses/limitations. A comparison of trust techniques on var-
ious performance metrics such as service provided, control orientation, centric
orientation, platform and evaluation medium is given in Table 11. Here service
refers to types of trusted services provided. Other parameters referred are same
as discussed in previous sections.

Discussion: We have observed that authentication and authorization pa-
rameters are mostly considered for trust techniques. User feedback based tech-

niques are more researched. Study shows that indirect trust is less researched.

33




Apiqepuadop 9renyeas o) palo

-pIsuod st orrjewr Ajyiqerar A[uQ

anfea 9sniy Surpuy

I0J pasn oIe SoN[eA PauUYep Ios()

JUSWIUOIIAUSD PNO[O snosu

-o3owoy ur AJUO S3NIom [OPOIN

JuowedeurW AJI1JULPI OPIA

-oxd 03 paammbax Aj1que [RUILIXH

901AI0s pnop a[8uts jo aoe(d

Uur §SI[ 9JIAISS PNOD B SWINGY
ejep Suryoress pue 3ul

-10}S Ul PESYISAO S9)BID POYIDIN
SJUTRIISUOD JO [9AD] JUDISPYIP

Ispun paure}qo sjnsel juaIofi(

2IN109YDIR Y (] USAIS JO S[oA9]
JueIelIp 7e 1sna) sererodiodoul [OpPOIA
aneaA 9snig

pPuy 01 s90INnosal Jjo sojnqriyye o[dry
-[nw sejerodroour A[mysseoons 1,08
Po3se) pue peay

-[JUePl ST SIUSWIUOIIAUS PNO[O-T3[NuX
JO s[eA9] JuateyIp je o[qeoridde jsnay,
SOOIAIOS UOIjRULIOJUT

poziferjued ueyy suiojiodino A10A00

-SIP 90INO0Sa.I 10} [9POWL Paseq UoIIdNY

UOT)ORISI)RS IOSN pUR ssouajardurod
9o1AI0S ‘Aorjueyine ur suriojredinQ
yoreoas

elep pojdArous soadlyde  POYISIA
SIUTRIJSUOD USAIS UIYIm uoljeoridde

MOTIOM JO 1SOD QZIWIUTW SPOYIDN

9snIy ysnoayy
ALiqepuedeop juowodwil O,
ouISDS ISNI) Paseq

somnquiyye-iynu e oasodoxd of,

pnopo

-1 10§ [epout 3snay esodoad qf,
sIoquIaul

uoIjeIapPo)] SUOWR SODINOSSI 9)BD
-O[[e Ppur ydIees A[@INd9s Qf,
uony

-09[9S 921AJSS pnod 10j yoeoxdde
3urieyouq o[qeyLma e osodoid o7,
Jurreys ejep 0INd9S

pue yoaess pojdAious apiaoid of,
auI[peap UeAIS ulyjim uoryestid

-de mopgs{10Mm JO 9S00 SZIWIIUIW O,

pPRorn HBHINA

pnoD BN

proD NN

pnopD

paYeIopa

PROID-THNI

pnopD Hny

PnorD prqiy

[eTT]

[goT]

(7]

[011]

[60T]

[20T]

[00T]

UOIYe I /SSOUNBIAN

yj3ueils

2a1399(qQO

jJjuoumwIuoJa

-lAUg  pPnoo

(s)soyny

sonbruypag, 1sniy, Jo Arewrwing :QT 9[qR],

34



uornemuig Seey Ioyoxg pozierjua)) Buruorsiaoig Tm T 1

uonenuig Seel Ioorg pazieijus) JuoweFeURIN JSNIT, [g0T1]
uorjejuawe[dwy] odA10901g geey Ioxoryg pozije1jus)) UOIRZLIOYINY [117]
uorjenurg Seeg Iayoryg pazifeijus)) UoI1edIjUSINYy pUR UOIRZLIOYINY [otT1]

uorenuIrg see| 1oxoxg pozieIjuo)) UOIYEOYLIDA [601]
uorjejuawejduuy adKj0301g qeeg Iswogsny) pozifeIjus)) yoIees ejyep pojydAiourg [20T]
uorjejuewsduw] odAjoj01g geeg IoxoIg pozireayuo)) UOT}RAIOSOLJ KORALLJ [90T1]
ysnoay,J, uoiyenjeayy WJIOJIB[J UOIJRIUSDII(Q OLIJUDd) uoIjejuali() [0J3U0D (s)oo1a008 (s)aoyny

sonbruya], 1SNIT, JO SOLIJOJN POURULIONSJ :TT O[qe],

35



5. Research Challenges and Open Problems

Some of major research challenges and open problems are identified from

survey. They are listed below:

(i) Cloud Brokering Framework
ICCEs are gaining attention by both providers and consumers because of
benefits such as reduced cost, more profit, efficient utilization of resources
and services, and options to move from one CSP to another if not satisfied
with present one. Cloud brokers in literature are proposed for either spe-
cific purpose or specific cloud environment. They do not fit in all ICCE as
well as they do not consider every aspects of service requests and providers
constraints. The cloud brokers are lacking in considering various aspects of
ICCE in optimal selection of resources, efficient allocation of resources, op-
timal distribution of either application parts or service components among
different collaborating CSPs. They are also lacking in providing migration
of services and resources from one provider to another. New frameworks
can be proposed to provide unified APT or effective UI to CSU.
(ii) Cloud Service Discovery Techniques and Publishing Market Place
In ICCE, cloud providers do not have a registry or market place where
they can publish their services. They are also lacking of standard format
for publishing. CSUs are lacking by standardized discovery techniques.
Efficient brokering techniques can be proposed for discovery services.
(iii) Cloud Brokering Techniques for Service Selection

Cloud users specify various criteria such as cost, time, data center location,
QoS, ete. for a service to be allocated. Researchers have presented various
techniques based on either cost or time. Many researchers have also fo-
cused on QoS and optimizing various parameters. Cloud service selection
is a challenging task in ICCE because every cloud provider exposes its
services and resources as per their proprietary models and interfaces. Effi-
cient techniques are required which consider multiple objective for service

selection.
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(iv)

(vi)

Cloud Brokering Techniques for Service Allocation

Service allocation has to deal with various aspects of CSPs and CSUs.
Cloud providers’ exposes their resources as per their convenience. The
demands from CSUs make difficulty for cloud broker to address them.
Single provider may not be able to fulfill all the demands. Cloud broker
has to consider SLA, cost, time, QoS demands, etc. in allocating services.
Effective techniques are required to fulfill requirements of CSUs within
constraints of CSPs.

Cloud Brokering Techniques for Service Provisioning

Service provisioning refers to the process of reserving resources and uti-
lizing as an when require. Researchers have proposed methods based on
either single criteria or group of one or two criteria such as cost and time
for service provisioning. Efficient techniques are required to take advan-
tage of spot offers. Issues such as fulfilling requirement of cloud users
from more than one cloud providers within given SLA is also a topic of
research. Issues related to migrating a service from one CSP to another
as assured SLA is not achieved is also a topic of research. One cloud bro-
ker has to contact with another cloud broker in order to satisfy user QoS
constraints. This issue is not addressed well in literature. This leads to
propose meta brokering framework to fulfill requirements of one broker
from other brokers.

Trust based Cloud Brokering Techniques

The cloud resources in ICCE are virtualized, heterogeneous, and dis-
tributed at various geographically distributed. There must be trust be-
tween CSUs and CSPs in order to accomplish acceptance of cloud com-
puting as a utility. This leads to design and develop trust aware tech-
niques. CSUs are more concerned about trusted cloud resources so that
they can execute their applications and store data in cloud data centers
without worry. Efficient techniques are required to measure direct and
indirect trust, based on usage patterns of cloud resources and based on

users’ feedback, respectively.
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6. Conclusion and Future Directions

Brokering is an essential part for providing aggregated services to cloud users.
Broker helps CSPs to provide aggregate services on three levels i.e. TaaS, SaaS
and PaaS. It also helps CSUs to get all types of services under one roof. A com-
prehensive survey of cloud brokering in interconnected cloud computing environ-
ment (ICCE) has been presented. Existing frameworks of ICCE, having cloud
broker as one of the components, are discussed. Cloud brokering techniques are
classified in different categories such as pricing, multi-criteria, optimization, QoS
and trust based on the attributes. The strength and weaknesses/limitations of
all surveyed techniques have been analyzed. Specific research directions and the
various issues, challenges and open problems are explained. A model for cloud
broker has been proposed.

The cloud broker model proposed in section 2.2 will be designed and devel-
oped for our future work. The model will efficiently address research problems
of cloud service management. Efficient techniques for service discovery in ICCE
will be proposed. ICCE consists of similar types of service offered by various
CSPs. Techniques to efficiently address QoS parameters in ranking of various
services will be proposed. Techniques effectively addressing QoS parameters
in service selection will be proposed. Service allocation on desired platform so
that it can fulfill QoS requirement is one of important research issue. It will be
addressed by competent techniques. Cloud brokering inherently a multi-criteria
optimization problem. QoS parameters such as price, availability, reliability,
response time, execution time, etc are important in designing optimization tech-
niques for service management.

CSUs are interested in trusted CSPs and various security parameters such
as authentication, authorization, data integrity & privacy, identity manage-
ment, etc. Techniques based on multi-agent and machine learning algorithms
to address above problems will be proposed. Machine-learning-as-service is get-
ting attention in cloud platforms. Monitoring various SLA parameters is also

challenging task in ICCE. The proposed cloud broker will include monitoring-
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as-a-service component to address monitoring issues.
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