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\section*{ABSTRACT}

In this work, we show the influence of sensor system measurement uncertainties to sensor system reliability and ways to meet reliability targets. A general model to handle measurement uncertainties is defined and the according influence to reliability is presented, which is defined as probability of meeting specification requirements. Initial step is to optimize sensor systems concerning lowest influences of sensor system parameter fluctuations to the measurement uncertainty using statistical optimization methodologies. In case the influence of unknown nuisance parameters cannot be sufficiently suppressed, such parameters may be additionally measured in order to further reduce measurement uncertainties. The remaining uncertainties are again addressed using statistical optimization methodologies. Finally, measurement uncertainty also affects the reliability of such a system. For sensor systems in safety critical applications it may thus be required to include measures such as redundancy. This is also included in the investigations. Further examples for explained optimization methodologies of measurement uncertainty reduction are presented.

\section*{1. Introduction}

Our modern world is fully digitized: starting from consumer goods such as mobile phones, TVs and body scales, going to vehicles such as cars, airplanes and trains to automated production lines based on human-robot-interaction. All of these electronic devices need a way to interface to the real, physical world: commonly, sensor systems present a way to realize this interfacing. These sensor systems present the means for electronic systems to comprehend their environment. Depending on the application, it is more or less important that this comprehension is truthful and dependable. As soon as a physical quantity of interest and its representation (analog or digital) from sensor systems differs too much in value, this is either useless – in case of the smart watch which does not reliably sense our heart frequency – or dangerous in case of the accelerometer which is in charge of the airbag control. Sensor system reliability is thus a major concern, not only in terms of customer satisfaction, but also for safety reasons. In this work, we consequently present means to define and quantify reliability by introducing a general mathematical model. Ways to improve the sensor systems’ reliability are presented: one way is to use optimization methods of the existing systems using statistic optimization techniques\cite{1}, another way is to additionally measure known, correlated disturbing influences and compensate those\cite{2,3}, and also a combination of both approaches is possible. Where the effort is justified by the application, redundancy can be a way to improve the sensor system reliability, especially for safety requirements. The latter is often the case in standardized safety related automotive applications\cite{4}.

\subsection*{1.1. Sensor system definition}

A general abstraction of a sensor system is illustrated in Fig. 1. Here \( \theta \) is the physical quantity of interest. Depending on the employed sensor effect, this is further converted into the electrical domain by the sensor front-end or subsequent circuitry. It is now an (analog or digital) electrical quantity and represented by the Random Variable (RV) \( Y \). A RV basically is a function which, besides possible deterministic variables, also depends on random, i.e. unknown, inputs. In system theory, such functions, which describe the way of how a system acts on a quantity of interest, are often also called transfer-functions. Here, it is assumed that \( Y \) depends on systematic influences (bias-voltage, calibration-parameters, stress etc.)\cite{2,3} as well as random influences (noise, Electro Magnetic Interference (EMI) etc.) introduced by the sensor front-end and/or respective circuitry. To reconstruct the physical quantity from the electrical representation \( Y \), a mapping function as part of the digital signal processing is necessary. This mapping function is termed an estimator for the physical quantity of interest and its sensor system output value is often denoted as \( \hat{\theta} \) to indicate the relation to the true physical quantity of interest \( \theta \). This estimation even can be performed inside the sensor system with electrical output values interpreted in the same physical quantity as \( \theta \)\cite{1}.
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1.2. Sensor system deviations

The way to express measurement uncertainty and methods to mathematically deal with them are defined in the Guide to the expression of uncertainty [5] and respective supplements. For existing sensor systems, the tolerable uncertainties and deviations are limited by specifications. When a new sensor system is implemented, these specifications are the design criteria for sensor system optimization. As explained before and compare Eq. (1) the sensor circuit output value \( Y \) (or output vector \( Y \)) depends on systematic parameters, now termed \( \xi \), and random terms, which we now call \( \tau \). In terms of transfer-functions, we can split it into the ideal transfer-function \( h(\theta) \) and the deviation transfer-function \( e(\tau) \). From measurements, \( Y \) an estimation of \( \theta \) called \( \hat{\theta} \) can be found via \( u(\tau) \) by Eq. (2). The final deviation in Eq. (3) is the difference between sensor output and ideal value.

\[
Y = h(\theta, \xi) + e(\theta, \xi, \tau) \tag{1}
\]

\[
\hat{\theta} = u(Y, \xi, \tau) \tag{2}
\]

\[
\Delta = \hat{\theta} - \theta \tag{3}
\]

Some of the most common sources of measurement uncertainties and deviations are:

- Noise (thermal, quantization)
- Production (spread)
- Influencing parameters (temperature, stress)
- Calibration (calibration deviation/quantization)
- Lifetime drifts (aging)
- External sources of deviation (Strayfields, EMI)
- Sensor system faults

1.3. Definition of reliability and unreliability

The reliability of a sensor system acc. [6] is defined as the ability of a product to perform a required function at or below a stated failure rate for a given period of time. We further define the required function as correctly providing measurement results within the specification limits at specified conditions (e.g.: temperature, supply-voltage, lifetime). In engineering, a more often used term is unreliability which is the probability of a sensor system providing measurement value outside the specification (failures). Several standards are available dealing with reliability or unreliability (eg.: Ref. [7]) or at least to verify them in automotive [8], industrial [9] and general dependability standards [10]. In this work, we consider measurement uncertainty as Gaussian distributed deviations of the sensor output value \( \hat{\theta} \) from the ideal output value \( \theta \) according Eq. (3). Since we assume Gaussian distributions of measurement deviations with average deviation \( \mu \) and variance \( \sigma^2 \) according to the general definition of the respective probability density function (pdf) shown in Eq. (4) there is always a probability larger than zero to violate specification limits, mathematically because of the infinite spread Gaussian distribution. In this work we assume hardware-faults as Gaussian distribution with larger and unknown variance. As the variance of deviations caused by faults is unknown, we consider the worst case. In practical setting, a maximum number of specification limit violations are allowed and measured as probability in % or parts per million (ppm). An example with sensor deviations in % of measurement full-scale-range (%FSR) acc. [11] comprising statistical and systematic deviations is shown in Fig. 2.

\[
pdf(\Delta) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{1}{2}(\Delta - \mu)^2} \tag{4}
\]

Unreliability in this sense is the integral of all probability densities outside the minimum and maximum specification limits \( \pm \Delta_{\text{spec}} \). Mathematically it can be written as shown in Eq. (5). This unreliability or probability of specification violation is dependent on mean-value and variance of this modeled Gaussian distribution. These probabilities can be determined relative to the specification limit according Fig. 3.

\[
P_{\text{fail}}(\left| \Delta \right| > \Delta_{\text{spec}}) = \int_{-\infty}^{-\Delta_{\text{spec}}} pdf(\Delta) + \int_{\Delta_{\text{spec}}}^{\infty} pdf(\Delta). \tag{5}
\]

2. Sensor system optimization methods

We want to optimize the sensor output concerning reliability to provide sensor output values within specification limits. In general, this optimization criterion can be defined by \( \psi(\cdot) \), which depends on the input variable \( \theta \) and the design parameters \( \xi \). Since \( \theta \) is given, only the
design parameters $\xi$ can be used for optimization, optimal parameters can be found by Eq. (6).

$$\xi^* = \arg \min_{\xi \in \xi} \psi(\hat{\xi})$$  

(6)

$$\xi = [\xi_G, \xi_G, \xi_G, \xi_G]$$  

(7)

$$\tau = [\tau_G, \tau_G, \tau_G, \tau_G]$$  

(8)

Systematic design parameters $\xi$ contain contributions of different sources shown in Eq. (7), where $G$ represents geometric parameters, $P$ material parameters, $Y$ sensor circuit parameters and $E$ estimator configuration parameters. Nuisance parameters $\tau$ contain contributions of the same sources shown in Eq. (8).

$$E[\tau] = 0$$  

(9)

$$\text{cov}[\tau] = E[\tau\tau^T].$$  

(10)

The nuisance-parameters are zero mean shown in Eq. (9) and contain a certain covariance according Eq. (10).

We can apply now following different methods to find these optimized sensor system parameters:

### 2.1. Sensor system optimization using statistical methods

When disturbing influences are not known beforehand and the effort to determine possible correlations is difficult or even infeasible (e.g. fabrication process is not well-studied), one way to reduce the influence of these deviations is by design optimization. System parameters can be shifted to optimum values as shown in Fig. 4 according to Eq. (6), where the spread of influencing parameters have lowest influence to the optimization criterion, which is the case for optimal-point B in this figure. Several methods from optimal design of experiments and their optimality criteria can be used to minimize the effect of influencing parameters.

Various statistical optimization methodologies are described in related literature, such as Refs. [1, 12, 13] and [14]. Basically, we can distinguish on one hand between optimizations where the Fisher-Information (or the inverse of it) is used, and on the other hand Bayesian principles.

#### 2.1.1. Fisher information based optimization

The design parameter vector $\xi$ comprises all information describing the configuration, such as the sensor location, measurement reference, and transfer-characteristics. The aim is to find the configuration $\xi^*$ that minimizes the probability of output value change by additional measurement values. The amount of information about the variable of interest which is contained in the observed variable is called the Fisher information $I$. The inverse of the Fisher information $I^{-1}$ is also called dispersion $D$ defined by Eq. (11)

$$D = I^{-1}$$  

(11)

and represents a lower bound for the variance of any unbiased estimator for the parameter in question, see Eq. (12).

$$\text{var} (\hat{\xi}) \geq \frac{1}{I(\hat{\xi}, \xi)}.$$  

(12)

The Fisher information $I$ in this sensor system is given by Eq. (13):

$$I(\hat{\xi}, \xi) = -E \left( \frac{\partial^2 \ln(p(x|\theta, \xi))}{\partial \theta^2} \right).$$  

(13)

The optimal design configuration $\xi^*$ can be found by Eq. (14) where $H$ represents the possible design space.

$$\xi^* = \arg \min_{\xi \in H} D(\hat{\xi}, \xi)$$  

(14)

In case of linear models where the transfer-function can be treated independent of input parameters, a Minimum Variance Unbiased Estimation (MVUE) of transfer-characteristics defined by Eq. (15) can be applied.

$$Y = h(\xi)\hat{\theta} + w.$$  

(15)

There, $w$ represents Additive White Gaussian Noise (AWGN) and all random influences are gathered in this noise-term. The Fisher information then can be gathered by Eq. (16) to get estimated physical quantities by Eq. (17) and further optimized sensor system parameters by Eq. (18).

$$I = \frac{h(\xi)^T h(\xi)}{\sigma^2}$$  

(16)

$$\hat{\theta} = [h(\xi)^T h(\xi)]^{-1} h(\xi)^T Y$$  

(17)

$$\xi^* = \arg \min_{\xi} |D(\xi)| = \arg \min_{\xi} |h(\xi)^T h(\xi)|^{-1}.$$  

(18)

There, $\xi^*$ represent the optimal parameters for $\xi$ according D-optimality criterion.

In the general, Gaussian case according Eq. (19)

$$Y = h(\xi)\hat{\theta} + w.$$  

(19)

the uncertainty of measurements can be modeled using jointly Gaussian distribution with certain variances expressed in the covariance-matrix $C$, the Fisher information can be obtained from Eqs. (20) and (21) according [1].

$$[I(\hat{\xi}, \xi)]_{ij} = \left( \frac{\partial h(\theta, \xi)}{\partial \theta_i} \right)^T C^{-1}(\theta, \xi) \left( \frac{\partial h(\theta, \xi)}{\partial \theta_j} \right) + \frac{1}{2} \text{tr} \left( C^{-1}(\theta, \xi) \frac{\partial C(\theta, \xi)}{\partial \theta_i} C^{-1}(\theta, \xi) \frac{\partial C(\theta, \xi)}{\partial \theta_j} \right).$$  

(20)

(21)

Several criteria using the inverse of the Fisher information called dispersion $D$ shown in Eq. (11) to optimize the influence of design parameters are available: The most common target is the D-criterion which uses the determinant of the dispersion matrix, see Eq. (22).

$$\Psi_D(\hat{\theta}, \xi) = \max_{\xi \in \Theta} |D(\hat{\theta}, \xi)|.$$  

(22)

Other optimization criteria based on the dispersion matrix use the trace (A-criterion) or the eigenvalues (E-criterion) of $D$. These criteria however assume unbiased and optimal estimators.

#### 2.1.2. Bayesian optimization methodologies

Often, we do not know about design-parameter uncertainties, but we roughly know properties of their distributions such as the mean and variance (i.e. tolerances given by the manufacturer). Having such information at hand, together with the knowledge of distributions of the parameter to be estimated, this allows to construct a Bayesian mean.
square error estimator. Estimators based on the Bayesian approach allow the consideration of prior knowledge. Many estimators may exist, which are optimal with respect to a certain point of the design, but the Bayesian methodology will yield an estimator which results in the best on average for the entire domain [1]. Such an estimator is found by minimizing the mean square error (MSE) or Bayesian Mean Square Error (BMSE). Optimization applying the Bayesian mean square error are done according Eqs. (23), (24) and (25).

\[
BMSE(\hat{\theta}) = E[(\theta - \hat{\theta})^2]
\]  
(23)

\[
BMSE(\hat{\theta}) = \int \int (\theta_i - \hat{\theta}_i)^2 f(y, \theta) d\theta_i dy
\]  
(24)

\[
\hat{\theta} = \int \hat{\theta} p(\theta|y) d\theta = E[\theta|y].
\]  
(25)

In classical approaches, all deterministic parameters are taken into account. Particularly, this means a necessity to consider the nuisance parameters as well since they are considered deterministic. Here, and this motivates the Bayesian approach, it is possible to exclude the nuisance parameters by integration over their pdfs [1]. While analytic computations of integrals may be cumbersome, we exploit properties of the employed Design Of Experiments (DOE) to implement this. To approximate the true deterministic dependence (h(⋅) in Eq. (1)), the so-called forward problem is solved by generating a system model from simulation/measurement data. In case of linear estimation, the expectation of the posterior distribution can be obtained using the Bayesian Linear Minimum Mean Square Estimation (BLMSE). In general of Minimum Mean Square Error (MMSE), we define Eq. (26).

\[
\hat{\theta} = E[\theta|y].
\]  
(26)

In case of linear estimations, we can assume a linear relationship in Eq. (27)

\[
E[\theta|y] = W\hat{y} + B
\]  
(27)

with linear terms defined in Eq. (28)

\[
W = C_{\theta y}C_{\theta y}^{-1}
\]  
(28)

and bias defined in Eq. (29)

\[
B = \hat{\theta} - W\theta
\]  
(29)

where \(C_{\theta y}\) and \(C_{\theta y}\) are covariance matrices of the estimate and the measurement, and of the individual measurements respectively, accounting also for the measurement noise. \(\hat{\theta}\) is used to denote the expected value of the parameters to be estimated with respect to their prior distributions. Correspondingly, \(\theta\) means the expected value of the measurement.

In cases where we cannot or do not want to use an unbiased estimator, we can operate on the Mean Square Error (MSE) criterion. In Ref. [13], the MSE-matrix \(R(\xi)\) was defined as

\[
R(\theta, \xi) = E[(\theta - \hat{\theta})(\theta - \hat{\theta})^T]
\]  
(30)

where the estimator is chosen as

\[
\hat{\theta} = \hat{\theta} + \hat{\theta}_b(\theta, \xi) + \hat{\theta}_e(\theta, \xi)
\]  
(31)

with \(\hat{\theta}_b\) as bias error and \(\hat{\theta}_e\) the random error term. This results in the MSE-matrix

\[
R(\theta, \xi) = \hat{\theta}_b(\theta, \xi)\hat{\theta}_b^T(\theta, \xi) + cov[\hat{\theta}_e(\theta, \xi)].
\]  
(32)

Then, the same optimization criteria as for the dispersion can be used. In this case, the \(D_k\) criterion is given by Eq. (33)

\[
\Psi_{D_k} = \max_{\hat{\theta} \in \Theta} R(\hat{\theta}, \xi).
\]  
(33)

2.2. Sensor system optimization considering dependent parameters

In case of all statistical optimizations are not sufficient to provide sensor systems fulfilling the reliability requirement further improvements to the sensor system have to be found. One well known way is to analyze correlations of the measurement error \(\Delta\) with influencing parameters. There following parameters are influencing correctly estimating measurement output values, which are handled differently:

- Temperature, stress, air pressure etc.
- External interference (strayfield, EMC)
- Lifetime drifts

2.2.1. Sensor system optimization by dependent parameter compensation

The make use of correlations to influencing parameters is the most often used principle to reduce the sensor output uncertainty. In this case the dependent physical parameters (like temperature, mechanical stress, and air pressure) are measured in parallel to the sensing quantity. When using block diagram of Fig. 1 then the measurement quantity \(\theta\) becomes a vector containing the desired measurement quantity and the dependent parameter \(\theta_d\) (see Fig. 5). The dependent parameter compensation is performed in the succeeding estimator using mainly polynomial compensation algorithms including dependent offset compensation using the influencing parameter information matrix \(H_d\) shown in Eq. (34). There the noise-terms are not considered because we assume them zero mean and not part of the compensation.

\[
\hat{\theta}(Y, Y_d) = Y\cdot H_d(Y_d)\cdot \xi_{E_d} + H_d(Y_d)\cdot \xi_{E_d}\,
\]  
(34)

Here, the dependent parameters for the gain compensation of the estimator are represented in \(\xi_{E_d}\) and the offset related compensation parameters of the estimator are denoted in \(\xi_{E_d}\). An example of second order compensation for each measurement sample \(t\) is shown in Eq. (35).

\[
\hat{\theta}_t = Y_t\{1 \cdot Y_{d_t} Y_{d_t}^T\left[\xi_{E_d} \xi_{E_d}\right] + \{1 \cdot Y_{d_t} Y_{d_t}^T\left[\xi_{E_d}\xi_{E_d}\right]}\.
\]  
(35)

One of the challenging aspects of dependent parameter compensation is the calibration after sensor system production. The calibration equipment uncertainty directly influences the uncertainty of the final sensor system to optimize. Basically, the same estimation principles of finding the minimum variance estimation as for the measurement values are used to get compensation parameters \(\xi_{E_d}\) and \(\xi_{E_d}\). To apply this, we define the matrix \(H_d\) based on measurement values according Eqs. (36) and (37), which is done during productive calibration of this sensor system.

![Fig. 5. Block diagram of a sensor system with additional measurement of dependent influencing parameter \(\theta_d\) and according compensation in the succeeding estimator.](image-url)
2.2.2. Lifetime drifts

Lifetime drifts are most critical deviations because they are hardly compensable. Every electrical/electronic circuit suffers from lifetime drifts of electrical parameters. These drifts cause lifetime-dependent deviations from the target output value, sometimes even with systematic deviation contributions and not reliably predictable. In this paper we only consider lifetime-drifts as additional uncertainty which has to be considered for the rest of the system parameters to optimize, especially for calibration and qualification. There, we need to consider systematical and statistical lifetime-drifts, an example can be seen in Fig. 6.

Today sensors for reliable systems like industry, automotive and aerospace are qualified by certain accelerated aging stress tests defined in Refs. [8, 9]. Additionally, several worst-case operating conditions are defined for this accelerated lifetime test. Some examples are:

- HTOL (High Temperature Operating Lifetime)
- HTS (High Temperature Storage)
- TC (Temperature Cycling)

A practical way to handle lifetime-drifts is to reduce their effects generated mainly by the transfer-function of the sensor-elements according Eq. (1). Here, previous explained statistical optimization methods are most useful, especially when a systematic lifetime drift can be predicted [15] or modeled as shown in Ref. [16]. In case it would be possible to measure lifetime-degradation, one can even define a system with influencing parameter measurement and compensation of this lifetime-effect proposed by Ref. [17].

2.3. Sensor system optimization considering test- and qualification-equipment

In case of best possible deterministic and statistic optimized sensor system, there always remain uncertainties initiated by the calibration and verification-equipment (see Fig. 7). When comparing a sensor output value with a reference sensor value this is a subtraction of both values as shown in Eq. (40).

\[ \Delta_r(\theta, \xi) = \hat{\theta}(\theta, \xi) - \hat{\theta}_0(\theta). \]  

(40)

Since we are not able to compare the desired sensor system with the real value and we use an other sensor system as reference instead generates additional sources of uncertainty. To analyze the remaining uncertainty we only need to take \( \Delta_r \) as additive compensation value to \( \hat{\theta} \) to get the corrected value \( \hat{\theta}_{\text{corr}} \) which results in uncertainties defined by the reference value shown in Eq. (41).

\[ \hat{\theta}_{\text{corr}} = \hat{\theta} - \Delta_r = (\hat{\theta} - \hat{\theta}_0) = \hat{\theta}_0. \]  

(41)

This shows us the influence of reference-sensor uncertainties during production-test and productive calibration as well as verification of qualification test results for sensor system optimizations. It is physically not possible to get a better performing system than the reference system performance used for calibration, test of production and qualification. To get a full picture of extracting the probability of passing a qualification test is shown in Fig. 8. In this picture, one can also easily recognize, that the reference measurement uncertainty has a significant influence to the probability of specification limit violations without detection. High uncertainties will increase the probability of sensor system specification violations. High uncertainties also lead to an increased probability of wrong detected specification violations. The calculation of probability \( P_v1, P_v2, P_d1 \) and \( P_d2 \) can be performed using a coordinate rotation, results are shown in Eq. (42) with example of \( P_a \) in Eq. (43).

\[ P = \int_{\min}^{\max} \int_{\min}^{\max} p1(\xi_1, \mu_1, \sigma_1)p2(\xi_2 - \xi_1, \mu_2, \sigma_2)d\xi_1 d\xi_2 \]  

(42)

\[ P_v1 = \int_{\text{daml}}^{\text{daml}} \int_{\text{daml}}^{\text{daml}} p1(\xi_1, \mu_1, \sigma_1)p2(\xi_2 - \xi_1, \mu_2, \sigma_2)d\xi_1 d\xi_2 \]  

(43)

The remaining probability of not detecting a specification violation is summarized in parameter \( P_{\text{dcr}} \) of Eq. (44).

\[ P_{\text{dcr}} = P_v1 + P_v2. \]  

(44)

2.4. Sensor system optimization considering signal comparing safety mechanisms

In safety critical applications, it is necessary to know the reliability and possible faults in sensor systems. On way to judge sensor data is shown in Ref. [18]. In two channel redundant sensor setups, two independent sensor signal paths are used for measurement of the desired signal by averaging and additionally use the two channels for signal comparison (see Fig. 9). This case was analyzed in a separated publication [19]. Fig. 10 shows the joint probability density function including combined averaged safety limit (daml) and diagnostic limit (daml). Here, one can also recognize the areas \( P_v1 \) and \( P_v2 \) where the difference comparison will not detect this safety-limit violation and leads to a reduction of diagnostic coverage. One can also see regions \( P_d1 \) and \( P_d2 \) where a false-alarm is generated but no violation of safety-
limit is present.

The calculation of sensor system probability providing data in regions $P_{V1}$, $P_{V2}$, $P_{D1}$ and $P_{D2}$ can be calculated using a coordinate-rotation as shown in Eq. (45) with an example shown in Eq. (46).

$$
P = 2 \int_{\xi_x}^{\xi_x \max} \int_{\xi_y}^{\xi_y \max} p_1(\xi_1, \xi_2, \mu_1, \sigma_1) \cdot p_2(\xi_1, \xi_2, \mu_2, \sigma_2) d\xi_1 d\xi_2
$$

(45)

$$
P_{V1} = 2 \int_{-\infty}^{\xi_x \max} \int_{-\infty}^{\xi_y \max} p_1(\xi_1, \xi_2, \mu_1, \sigma_1) \cdot p_2(\xi_1, \xi_2, \mu_2, \sigma_2) d\xi_1 d\xi_2.
$$

(46)

3. Implementations and results

3.1. Sensor system optimization implementation using statistical methods

3.1.1. Optimization of magnetic field based angular sensors

A further example of sensor optimization applying statistical optimization methodologies is shown in Ref. [20]. Here, magnetic field based angular-sensor optimization was performed using the Fisher Information. Magnetic field based angular sensing is done using Hall elements or magnetoresistive elements (see Fig. 11). In general sinusoidal components of the magnetic field caused by the rotation of a diametral magnetized magnet is measured according Eq. (47) and the mechanical angle is calculated using trigonometric functions via generation of sine and cosine components out of individual measured field values shown in Eq. (48).

$$
S(\hat{\theta}) = A \cdot \sin(\hat{\theta} - \phi) + w
$$

(47)

$$
\hat{\theta} = \tan\left(\frac{\sin(\hat{\theta})}{\cos(\hat{\theta})}\right) = \tan\left(\frac{f(S(\hat{\theta}, \phi))}{g(S(\hat{\theta}, \phi))}\right)
$$

(48)

where functions $f(\cdot)$ represents the calculation of the sine-component and $g(\cdot)$ the cosine-component out of individual sensor values $S$, $\theta$ the relative angular position, $A$ the amplitude and $\phi$ a phase shift linked to the sensor location/orientation (compare with Ref. [21]). The term $w$ summarizes random deviations and noise.

3.2. Redundant sensor system implementation

Redundant sensor system block diagram with two signal paths where both sensor outputs contribute to the measurement output as well as to the safety-mechanism by comparison.
Fig. 10. Joint Probability Density function of a redundant sensor system acc. Fig. 9 with measurement output errors shown on $x_1$ and redundant sensor channel errors shown on $x_2$. Red lines show the safety limit and the blue lines show the diagnostic mechanism limit. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 11. Integrated Hall angle sensing principle. Several lateral Hall sensors are placed around a circle to measure the angle dependent magnetic filed in z-direction of a diametral magnetized rotating magnet.

$$U_{Hall} = k \cdot B \cdot I_{Bias}$$

Fig. 12. (a) Two sensors: the optimal solution is found for a phase difference of 90°; (b) Three sensors: phase differences of 60° and 120° are optimal; (c) Four sensors: two pairs of 90° phase shift are found to be optimal, however the phase between the pairs is arbitrary.
In real implementations the measurement vector $S(\theta)$ also depends on geometric properties $\eta$ so that we can express Eq. (47) into Eq. (49).

$$S(\theta, \eta) = A \sin(\theta - \phi(\eta)) + w.$$  

(49)

The model described by Eq. (49) can be rewritten by splitting angle contributions into orthogonal in-phase and quadrature components according Eq. (50).

$$S(\theta, \eta) = I_\theta(\theta, \eta) \cos(\phi(\eta)) + Q_\phi(\theta, \eta) \sin(\phi(\eta)) + w$$  

(50)

$$S(\theta, \eta) = H(\eta) \left[ \frac{I_\theta}{Q_\phi} \right] + w = H(\eta)\theta + w.$$  

(51)

Different scenarios have been studied. Fig. 12 shows solutions for the uncorrelated case. For two sensor elements, a phase shift of $90^\circ$ is obtained; for three sensors, a phase shift of $60^\circ$, as expected. However, for four sensors, a phase shift of $90^\circ$ between all magnetic field sensors is not a unique optimum solution; any solution where two sensors in pairs are separated by $90^\circ$ is also optimal. If we look at the objective function, it turns out that there is not a unique solution even in the case of three sensors. However, if we introduce a random common offset to the sensor elements, the objective function changes significantly. The solution with a phase shift of $120^\circ$ remains, the objective function has two peaks, but the solutions are equivalent. When we increase the number of sensors, it turns out that we obtain a uniform distribution of the sensors when the I/Q approach is used (Table 1).

Table 1: Results of different sensor-configurations in different deviation-models.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Model</th>
<th>90° uniform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two sensor elements</td>
<td>Uncorrelated</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Common offset</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Correlated</td>
<td>No</td>
</tr>
<tr>
<td>More sensor elements</td>
<td>Uncorrelated</td>
<td>Yes, not unique</td>
</tr>
<tr>
<td></td>
<td>Common offset</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Correlated</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Fig. 13. Schematic of the pressure sensing system. The nominal action of the force is at the center of the diaphragm, in normal direction of the diaphragm plane, with several concentric capacitive sensing electrodes on PCB side.

Fig. 14. This graph shows the Mean Square Error (MSE) of radial deviations from the center where a force is applied. The MSE is reduced with increased number of electrodes.

Fig. 15. The pressure signal is transferred into a differential voltage and converted into the digital domain by a switched capacitor $\Sigma\Delta$-ADC. Also the temperature is measured and used for analog temperature offset and gain correction. In a) the temperature compensation is done analog [32] and in b) in the digital domain [31].

Fig. 16. MEMS pressure sensor ADC raw signals probability density at ambient air pressure and room temperature.
housing incorporates the receiver and are assumed to form a structure resembling a parallel plate capacitor describable by the simplified model described by Eq. (52).

\[
\Delta C = \frac{\varepsilon_0 \varepsilon_A}{\Delta d}
\]  

(52)

\(\Delta C\) is the change in capacitance in farads, \(A\), the active plate area in square meters, \(\varepsilon_0\) the dielectric constant of vacuum, \(\varepsilon\), the relative dielectric constant of the material between the plates and \(d\) the plate spacing in meters. There self-capacitance measurement mode [23] was used which offers better SNR than a differential system, and disregard environmental influences due to the closed system setup (compare [24]).

In Ref. [25] a segmented electrode structure was proposed and optimization of design parameters (here geometric parameters) of the electrodes were performed. The optimization results in reduced Mean Square Error (MSE) compared to usage of one single electrode (see Fig. 14).

In Ref. [26], a similar setup was used and there the influence of pre-stress in the design of a capacitive force/pressure sensor was analyzed. Finite Element Model (FEM) simulations of this force/pressure sensor setup as shown in Fig. 13 were performed including prestress loading.

For the analysis of the topology and material variations of the target capacitive sensor, so-called Response-Surface-Methods (RSM) (see e.g. Refs. [27, 28]), specifically Central Composite Designs (CCDs) and Box-Behnken (BB) Designs are employed. These designs allow to describe the response over the simulated region as quadratic function of the design variables. The CCD is chosen as so-called faced design (CCF). This type of design restricts the levels for the design parameters in a way that there are no points outside the region of interest. The BB design is often employed due to the lower number of runs required. A drawback of BB designs is less accuracy in the extremal points, since these are avoided in the experiments. Subsequently, ANalysis Of Variance (ANOVA) was performed of the gathered simulation results and the significance of design parameters influences and their interactions is determined. The significance is evaluated through hypothesis testing, yielding two well-known statistical measures: the F- and t-statistics.

The noise variables, i.e. varying material parameters are included as nested design. They are sampled from a normal distribution with mean \(\mu\) and standard deviation \(\sigma_n\) as given. The standard deviation of noise variables is taken as specified by the manufacturer [29].

### 3.2. Sensor system optimization implementation by dependent parameter compensation

The optimization by dependent parameter compensation can be separate by the number of dependent parameters to compensate.
3.2.1. Single influencing parameter compensation

Many available measurement systems additionally measure one additional dependent parameter for compensation of this effect. The most famous parameter is the temperature which influences nearly all types of sensor elements. Luckily the temperature can be measured relatively simple in integrated sensor systems. Some examples of temperature compensation can be found in magnetic field Hall sensors [2], magnetoresistive sensors [30] as well as Micro-Electro-Mechanical System (MEMS) sensors [31-33]. An interesting implementation of accurate temperature measurement is shown in Ref. [34], where a very accurate temperature measurement can be achieved via an accurate voltage reference only.

As a temperature compensation example these MEMS pressure sensors system [31] and [32] were chosen. A specially developed capacitive $\Sigma \Delta$-ADC converts the resulting bridge output-capacitances amplified into a digital signal (see Fig. 15). Since the temperature has a significant influence to the MEMS performance also the temperature is measured and transferred into the digital domain by a $\Sigma \Delta$-ADC for further digital temperature compensation by one of these concepts. The ADC raw signals of this capacitive MEMS based pressure sensor can be seen in Fig. 16, which shows a significant spread and temperature dependence. This internal temperature signal $T_{int}$ extracted from the temperature dependent bandgap voltage was used to compensate temperature related deviations of this MEMS pressure sensor according Eq. 53, where $P_{off}$ represent the pressure offset-value which is temperature compensated via the internal temperature signal $T_{int}$ and a certain offset temperature coefficient $TCO$. Also, the multiplicative correction factor amplitude or also called gain $P_{gain}$ is temperature compensated in the same way via a gain temperature coefficient $TCG$.

$$P_{out} = (P_{ADC} + P_{off}(1 + TCO\cdot T_{int}))-P_{gain}(1 + TCG\cdot T_{int}).$$

Finally, this system achieves temperature dependent performance even within lifetime shown in Fig. 17.

3.2.2. Compensation of two dependent parameters

To further increase sensor precision, several sensor systems measure two influencing parameters and use them for compensation of their deviating influences. This results in more sophisticated productive calibration but can still be handled. Famous examples there are Hall based magnetic field sensors. It was recognized that beside the temperature dependence there also exits a varying mechanical stress in chip-packages [35] which influences Hall sensitivities [36, 3]. Most of high performance integrated Hall sensor system manufacturers use this temperature and stress compensation inside their integrated systems [37-39] and [40].

As an example for two parameter compensation [40] was chosen where the magnetic field, temperature and stress signal are transferred into the digital domain for further digital error-compensation in a digital signal processor (DSP). The block diagram of one such Hall sensing channel can be seen in Fig. 18. A principle algorithmic datapath of this digital error compensation of temperature- and stress-effects of the Hall sensor magnetic field signal for such a measurement channel is shown in Fig. 19. Since temperature and stress effects of the Hall sensitivity shall be compensated, the temperature and stress sensors are located close to the Hall sensor elements. The mechanical chip stress changes with chip-package production, but can be compensated once in productive calibration. The chip stress also changes due to humidity.
change in the chip-package mold-compound. This effect cannot be eliminated by a one-time calibration procedure, instead the chip-stress must be measured and has to be used for Hall output signal gain-compensation. In Fig. 20 you can see the performance-improvement of a system described in Ref. [40] by on-chip digital stress compensation additionally to the implemented analog sensor-element stress-compensation via the biasing.

3.3. Sensor system optimization implementation for safety critical applications

An implementation of a two channel redundant magnetic field sensor system with signal comparison for safety critical applications was shown in Ref. [40].

The probability to violate the safety criteria or to generate a false alarm caused by plain measurement uncertainty can be seen in Fig. 21, where the measurement uncertainty was swept in the useful range and data are calculated for two different combinations of a safety-limit (dsaf) and a diagnostic limit (dsml). All data are expressed in % of full-scale-range of the measurement system [%FSR]. The probability of safety-violation detection is called Diagnostic Coverage (DC) and calculated acc. Eq. (54) whereas the probability of a detection of a False Alarm (FA) is calculated acc. Eq. (55). Here, it can be seen that with decreasing diagnostic limit (dsml) the diagnostic coverage increases but also the false-alarm-rate increases.

\[
DC = 1 - P\text{1} - P\text{2} \quad (54)
\]

\[
FA = P\text{d1} - P\text{d2} \quad (55)
\]

4. Conclusion

In this work, we showed several possibilities to reduce measurement uncertainties to fulfill reliability requirements. This can be done by statistical methods applying optimal design of experiment methodologies. Statistical optimizations benefit from the fact that we do not need to measure the influencing parameter but design the sensor system in a way that external influencing parameters have lowest possible effects. In case of further reducing the uncertainties correlations of influencing parameters can be used. The compensation of influencing parameters can be done by measure them and use its values for reduction of their contribution to measurement uncertainties. It could also be shown how calibration and test uncertainties influence the sensor system in the same way as implemented sensor system uncertainties and need to be taken into account in the same way when optimizing sensor systems. Additionally optimizations of reliably working safety mechanisms of safety critical sensor systems can be performed using the statistical considerations of calculating probabilities for not detecting a fault as well as raising false alarms. These reduced uncertainties increase the reliability of these sensor systems to fulfill all the required specifications.
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