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Abstract The interest in the prediction of firms’ bankruptcy is increasing in the 
recent recession period 2008–2012, when, in Italy, the number of distressed manu-
facturing firms increased sharply. The most popular model applied by bankruptcy 
researchers is the logit model (logistic regression model). In the present paper we 
extend this classical model in two different ways, to take into account the spatial 
effects that can highly affect bankruptcy probability. We propose to apply the spatial 
Autologistic model and the Logit Regression Tree, with the aim to find evidence 
of spatial dependence and spatial heterogeneity in bankruptcy probability, of the 
manufacturing firms of Prato and Florence (Italy). Our application shows that spa-
tial contagion effects are an important issue when modelling bankruptcy probability. 
Moreover, the application of the regression tree analysis shows the presence of three 
different clusters, with heterogeneous behaviours.
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1 Introduction

The interest of empirical literature on the firm’s performance in terms of survival or 
exit from the market has recently increased, due to the worldwide negative effect of 
the recent recession on firms’ crises. In Italy, where the enterprise system is char-
acterized by family running small-sized firms, the economic crisis of 2008 signifi-
cantly worsened the financial situation of the firms (Ferretti et  al. 2016), and the 
number of distressed manufacturing firms increased sharply during this period. 
Financial structure, like leverage, plays a key role in the solvency of firms and dur-
ing the crises it is deteriorated, together with the accumulation of the trade debt of 
the Italian firms. Bonaccorsi di Patti et al. (2015) and Fort et al. (2013) are few refer-
ences on this topic.

Early attempts to predict corporate failure in a univariate context used the ratio 
analysis (Beaver 1966), which was later extended by Altman (1968) to the multivari-
ate case. More recently, the most popular model applied by bankruptcy researchers 
is the logit model (logistic regression model). Since in this case the outcomes are 
between two discrete alternatives, fail and non-fail, bankruptcy classification is an 
appropriate application for a binary choice model and logit model is commonly used 
in such qualitative response studies. For a review on the models applied in the bank-
ruptcy analysis, see Gissel et al. (2007).

In the time domain, an alternative way to model bankruptcy is the use of duration 
models, that allow to estimate the length of the time until failure (Manjon-Antolin 
and Arauzo-Carod 2008). The survival of firms depends on several factors, that can 
be distinguished between internal factors (i.e. firm-specific) and external factors. 
The latter are related to the environment in which the firm operates and can be sum-
marised in industry, spatial and business-cycle factors. Empirical analysis in differ-
ent nations [see, e.g., Giovannetti et al. (2011) and Mariani et al. (2013) for Italy, 
Bernard and Jensen (2007) for the US, Box (2008) for Sweden, Bellone et al. (2006) 
for France, Disney et al. (2003) for the UK] has produced interesting findings, not 
always with according results that may bring to stylized facts. The role of firms-
specific factors in determining firm failure, like age and size, is central in theoreti-
cal firm-survival models, however empirical evidence is not unanimous. Although 
Esteve-Pérez et  al. (2004), Fackler et  al. (2013) and Strotmann (2007) show that 
small firms exhibit a shorter life expectation, Varum and Rocha (2012) assert con-
versely that smaller enterprises may be more flexible in adjusting to downturns, 
being more able to exploit market niches and activities characterized by agglomera-
tion economies, and being less reliant on formal credits compared with larger firms 
(Tan and See 2004). Moreover, Agarwal and Gort (2002) found that the age effect 
has an inverted-U shape (Esteve-Pérez and Mañez-Castillejo 2008) and size-age 
influences may also differ across industries (Giovannetti et al. 2011; Lopez-Garcia 
et al. 2007): large firms that operate in high-tech sectors have higher probability of 
survival than small firms in traditional sectors.
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Spatial factors, as external environmental factor, have been proved to affect firm 
performance in different way. Strotmann (2007) finds that firms located in rural 
areas have higher chances of survival than those located in urban areas and Honjo 
(2000) that agglomeration negatively affects survival. However, Fotopoulos and 
Louri (2000) show that firms located in greater urban areas have lower hazard rates 
than those located outside those areas. Moreover, many paper have examined the 
effect of belonging in a cluster on the survival and performance of firms (Delgado 
et al. 2014; Folta et  al. 2006; McCann and Folta 2011), however attention should 
be made in discerning between Industrial District and Business Cluster (Ortega-
Colomer and Molina-Morales 2016). Although both concepts converge in giving the 
territory a preeminent role, the first one refers explicitly to the community of peo-
ple and the context in which knowledge flows and job opportunities occur, whereas 
Business Clusters (BC) are described by Porter (1990) as being composed by indus-
tries connected through vertical (buyer/supplier) and horizontal (common custom-
ers, technology, distribution channels, etc.) relationships. Thus, the BC framework 
is more a theory of the firm, to explain why some firms are more successful than 
others. Empirical evidence is not concordant on the presence of positive or nega-
tive effects in the performance of clustered firms and anyway not all firms may be 
affected equally (McCann and Folta 2011). Effects also may differ for industries and 
for the development phases of the clusters (Maine et al. 2010). Ramazzotti (2010) 
argued that in period of stagnation (and recession) the conditions for the persistence 
of industrial districts may eventually disappear, leading to different types of local 
organisation, such as BC.

In the present paper we apply the bankruptcy logit model on the manufacturing 
firms of Prato and Florence (Italy), to identify the probability of the firms to survive 
or to fail and exit from the market in the period 2008–2012. More precisely, we 
consider the firms belonging in the eight Local Market Areas (LMA, Istat) of Prato 
and Florence. The aim of the paper is to analyse the manufacturing firms and their 
probability to survive during the most acute period of the crisis 2008–2012. From 
this point of view, the geographical area of Florence and Prato represents an optimal 
research workshop, as it is characterized for over 75% by manufacturing firms of 
small-medium size, essentially concerning textile and clothing industries, for which 
is possible to achieve accurate microdata. Moreover, our analysis attempts to capture 
the spatial contagion effects of the crisis between firms. Therefore, it can be useful 
to see how the sampled firms are distributed over the Local Market Areas (LMA) 
defined in the area of Florence and Prato. LMAs are sub-regional geographical areas 
where firms can find the largest amount of the labour force necessary to occupy the 
offered jobs (Istat 2015) and are characterized by relevant socio-economic relations. 
LMAs are also the territorial unit on which the Italian National Statistical Institute 
(ISTAT) defines the Industrial Districts (ID).

Our methodological approach, crucially differs from the previous bankruptcy analy-
sis, because we introduce the spatial dimension of the observed data and this is explic-
itly added in the model. Potential contagion effects on interconnected firms, generated 
by chain reactions, are often neglected in literature. Liquidity tensions and internal 
imbalances is expected to have a positive spatial effect on neighbour firms, and this 
can increase the probability to become a distressed firm during the analysed period. 
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Although proximity and agglomeration effects are widely considered in empirical 
analysis on the performance and organization of cluster firms (Porter 2003; Boari et al. 
2003; Tokunaga et al. 2014; Cainelli et al. 2006), no such issue is present in bankruptcy 
firms studies. It can be interesting to investigate if the spatial bankruptcy propagation 
effects fallow the local firm connection as defined by the LMAs (and therefore, by IDs).

Standard statistical techniques employed by empirical analysts in the study 
of regional and local economy assume independence and homogeneity among 
the observations, neglecting the potential spatial contagion effects. However, the 
hypothesis of independence and homogeneity is evidently violated in all geographi-
cal and territorial studies (Anselin 1988). Empirical models that do not take into 
account for spatial dependence and/or structural heterogeneities may therefore lead 
to misspecification problems.

To take into account the propensity for nearby locations to influence each other, 
a general class of well-known models has been introduced in the statistical literature 
(Besag 1974; Cressie 1993). In our case, we extend the standard logit model to the 
autologistic model (Hughes et al. 2011) and our analysis confirms the presence of 
spatial dependence.

Heterogeneity is the other relevant characteristic highlighted by spatial data. The 
presence of a not constant relationship between a response variable and the covari-
ates in an area has led to the introduction of spatially varying coefficients (Wheeler 
and Calder 2007), geographically weighted regression (Fotheringham et al. 2002), 
or local linear regression models (Loader 1999). Moreover, some partitioning algo-
rithm can be applied on the data, to detect homogenous clusters, with respect to the 
identified model. In our analysis we apply a modified Regression Tree algorithm 
with the logistic model and obtain, for the Prato and Florence area, three different 
homogenous clusters.

Our results are in line with Porter’s assertion to introduce geographical proximity 
in the business cluster analysis, and giving the territory a prominent role in firm’s 
activities. However, our primary aim is not to test a specific theory, but to examine 
data and relationships between them. The concept of Clusters is constantly on evolu-
tion and the interest on it is almost alive, as evidenced, for example, by the European 
Commission (2008) document: “The Concept of Cluster and Cluster Policies and 
their Role for Competitiveness and Innovation: Main statistical results and lessons 
learned”.

The layout of the paper is the following. Section 2 is devoted to a brief explana-
tion of the data used in the application. In Sect. 3 we describe the two new methods 
to analyse bankruptcy in the spatial domain: the Spatial AutoLogistic model and the 
Regression Trees with the logistic model. Section 4 concerns the presentation of our 
empirical study of the eight LMA of Prato and Florence and, finally, in Sect. 5 we 
draw some concluding remarks and we outline a future research agenda.
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2  Data and variables

This study is based on a sample of Italian manufacturing bankrupt firms collected 
by the database AIDA (Analisi Informatizzata delle Aziende Italiane), localized in 
the eight Local Market Areas (LMA) of Prato and Florence during the recession 
period 2008–2012. A control group of non-failed firms is also collected. For both, 
insolvent and “healthy” firms, we observed some economic and financial variables 
3 years before the recession began, when all business were not subject to bankruptcy 
(Ferretti et al. 2016).

Firm level data were drawn from AIDA, an archive that combines corporate 
financial statements with economic and industrial information. We did not consider 
companies with missing financial data. First of all, we extracted for each firm the 
following structural information: (1) Name of the company; (2) Tax code; (3) Local-
ization of the firm (in terms of its geographical coordinates); (4) Year of establish-
ment, year of the crisis and economic activity (based on NACE code); (5) Number 
of employees; (6) Revenue. Then, we considered additional financial information, 
like the index of profitability (ROA, Return On Assets), the index of liquidity and 
the index of debt.

The ROA is an indicator of how profitable is a company in terms of its total 
assets, and shows how efficient management is using its assets to generate earnings. 
Calculated by dividing the company’s annual earnings by its total assets, ROA is 
displayed as a percentage. The higher the index, the more efficient the management 
use its asset base. The liquidity index measures the ability of the firm to pay debt 
obligations and its margin of safety through the calculation of metrics, including, 
for instance, the current ratio or the operating cash flow ratio. Current liabilities are 
analysed in relation to liquid assets, to evaluate the coverage of short-term debts in 
an emergency. In general, a higher liquidity ratio indicates that a company is more 
liquid and has better coverage of outstanding debts. In our analysis, we consider as 
liquidity ratio the current ratio. This index is computed as the ratio between total 
current assets and total current liabilities. Therefore, current ratio is a rough meas-
urement of a company’s financial health. The higher the current ratio, the more the 
company is able to pay its obligations, as it has a larger proportion of asset value 
with respect to the value of its liabilities. A ratio under 0.80 indicates that a com-
pany’s liabilities are greater than its assets and suggests that the company would be 
unable to pay off its obligations if claimed. Although a current ratio below 0.80 is 
indicator of bad financial health, it does not necessarily mean that the firm will go 
bankrupt (Brealey et al. 2011). Finally, we introduce the debt ratio, defined as the 
ratio of total (long-term and short-term) debt to total assets, expressed as a percent-
age. It can be interpreted as the proportion of a company’s assets that are financed 
by debt. The higher is this ratio, the more the firm is leveraged, and therefore will 
have a higher financial risk. A debt ratio greater than 100% tells that a company has 
more debt than assets. Conversely, a debt ratio less than 100% indicates that a com-
pany has more assets than debt. Used together with other financial health measures, 
the debt ratio can help investors to determine the company’s risk level. Typically, a 
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debt ratio greater than two indicates a risky scenario for the investor, however this 
rule can vary with respect to the analysed industry (Brealey et al. 2011).

The sample of Italian manufacturing firms are localized in the eight Local 
Market Areas (LMA) of Prato and Florence. More precisely, the LMAs refer-
ring to our geographical area extend over the provinces of Florence and Prato, 
incorporating also some territories of Pisa, Pistoia and Lucca. LMAs represent a 
territorial grid whose boundaries are defined using the flows of the daily home/
work travel recorded with the Census of the population and housing, not respect-
ing administrative boundary constraints. Home/work travel is used as a proxy for 
existing relationships in the area. In addition, the LMAs lead to the identification 
of industrial districts, particularly active in Tuscany, characterized by a strong 
relational link that should accentuate the contagion effects of survival/bankruptcy 
of the firms. While in Italy the number of districts has been contracted by about 
22% in the last decade, in our analysed area the situation has remained almost 
unchanged and Tuscany is among the regions with the highest district employ-
ment share (Regione Toscana 2017). Moreover, as evidenced by Di Giacinto et al. 
(2014), spatial concentration exerts favourable effects on local productivity of 
manufacturing firms, with urban areas generally been more beneficial then indus-
trial clusters. Therefore, the analysed area of Florence and Prato allows having 
an overview of the survival of the firms, considering different possible spatial 
agglomerations.

We assign to a firm the value “zero” if it went bankrupt during the observed 
period, the value “one” otherwise (therefore when it is solvent). The following 
Table 1 will show how our manufacturing firms of the LMAs of Prato and Flor-
ence are distributed with respect to this dichotomous bankrupt—solvent event. 
The LMA are defined in accordance to the classification provided by ISTAT.

The map in Fig. 1 displays the spatial distribution of these 2643 manufacturing 
firms, marked with different colours with respect to its business insolvency attrib-
ute. We report in the map also the LMA borders and the administrative bounda-
ries at province and region level.

In the sample we observe 452 firms that went bankrupt and 2191 that were 
solvent. The firms are all manufacturing capital companies that were active at the 
date of 31/12/2007. The control group was extracted from the same database, by 

Table 1  LMA of Florence and 
Prato and their manufacturing 
firms

LMA Bankrupt Solvent

906 45 185
909 22 145
910 27 119
914 39 150
915 99 632
926 27 93
927 39 300
948 154 567
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selecting the firms active at the end of 2007 and always active after 2012 (active 
at least until 2016), according to the Business Register of the Italian Chambers 
of Commerce. Only manufacturing firms with a revenue at current prices higher 
than one million Euros were included in the control group. In this way, we are 
sure that our control firms are not bankrupt just after 2012, and survived after the 
financial crisis. We do not impose, instead, any restriction on the revenue of the 
insolvent companies, in order to maintain all distressed firms inside the sample.

Table 2 reports some structural characteristics of the sampled firms, separately 
for solvent and distressed firms.

In all cases, around half of the firms are in the economic sector “Textiles”, 
regardless of being solvent or bankrupt. Not surprising, bankrupt firms are smaller 
and younger than those survived to the financial crisis (Strotmann 2007).

3  Methodology

In the present paper we apply a nonlinear statistical model, with the aim to verify 
which economic and financial characteristics observed in the pre-crisis period, could 
affect the probability of being solvent in the same period.

Fig. 1  Localization of the 2643 firms in the LMA of Florence and Prato (Italy)

Table 2  Some characteristic 
of the sampled firms (mean or 
modal values)

Variable All sample Solvent Bankrupt

Economic sector Textiles (49%) Textiles (48%) Textiles (52%)
Employees 42 44 30
Age 22 23 16
Revenue 3.600 3.800 2.500
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We start with the application of a standard logit cross sectional model, and ana-
lyse the probability that a solvent and active firm in the pre-crisis period is falling 
during the recession period 2008–2012. As previously mentioned, the bankruptcy 
event is classified as a binary outcome dependent variable, where a firm that is 
observed to enter bankruptcy is coded “0” and solvent or non-failed firm is coded 
“1”.

Logistic regression model has been widely used in economic and financial data to 
explore the risk factors of corporate bankrupt (Bauer and Agarwal 2014; Jones and 
Hensher 2004; Jones et al. 2017) and is the most common method in a case–control 
studies.

Consistent with economics and business academic literature (Altman 1968; Alt-
man et al. 1977; Ohlson 1980; Zmijewski 1984; Lau 1987; Jones and Hensher 2004, 
2008), we include the following economic and financial covariates (see Sect. 2) as 
predictors of the model: ROA, Liquidity (i.e. current ratio) and Debt ratio. These 
financial indices were computed in terms of their averages over the time interval 
2005–2007.

In addition, following the literature on this topic, we include some control vari-
ables that are related to the corporate failures: firm size, namely the number of 
employees and the total revenue, and the age of the firm. The number of employees 
and the revenue are averaged over the period 2005–2007 and opportunely rescaled. 
The number of employees is augmented by one (the owner of the firm) to avoid 
obtaining infinity values when the log operator is applied on it. For the insolvent 
companies, the age variable is given by the difference between the year in which 
the company fails bankrupt and the year of its establishment. Similarly, for solvent 
or “healthy” companies, the age is the difference between 2012 (the last year in our 
time interval) and the year of establishment of the firm.

Therefore, our standard logistic regression model (Agresti 2002; McCullagh and 
Nelder 1989) is given by the following equation:

where Pi is the probability of the occurrence of a solvent firm, namely, the expected 
value of the dependent variable yi (so that yi = 1 if the firm is solvent and yi = 0 , 
otherwise); �i are the regression coefficients and i is the index for the observed firms.

In the model (1) our dependent variable is the logit transformation of P , i.e., 
ln[P/(1 − P)]. The logit of a probability is simply the log of the odds of the response 
taking the value one. The logit function can take any real value, but the associated 
probability always lies in the required [0, 1] interval. Our covariates in Eq. (1) are all 
quantitative continuous variables. The interpretation of the coefficient βi in (1) can 
be made with respect to the odds ratio. Therefore, we generally have:

(1)
ln

(

Pi

1 − Pi

)

= � + �1 ROAi + �2 Liquidityi + �3 Debt ratioi

+ �4 revenuei + �5 ln (employees)i + �6 firm agei + �i,

(2)
(

Pi

1 − Pi

)

= exp(�i),
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and, for example, if exp(βi) = 2, then a one unit change in Xi would make the event 
twice as likely to occur.

We can extend the logistic model to the Autologistic one, by including the spatial 
autocovariate that will correct the original model with respect to the effect of spatial 
autocorrelation. Models that ignore spatial autocorrelation may lead to misspecifica-
tion problems.

The autologistic regression, is widely used for modelling spatially corre-
lated binary variables (Dormann 2007; Legendre 1993). Corporate bankrupt and 
localization firms may be positively autocorrelated, such that neighbouring units 
in space tend to have more similar values than would be expected by random 
chance. In addition, models that disregarded the spatial autocorrelation may be 
unsuitable and might overvalue the importance of geographical variables (Got-
way and Stroup 1997).

The autologistic regression model is a special case of the general logistic 
model introduced by Besag (1972, 1974). When Eq. (1) is extended to the Autol-
ogistic model, we obtain the following equation:

where ρ is the spatial dependent parameter and Zi the so-called autocovariate, and is 
the mean of the dependent variable observed in the neighbouring firms of i. The set 
of neighbours is defined by all the units that fall within a bandwidth distance from i. 
In our application, the distance was fixed equal to 0.5 km (distance between latitude 
and longitude coordinates), a reasonably small distance that guarantees the inclusion 
of at least one neighbour for each i. The parameter ρ is a measure of  Zi’s reactivity 
to its neighbours. If ρ = 0, the model reduces to the ordinary logistic one, while ρ > 0 
(< 0) corresponds to positive (negative) spatial dependence (Hughes et  al. 2011; 
Sherman et al. 2006). In our application we expect to observe a positive value of ρ, 
because it is plausible that we are in presence of an attraction rather than a repulsion 
force between the firms.

Heterogeneity is the other relevant characteristic highlighted by spatial data 
and in our application, we introduce an innovative algorithm that combines logis-
tic regression and tree decision methods to analyse the presence of this hetero-
geneity. Although it is possible to use recursive partitioning methods for clas-
sification corporate insolvency (Cashin and Dattagupta 2008), we deal with 
the classification problem into a regression logistic context (Frank et  al. 1998; 
Landwehr et al. 2005), by fitting a collection of local regression models to sub-
sets of the data (i.e. a segmented logistic regression model), in order to obtain 
a better fit and higher predictive accuracy (Rusch et  al. 2013). Recursive parti-
tioning algorithms, as classification trees (Zhang and Singer 2010), are generally 
performed by splitting the data into a number of different possible partitions, by 
looking to an objective function that should be minimized. This function is usu-
ally named the heterogeneity measure, and will be computed for each segment. 

(3)

ln

(

Pi

1 − Pi

)

= � + �1 ROAi + �2 Liquidityi + �3 Debt ratioi+

+ �4 revenuei + �5 ln (employees)i + �6 firm agei + �Zi + �i,
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Here, our aim is to identify clusters of firms that are homogeneous in terms of 
parameters of their bankruptcy model or, in other words, we want to identify 
situation of local stationarity in the bankruptcy probability model of the differ-
ent firms. Following these considerations, the objective function is not, as usual, 
the sum of the squared residuals, but the difference among the parameters of the 
model under investigation: a group of firms are divided into two sub-groups if 
the parameter estimates are significantly different among them (Postiglione et al. 
2008).

More formally, a logistic model tree is a standard decision tree with logistic 
regression functions at the leaves of the trees. Unlike classical decision trees, the 
leaves t ∈ T have associated a logistic regression function lt instead of a class label 
(Landwehr et al. 2005). If we define with S the whole space of observation, the tree 
structure returns a disjoint partition of S into regions St, and every region is repre-
sented by a leaf in the tree:

Hence, the model represented by the whole logistic model tree is given by the fol-
lowing equation:

where I(x ∈ St) =

{

1, if x ∈ St
0, otherwise

.

The model tree combines data driven partitioning algorithm, as in standard 
classification trees, with model-based prediction. In addition, both—standard 
logistic regression and decision trees—are special cases of the logistic model tree 
(Landwehr et al. 2003). In particular, if there is only a single segment, the logistic 
regression tree reduces to a standard logistic regression (Rusch et al. 2013).

4  Empirical results

As mentioned in Sects. 1 and 3, standard bankruptcy prediction uses standard logis-
tic regression model. Therefore, we start with the estimation of such a model on 
our sample of manufacturing firms of Prato and Florence (Italy), observed over the 
period 2008–2012. More precisely, we consider the eight LMAs in the Prato and 
Florence provinces, identified with the numbers: 906, 909, 910, 914, 915, 926, 927, 
948. The goal is to verify how some business pre-crisis economic and financial char-
acteristics have affected the probability of getting out of the market during the reces-
sion period 2008–2012.

Table 3 reports our empirical evidence for bankruptcy prediction of the firms in 
the Prato–Florence area: the first column displays the Logistic results for non-spatial 

(4)S =
⋃

t∈T

St, St

⋂

St� = � for t ≠ t�.

(5)lt =
∑

t∈T

lt(x) ⋅ I(x ∈ St),
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specification (i.e. Eq. 1), while the second column is devoted to the estimate of the 
Autologistic spatial version of the model (i.e. Eq. 3). Standard errors are described 
in parentheses, and significance levels are also highlighted. Finally, we report also 
the AIC statistics for the two models.

The coefficients are mainly significant for both models. The signs of the coef-
ficients are in line with the literature (Ferretti et al. (2016) defined the probability of 
occurrence exactly in a complementary way, with P equals the probability to fail). 
Surprising, the Revenue variable is not significant in both models. Although the 
estimated coefficient of the two models are rather similar in terms of magnitudes, 
the presence of spatial dependence is confirmed by our data and the autocovariate 
Z, that highlights these spatial transmission effects between the firms, is signifi-
cant. Moreover, the AIC statistics of the Autologistic model is better than that of the 
standard one. These two last results confirm that the inclusion of the spatial depend-
ence will improve the goodness of fit of the model and avoid estimating spurious 
regression.

The value of ρ is approximately equal to 3.2: this means that looking at the adja-
cent firms, the probability to be a solvent firm is three times higher when similar 
solvent firms are in the neighbourhood. This confirms that contagion effects are very 
important when dealing with firms’ bankruptcy and that the spatial effect in firms 
collaboration is positive (ρ > 0).

The presence of spatial dependence seems to reduce a few the magnitude of 
all the estimated coefficients, because apparently, they were inflated by indirectly 
embodying the spatial effects.

Table 3  Logistic and 
Autologistic model

Significance codes: ***0.001, **0.01, *0.05, #010

Logistic Autologistic

(Intercept) − 1.5233*** (0.2047) − 4.0877*** (0.7909)
Age 3.9259*** (0.5939) 3.8957*** (0.5929)
Revenue 0.6609 (1.1398) 0.6711 (1.1541)
ROA 8.4993*** (0.8509) 8.2476*** (0.8357)
Liquidity 1.2004*** (0.1650) 1.1892*** (0.1645)
Debt ratio − 2.1628# (1.2362) − 2.2278* (1.2179)
Ln(Employees) 0.4275*** (0.0571) 0.4134*** (0.0570)
Z (autocov) – (–) 3.1949*** (0.9398)
AIC 1890.9 1863.5

Table 4  Predictions with 
logistic and autologistic model

In bold the correct occurrences

Logistic model Autologistic model

0 1 0 1

0 111 339 116 336
1 26 2167 27 2166
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We can also compare the two estimated models with respect to their prediction 
power (Table 4), where the Autologistic model confirms its better performance.

Our estimated global models confirm the presence of a positive effect of firms’ 
age and size (given by the variable Employees) on the survival probability, as widely 
evidenced in literature, but in contrast with the empirical evidence on Tuscany 
(Italy) of Mariani et al. (2013), who applied a time survival model over the period 
2007–2009.

In this paper, our leading idea is that the treatment of spatial dependence is 
not sufficient for a satisfactory modelling of geographically distributed data: the 
spatial heterogeneity cannot be neglected. The aim is to identify spatial cluster of 
firms that are similar in their solvency probability in the analysed period.

The presence of a not constant relationship over all the geographical area study 
is verified, in the present paper, through the application of the logistic regression 
tree (see Sect. 3). Performing the analysis using the k-mean distance on the geo-
graphical coordinates of the firms, we obtain three different clusters, with notice-
able heterogeneity in their definition of bankruptcy probability and the main 
results are reported in Table 5.

The three local homogenous models seem to appear more reasonable in 
explaining the bankruptcy-solvency probability of our analysed firms.

The AIC statistics for the regression tree logistic model is equal 1857.7, signif-
icantly lower than those computed for the two global homogenous models. This 
further suggests that the model should not be estimated in a global way, but over 
geographical zones, where the relationship among variables is defined in a local 
way. A glimpse at the results reveals that mostly variables have the expected sign. 
Figure  2 shows the distribution of the firms over the three identified clusters. 
Looking at the structural characteristics of the three clusters (Table 6), we don’t 
observe significant differences in terms of Age, Employees and Revenue. The 
prevalent economic activity is always the Textile one, however the first cluster 

Table 5  Estimation of the logistic model over the three clusters

Significance codes: ***0.001, **0.01, *0.05, #010

Cluster 1 Cluster 2 Cluster 3

(Intercept) − 3.1901*** (0.5189) − 1.0619* (0.4445) − 1.2045*** (0.2707)
Age 4.2304*** (1.4432) 6.2312*** (1.3795) 2.7283*** (0.7566)
Revenue 109.0723# (63.4141) 26.4859 (27.2021) − 7.4368* (3.3753)
ROA 13.7217*** (2.0608) 5.4525*** (1.2959) 8.7013*** (1.2244)
Liquidity 1.7300*** (0.4104) 1.3157*** (0.3433) 0.9543*** (0.2124)
Debt ratio − 4.2925 (3.1890) − 2.8534 (1.7915) − 1.7358 (1.9215)
Ln(Employees) 0.8395*** (0.1595) 0.1419 (0.1384) 0.4228*** (0.0803)
N 607 809 1227



1 3

Econ Polit Ind 

shows a lower percentage, with around 18% of the firms belonging also in the 
Electronic and Mechanic sector. However, the economic sector was not chosen by 
the CART procedure as a significant splitting variable.1

First of all, we note that the magnitude of the three clusters is different, rang-
ing from 607 firms in the first cluster, to 1227 firms in the third. Although the 
significant variables in the three clusters are the same, the values of the estimated 
coefficients change greatly from one group to the other. In Cluster 1, the probabil-
ity to be solvent is highly conditioned by the value of the ROA variable.

When we look at the variables of the financial structure of the firms, e.g., our 
Liquidity and Debt ratio, we have that only the first one is highly significantly dif-
ferent from zero. The heavily deterioration of liquidity, given by the increasing time 
length for making the payments and by the trouble to access to credit, seems the 
most important variable to define the probability to bankrupt.

It is interesting to note that the Revenue variable has coefficients ranging from 
negative (Cluster 3) to positive (Cluster 1), highlighting a strong heterogeneity of 
the firms with respect to this variable. However, some more deep analysis should 

Fig. 2  The spatial distribution of the firms in the three identified clusters

Table 6  Some characteristic 
of the three identified clusters 
(mean or modal values)

Variable C1 C2 C3

Economic sector Textile (29%) Textile (51%) Textile (58%)
Employees 44 43 41
Age 22 23 22
Revenue 3.400 3.800 3.500

1 A logistic model with a dummy variable referring to the economic activities was also estimated, but 
the dummy was not significant.
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be made, in terms of its quantile distribution, to better understand its impact on the 
probability. For the firms in Cluster 1 the Revenue has a very high impact on the 
probability to survive (although at a 10% significance level). The Cluster 1 has an 
inhomogeneous economic sector composition of the firms, therefore this variable 
seems not to be determinant to explain the different impact of the revenue on the 
survival probability.

Finally, we can note that the age of the firms is a “guarantee” to remain on the 
market (the coefficient is always positive).

If we look at the spatial distribution of the firms over the three clusters, we are 
not able to find a match with the border defined by the LMAs. The homogeneity 
seems to cross these borders and the connection between the firms will be defined 
through new paradigms, not necessary linked to local labour force. The homoge-
neity in the firms’ bankruptcy can be explained through firm-level characteristics 
and on co-location of establishments positioned vertically along the value-added 
chains, then by social-community cohesion. Therefore, our empirical results suggest 
the existence of homogeneous groups more in line with the pragmatic and flexible 
notion of business clusters (Ortega-Colomer and Molina-Morales 2016).

5  Conclusions

In the present paper we applied the bankruptcy logit model on the manufactur-
ing firms of the Local Market Areas of Prato and Florence (Italy), to identify the 
probability of the firms to survive or to fail and exit from the market in the period 
2008–2012. The potential contagion effects on interconnected firms, generated 
by chain reactions and liquidity tensions, will produce a positive spatial effect on 
neighbour firms. Our concern is that the presence of this spatial dependence and 
spatial heterogeneity is a very important characteristic of spatial data, that cannot 
be neglected, when studying the propagation effects of bankruptcy. Therefore, we 
extended the classic Logit model in two ways, for taking into account these two dif-
ferent spatial effects: the spatial Autologistic model and the Logistic regression tree.

Our results highlight that the spatial model outperformed the classical one and 
the heterogeneity in the relation defining bankruptcy probability suggests the pres-
ence of three different clusters. Our spatial model shows that the probability to be a 
solvent firm is three times higher when similar solvent firms are in the neighbour-
hood. All our estimated models confirm the presence of a positive effect of age and 
size on the probability to survive and, instead, that the economic activity is not rel-
evant to the definition of the homogenous groups. Moreover, the spatial distribution 
of the firms among the three identified clusters doesn’t follow the boundaries of the 
LMAs.

These findings suggest that the negative effect of the recession and its propaga-
tion on the small and medium enterprises can be defined by the spatial propagation 
and the firm’s value chains. Therefore, the clusters framework seems to be explained 
more by the firms’ performance, than by the result of the social cohesion within 
the local community of people (Ortega-Colomer and Molina-Morales 2016). These 
results are in line with Porter assumptions and should also confirm the assertion of 
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Ramazzotti (2010) that in period of stagnation or recession, the conditions for the 
persistence of industrial districts may disappear, leading to different types of local 
organisation, such as BC.

Future research directions will extend our analysis by merging together both 
methodologies proposed in the present paper, and applying a spatial autologis-
tic model in the classification tree procedure. Furthermore, the analysis should 
be extended by including more variables in the estimated model, with the aim to 
explore how innovation and globalization can affect survival probability of the firms.
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