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Abstract Today’s state-of-the-art Big data analytics engines handle masses of data,
but will reach to their limits, as the future Big data flood is predicted to still grow
with an increasing speed. Hence we need to think about the next development phase
and future features of Big data analytics engines. In this paper, we discuss possible
future enhancements in the area of Big data analytics with focus on emergent models,
frameworks, and hardware technologies. We point out a selection of new challenges
and open research questions.

Keywords Big data · Computer architectures · FPGA · GPU · Cloud Computing ·
Fog Computing · Dew Computing · Semantic Web

1 Introduction

Big data experts characterize Big data with certain words starting with a big ‘V’. The
most common ones are coined to Laney [47], which uses Volume to express that Big
data must have some certain data quantity, Velocity to refer to an enormous speed of
new data, and Variety to remember that in usually heterogeneous environments there
are a lot of data types and formats to be processed. The community actively took over
the idea of big V’s and, as a result, proposed an increasing number of V’s (e.g., [90] for
7 V’s and [19] for the top 10 list of V’s). One of these most important newly proposed
big V’s is the Value, which refers to the data usefulness: We should be able to process
the today’s masses of heterogeneous data in order to conclude new information, to use
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the data for new applications and have some benefits from them. Otherwise, handling
with Big data would not be meaningful for us.

Big data analytics engines are already able to handle masses of data and offer
sophisticated technologies to address the volume, velocity, and variety properties.
However, in order to handle the future’s increasing demand of Big data processing,
we need to think about new technologies and computing paradigms to be integrated
into future generations of Big data analytics engines. Furthermore, we need to discuss
ways to increase the value of Big data.

In this paper, we hence discuss possible next steps for future generations of Big data
analytics engine. We explain and analyze the possible future integration of emergent
hardware technologies into existing frameworks for Big data analytics. Furthermore,
we look at new computing paradigms besides cloud computing, which may be applied
in future Big data analytics engines as well. Moreover, we shortly discuss the Semantic
Web offering a data model targeting at the value property of Big data.

The contributions of this paper include:

– an overview of the current state of big data analytics engine, emergent hardware
technologies and new computing paradigms, and their relation to the Semantic
Web,

– a comparison of Moore’s law with the properties of top ranked parallel computers,
– an analysis of high-end hardware of different types of parallel architectures, and
– a selection of new challenges and open research questions in the intersection of

the discussed areas for data management problems of Big data analytics engines
with special focus on
– Big data analytics engines for new computing paradigms like fog and dew

computing,
– the Semantic Internet of Things area and
– index accesses of hardware-accelerated Big data analytics engines.

2 Moore and data growths

Gordon Moore observed that the number of transistors in a dense integrated circuit
doubles approximately every 2 years [63,64]. His law was later adapted to other areas
and describes in general the exponential growth of processing capabilities of a single
computer. However, what we today recognize is that the growth of data to be processed
is also somehow exponential, but growing faster than the processing capabilities.

Some decades before, it was common sense to expect that the next generation of
computers can handle those problems not process-able by the older computers. Today
this is on the one hand still true, but on the other hand, it seems to be that today’s appli-
cations and infrastructure are designed to produce as much data as possible leading at
some point to a processing demand not to be handled even by future computer genera-
tions. Furthermore, because of physical laws like those of quantum effects, the Moore
era seems to come to a natural end [65,91], i.e., the growth of processing capabilities
of a single computer may at least slow down or even the processing capabilities do
not increase at all any more.
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The end of the Moore era can be made visible by looking at top ranked parallel com-
puters1: Whereas the achieved GFlops2 per core seemed to be increasing following
an exponential growth until 2012 (see Fig. 1), afterward the achieved GFlops per core
even decreases. This effect can be easily overseen whenever only the achieved perfor-
mance is considered (see Fig. 2): The exponential growth of the achieved performance
is only gained by an exponential growth of used cores (see Fig. 3).

Hence there must be other ways to handle the Big data flood. Completely new com-
puting paradigms like quantum computing promising exponential speedup but only
for certain calculations and neuromorphic computing modeling processing elements
on neurons in the brain are still not far away from laboratory [91]. The only currently
feasible way seems to be using parallel computing, which requires parallel algorithms
to work on partitioned data, scalable with the Big data flood whenever the data can be
partitioned in disjoint fragments to be processed (mainly) independently from each
other. Indeed, the number of cores grows exponentially for top ranked parallel com-
puters, as we already discussed above (see Fig. 3) and which is a sign for the great
success of using more and more parallelism in order to overcome problems of the end
of Moore era.

3 Evolution of typical Big data analytics engines

Because the Big data landscape [89] covering the most important technologies, frame-
works, involved companies, and products is too huge, we can deal only with a small
excerpt of it. Hence we focus on Big data analytics engines in this paper.

The typical Big data analytics stack (see Fig. 4) includes a layer for the data and the
access to it. Engines for Big data analytics usually provide access to data in databases,
in distributed storages or streams. Engines especially deal with distributed resource
management and distributed execution. They provide their capabilities to application
developers and Big data experts in terms of an application programming interface
(API) and often by supporting a high-level scripting language and even SQL-like
query languages. Big data engines often have specialized APIs for processing streams,
applying machine learning and graph processing applications.

Big data engine developers make huge efforts to integrate their product into the
existing Big data landscape and reuse a lot of the existing technologies for import and
export of data and the processing results. However, some core modules like the APIs for
data, stream, and graph processing and machine learning as well as scripting and query
languages are often reinvented, such that there is also a big migration effort necessary
for changing an underlying Big data analytics engine in an existing application.

Let us look at the evolution of Big data analytics engines (see Table 1). While
the original Hadoop version 1 system [85] introduces the Map-/Reduce programming
paradigm with the focus on batch processing of Big data with applications, e.g., in
targeted advertisement and log analysis, the next generation of engines already sup-

1 As given in the November list at https://www.top500.org.
2 Floating-point operations per second (Flops) is a measure of computer performance representing the
number of floating-point calculations computed per second.
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Fig. 1 Achieved GFlops per core of the top ranked parallel computer of the November list of the corre-
sponding year. Whereas Rmax represents the maximal LINPACK performance achieved, Rpeak contains
the numbers of the theoretical peak performance
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Fig. 2 TFlops of the top ranked parallel computer of the November list of the corresponding year. Note that
the y-axis has a logarithmic scale. Whereas Rmax represents the maximal LINPACK performance achieved,
Rpeak contains the numbers of the theoretical peak performance
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Fig. 3 Number of cores of the top ranked parallel computer of the November list of the corresponding
year. Note that the y-axis has a logarithmic scale

Fig. 4 Typical Big data analytics stack (e.g., Spark, Flink, Storm)

Table 1 Evolution of Big data analytics engines

Generation

1 2 3 4

Features Batch + Interactive + Near-Real-Time +
Iterative Processing

+ Real-Time
Streaming + Native
Iterative Processing

Processing
model

MapReduce DAG
Dataflows

Resilient Distributed
Datasets (RDD)

Cyclic Dataflows

Engine Hadoop TEZ Spark Flink
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ported enough performance for user interactivity. TEZ [87] hence also extended the
processing model to allow directed acyclic graphs for the data flow between different
processing units. The third generation to which SPARK [88] belongs, already sup-
ports near-real-time and iterative processing by handling mini-batches and introducing
Resilient Distributed Datasets enabling in-memory computations on large clusters in a
fault-tolerant manner. Apache Flink [86] is one engine of the current fourth generation,
which supports real-time processing of streams by native iterative processing instead
of internal mini-batch processing as in SPARK. The processing model of Flink also
supports cyclic dataflows, where iterative computations are optimized by Flink.

The interesting question is now: What will be the key features of the next generation?
We will try to speculate in the following sections about this issue...

4 Possible directions for the fifth generation of Big data analytics engines

Possible directions for the fifth generation of Big data analytics engines might be the
support of co-processors.

There are already some few research efforts to use GPUs and FPGAs in Spark [25,
80], but these systems seem to be preliminary. Another direction could be to integrate
the use of smart SSDs (e.g., [92]) into the engines, such that data is already filtered at
the SSD using the processing capabilities of smart SSDs in order to drastically reduce
transfer costs between the SSD and the memory of a cluster node.

There might be also tendencies to go away from cloud computing [23] as the
transfer to nodes are bottlenecks especially for Internet of Things [59] scenarios such
that processing capabilities closer to the sources of data generation are used instead
or complimentary. Approaches like fog and dew computing [18,82] may be adapted
for future generations of Big data analytics engines.

We try to shed lights on these emergent hardware technologies and computing
paradigms for the usage in Big data analytics engines in the following subsections.

4.1 Co-processors

We will compare multi-core CPUs, many-core CPUs, GPUs, and FPGAs with each
other.

In a simplified schematic view (see Fig. 5) of the parallel architectures, we can
divide the components of the architecture in computational units, execution controllers,
interconnection network, and on-chip memory.

4.1.1 Multi-core CPU

The multi-core CPU has shared memory for all cores, but each core owns own mem-
ory (typically fast memory in form of caches), its own execution controller and a
computational unit.

Multi-cores are suitable for applications [74] that

– benefit from high single-core performance,
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Field Programmable Gate Arrays (FPGA) Graphics Processing Unit (GPU) 

Many-Core CPU Multi-Core CPU 

Fig. 5 Schematic view of parallel architectures (adapted from [74])

– scale only moderately,
– run threads with different functionality (according to the multiple-instruction

multiple-data (MIMD) paradigm),
– are control flow dominated,
– rely on shared memory, and
– access memory only in irregular patterns (with benefits from caches).

The use of multi-core CPUs is currently standard in Big data analytics engines.

4.1.2 Many-core CPU

Many-core CPUs manage now much more cores, but the architecture remains similar
to the one of the multi-core CPU. However, many-core CPUs are optimized for a
higher degree of explicit parallelism, and often for higher throughput at the expense
of latency and lower single thread performance.

Many-cores are suitable for applications [74] that

– scale well,
– have threads with different control flows, and
– compute mostly on private data (sometimes with access to some shared data),

Because of the similarity to multi-core CPUs, the extension of the support of Big
data analytics engines to many-core CPUs seems to be straightforward on a first
look, but there are many challenges remaining for future research like for optimizing
massively parallel execution plans and coordinating competing accesses to data.
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4.1.3 GPU

A special type of many-core CPUs are graphics processing units (GPUs) suitable for
vector processing evaluating the same instructions on multiple data in different cores.
Groups of cores typically share some faster memories most often used as caches of
the global memory.

General-purpose graphics processing units (GPGPUs) turn the massive computa-
tional power of a modern graphics accelerator’s shader pipeline into general-purpose
computing power. Although graphics processing units (GPUs) are not necessarily
meant for general-purpose computing, GPGPUs and GPUs are often used syn-
onymously. GPUs basically work according to the single-instruction multiple-data
paradigm, where the same instruction is executed on different data on different cores
at the same time, i.e., not all parallel algorithms are suitable for GPUs. Modern
GPUs offer several thousand computing cores, such that some applications are greatly
speeded up in comparison with multi-core CPUs. There exists a lot of proprietary and
also vector-independent programming standards for programming GPUs. The most
important one is OpenCL [83].

GPUs are suitable for applications [74] that

– utilize data parallelism,
– run threads with identical control flow,
– access memory in regular patterns,
– work on small, static working sets without dynamic memory allocation, and
– use floating-point arithmetic.

It seems to be that one of the most important challenges for a tight integration of GPU
acceleration into future Big data analytics engines is the further design of algorithms
for typical processing tasks tailored to the GPU hardware architecture utilizing the
massive parallelism on the one hand, but masking the overhead for communication
between host computer and GPU on the other hand.

In this context, it is worth to consider AMD Accelerated Processing Units (APU)
[7], which are designed to act as a CPU and GPU on a single die. While the processing
capabilities are typically more restricted in comparison with (high-end) single GPUs,
they have the great feature to access the main memory coherently to and as fast as the
CPU, i.e., communication costs for the transfer to the GPU are avoided in contrast
to PCI-attached GPUs. In this way computations may benefit already for smaller
problem sizes from GPU acceleration, because APUs do not have to first neutralize
communication overhead (as PCI-attached GPUs have to do).

4.1.4 FPGA

Field-programmable gate arrays (FPGAs) consist of an array of programmable logic
blocks as well as reconfigurable interconnects for connecting these blocks with each
other. Logic blocks can be configured to perform simple logic gates (like AND and
XOR) up to complex combinational functions.

123



Emergent models, frameworks, and hardware...

The FPGA configuration is typically specified by using a hardware description lan-
guage (HDL). In comparison with software development, developing HDL programs
is several factors slower and more error prone [1].

Recently, high-level synthesis (e.g., OpenCL) is more mature (e.g., [102]), such that
the development efforts of FPGA programs becomes comparable to software devel-
opment (but still performance-critical parts should not be implemented in OpenCL,
as they have a high overhead). Furthermore, although OpenCL programs developed
for GPUs are also running on FPGAs, they need to be optimized for FPGAs to avoid
worse performance and achieve better results with FPGAs.

A main disadvantage of FPGAs is that it takes a very long time from an HDL or
OpenCL program to running the configuration on the FPGA. Often developers need
to wait hours. There is no problem if the FPGA should run only one configuration.
However, if the FPGA should be reconfigured during runtime, there are some tricks
for an efficient procedure necessary. Hence there are still many open challenges for
the integration of FPGAs in the processing pipeline of Big data analytics engines in
order to allow a certain flexibility in specifying the processing tasks at runtime, but
having a short time for reconfiguration.

Summarizing, FPGAs are special because the interconnection network between its
cores can be configured making them ideally suitable for data-flow-driven algorithms
as well as fast on-chip memory is massively distributed and hence can be accessed in
parallel by its numerous cores.

Hence FPGAs are suitable for applications [74] that

– are designed in a data flow style by implementing processing pipelines, and
– process streams of data.

Also for FPGAs is one main task for future research the investigation of new algo-
rithms for Big data analytics tasks especially designed for the FPGA. Note that besides
PCI-attached FPGA acceleration cards (running on the most widespread platforms),
recently shared-memory systems like HARP23 (e.g., [94]) are developed, which do
not have the disadvantages of communication overhead (as for PCI-attached FPGA
cards), because CPU and FPGA can (coherently) operate on the same main memory
(in parallel). Analogous to APUs, calculations may benefit for much smaller problem
sizes from accelerations by shared-memory systems in comparison with PCI-attached
FPGAs.

4.1.5 Comparison

Table 2 contains the high-end hardware (in terms of achieved GFlops (single preci-
sion)) for the recent 10 years, which we have considered for our comparisons of the
different types of parallel hardware architectures. For a reasonable selection and sim-
plicity of presentation, we consider only leading manufacturers of different types of
hardware4: Intel CPUs for servers, many-core CPUs of Intel and GPUs from NVIDIA

3 https://software.intel.com/en-us/hardware-accelerator-research-program.
4 Inspired by [77], the numbers for the considered hardware are collected from https://www.
intel.com/content/www/us/en/support/articles/000006779/processors.html for Intel Xeon processors,
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Table 2 Considered high-end hardware

Year Intel server CPU Intel many-core NVIDIA GPU AMD GPU

2007 Xeon X5482 GeForce 8800 GTS Radeon HD 3870

2008 Xeon X5492 GeForce GTX 280 Radeon HD 4870

2009 Xeon W5590 GeForce GTX 285 Radeon HD 5870

2010 Xeon X5680 GeForce GTX 580 Radeon HD 6970

2011 Xeon X5690 GeForce GTX 580 Radeon HD 6970

2012 Xeon E5-2690 Xeon Phi SE10 GeForce GTX 680 Radeon HD 7970 GHz Ed.

2013 Xeon E5-2697 v2 Xeon Phi 7120 GeForce GTX Titan Radeon HD 8970

2014 Xeon E5-2699 v3 Xeon Phi 7120 Tesla K40 FirePro W9100

2015 Xeon E5-2699 v3 Xeon Phi 7120 GeForce GTX Titan X FirePro S9170

2016 Xeon E5-2699 v4 Xeon Phi 7290 NVIDIA Titan X FirePro S9170

2017 Intel Xeon Platinum 8180 Xeon Phi 7290 Tesla V100 Radeon Vega Frontier Edition

and AMD. We can expect that the main trends remain for high-end hardware of other
manufacturers.

For this high-end hardware of the recent years, the end of the Moore era can be
shown by looking at the frequency of computational units (i.e., CPU and GPUs) (see
Fig. 6), which does not increase any more in big jumps and sometimes even decreases
(e.g., Intel Xeon) in order to allow more computational units on a die for more parallel
computations.

The number of computational units5 grows more extensive in the considered recent
high-end hardware (see Fig. 7), which is a sign for the trend to using more and more
parallelism for satisfying the increasing demand for processing capabilities.

Figure 8 and Table 36 contain the performance metrics GFlops (single precision) of
the considered high-end hardware (see Table 2) of the different parallel architectures:
Many-core CPUs close the gap between CPUs and GPUs in terms of GFlops perfor-
mance. FPGAs are also somewhere between CPU and GPU GFlops performance.

Footnote 4 continued
http://www.intel.com/content/dam/www/public/us/en/documents/product-briefs/high-performance-
xeon-phi-coprocessor-brief.pdf and https://www.intel.com/content/www/us/en/processors/xeon/scalable/
xeon-scalable-platform-brief.html for Xeon Phi, http://en.wikipedia.org/wiki/List_of_Nvidia_graphics_
processing_units for NVIDIA GPUs and http://en.wikipedia.org/wiki/Comparison_of_AMD_graphics_
processing_units for AMD GPUs.
5 We define the number of computational units of CPUs as the number of cores, and compare these number
with the number of streaming multi-processors (NVIDIA GPU) and compute units (AMD GPU). We do
not present here the number of compute units of GPUs, groups of which are meant for handling single-
instruction multiple-data (SIMD) in GPUs and hence are not independent of each other as the cores of
CPUs.
6 Note that there is a big discussion of about how to determine the GFlops of an FPGA (see, e.g., https://
www.altera.com/en_US/pdfs/literature/wp/wp-01222-understanding-peak-floating-point-performance-
claims.pdf). We considered the numbers presented in previously mentioned web document. Further note
that due to the different architectures it is much more difficult to define the number of computational units
of an FPGA, which are comparable to those of CPUs and GPUs. Hence we do not provide the numbers of
computational units for FPGAs here.
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Fig. 6 Frequency of computational units of high-end hardware (Intel Server CPUs, Intel many-core chips,
NVIDIA and AMD GPUs)
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Fig. 8 Single-precision GFlops

Table 3 GFlops of FPGAs

Vendor FPGA GFlops

Intel/Altera Midrange Arria 10 devices 160 to 1500

High-end Stratix 10 devices 10,000

Xilinx Zynq-7000 778

7 Series 2000

UltraScale 4903

However, if we compare the performance (in terms of GFlops) per computational
units of the different types of high-end hardware (see Fig. 9), we recognize that these
performances are much more close to each other than one would expect just when
looking at the overall performance (see Fig. 8).

Based on these and further observations, we now compare the different architectures
concerning performance in terms of integer and floating-point operations per second,
ease of coding, flexibility of usage, suitability for hard real time, and the operations
per Watt by rough estimations. An overview is provided in Fig. 10.

The multi-core CPU is known to be very flexible and easy to program, but is not
very efficient as only few cores are available for parallel programs and consumes much
electric power.

GPUs are highly parallel and hence have a better performance by a slightly reduced
flexibility, but consuming less electric power.

FPGAs are still fully flexible, having a better integer performance by reduced con-
sumption of electric power by a factor of about 10 in comparison with a CPU/GPU
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Fig. 10 Comparison of parallel architectures

system according to some recent studies [70], but are very difficult to program. The
situation about their ease of coding is currently changing with the support of OpenCL,
but still FPGA providers state that at least performance-critical parts should not be
implemented with high-level synthesis like OpenCL.

4.2 Cloud and new computing paradigms

While acceleration by co-processors like GPU and FPGA are suitable as extensions to
today’s computing infrastructure, which have a central gateway like it is the case for
cloud computing [23], we want to discuss about other emergent computing paradigms
here. For this purpose, we first point out the problems of cloud computing in context
of new application scenarios and contexts like the one of Internet of Things [59].
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4.2.1 Cloud Computing

In the Internet of Things, many small devices produce a lot of sensor data and other
data. Just let us consider the smart home scenario, where your things at home can
be accessed via internet and maybe high-level applications need to process all their
generated sensor data in real time. Today’s solutions typically just use a cloud to collect
and store all the sensor data and other data of your things.

However, the connection from your things to the cloud is a bottleneck, as these data
must be continuously transferred over wide-area networks. It is also not a scalable
solution, as the problem of the bottleneck becomes bigger for more things at your
home. Furthermore, the transferred data may contain sensible data like exact times
of your presence at home. Hence there is a security risk for you as the data may be
misused by the company, by criminals within the company or criminals hacking the
company’s computer infrastructure.

4.2.2 Fog Computing

The fog computing paradigm [18,82] is mainly coined to Cisco systems. There are
also other names for the same paradigm like edge computing.

Fog computing utilizes near-things edge devices with higher capabilities to carry
out a substantial amount of storage (rather than stored primarily in cloud data centers),
communication (rather than routed over the internet backbone), and application logic.

The main advantage is also that data resides at owners infrastructure, which reduces
the discussed security risks of cloud computing.

However, fog computing is not really scalable in the number of connected things,
as the near-things edge devices do not increase in number and capabilities in the same
way.

4.2.3 Dew Computing

Hence there are ideas collected under the dew computing [31,82,93] paradigm, which
also utilize the things themselves for storing, processing and management tasks accord-
ing to the observation that their capabilities also steadily increase.

In dew computing, the near-things edge devices are still used, but additionally now
the things themselves fulfill tasks of the high-level application and store the raw data
and its processed results. Additional transfer of data to, storing and processing in the
cloud are optional. Hence the advantage remains that security risks are reduced com-
pared to cloud computing as the data resides at the owner’s infrastructure. Furthermore,
dew computing is really scalable with the number of things: As more things are there
and produce data, as more things also offer their capabilities for storing and process-
ing. Disadvantages are besides problems of heterogeneous environments in general,
that the poor availability of some things needs to be compensated, which leads to
further redundancies. And small things typically have limited storing and computing
capabilities, such that the overall system must take care about the properties of each
thing, too.
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Table 4 Comparison of computing paradigms in the context of the Internet of Things

Computing paradigm Advantages Disadvantages

Cloud Computing Scalable in processing, (illusion of)
unlimited storing and processing
capabilities

communication bottleneck between
things and Cloud

Fog Computing Data resides at owners infra-
structure (reduces security risks)

Not really scalable

Dew Computing Data resides at owners infrastructure
(reduces security risks), scalable
with number of things

Poor availability of some things need
to be compensated, limited storage
and computing capabilities of
things

Our Semantic Web framework LUPOSDATE [35–37] already supports P2P net-
works as data source [61], which is a reasonable communication infrastructure for
Internet of Things environments [62]. However, extended research is necessary to
address a lot of open questions concerning fog and dew computing

4.2.4 Comparison and discussion

Table 4 summarizes the results of our comparison between the different computing
paradigms.

Big data analytics engines are typically designed to run in the cloud. Hence, for the
support of fog and dew computing, Big data analytics engines need to be evolved such
that a heterogeneous hard and software environment is supported, near-things edge
devices and things are detected, deployed, and managed, and computing and storage
tasks are distributed between them by optimizing according to their capabilities and
availability. Especially because of the low availability of things, further (efficient)
strategies about redundancies in the computing and storage infrastructure need to be
developed in order to avoid lost data and lost computing results.

4.2.5 Open challenges for Big data analytics engines for new computing paradigms

We point out a selection of open challenges and new research questions for data man-
agement of Big data analytics engines for new computing paradigms in this section.

Current Big data analytics engines are developed to be deployed in cloud environ-
ments. However, other execution environments like fog and dew computing impose
new challenges for Big data analytics engines:

1. The hardware in fog and dew computing environments are much more heteroge-
neous in comparison with clouds. Hence new technologies are needed to distribute
resources fairly in environments with components of diverse capabilities.

2. The network components in fog and dew computing may also differ much more
than in clouds. Hence we need new research on routing for data management pur-
poses in such networks with various different bandwidths between its components.
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3. Components especially in dew computing environments fail more often than in
clouds (because of limited battery capacities, lower lifetimes, mobile components,
the networks got partitioned, ...). Hence we need sophisticated technologies to
overcome related problems. Furthermore, in fog and dew computing, there is often
a need of stream processing applying long-time queries in form of continuous
queries. Hence processing tasks for long-time queries must be distributed among
the heterogeneous components in fog and dew computing environments, such that
as less work as possible must be repeated for fails and crashes. For this purpose,
currently a backup of the states in stream processing is often proposed, which could
be seen as a form of data replication (e.g., [20,69]). Another approach would be
the replication of tasks, i.e., the replicated processing of tasks within the dew
computing network for avoiding data loss. Also a predictive migration of tasks
before components fail may be a promising future research direction.

4. There is a need for advanced privacy and security protection approaches, which
work well in heterogeneous fog and dew computing environments, where often
new components are deployed and the hardware of the components are more
accessible by other possibly unauthorized persons (compared to close-able rooms
of server farms for cloud computing).

5. Fog and dew computing environments are often organized as decentralized
approach. Hence data in these environments must be also managed in a decen-
tralized way. However, databases rely on a centralized (for centralized and parallel
databases) or only slightly distributed architecture (for distributed databases).
Recent approaches [32,60] try to use blockchain technologies (as known from the
Bitcoin currency [68] and its transactions) for massive decentralized databases.
However, these approach still do not adapt the blockchain technologies in a really
consequent way to be suitable for fog and dew computing environments. Further-
more, there are still problems with the performance of blockchain technologies,
the improvement of which must be further researched, which is a key for their
success.

5 Semantic Web

Having in mind that the growth of data is today exponential, we must take care that
the value of the data and the value of the result of data processing also scales with this
exponential growth. Hence there are some efforts to support scalable value already in
the data model. One of these efforts is the Semantic Web [15].

The Semantic Web uses ontologies as additional abstraction layer. In this additional
abstraction layer, background knowledge can be specified (based on which new facts
can be derived), which avoids redundant information, supports reuse of data and data
integration, but increases computational complexity.

An example for initiatives for Big data collection resides in the Semantic Web
community and includes the Linking Open Data (LOD) project [52], which maintains
a Big data collection of freely available and accessible large-scale data sets. These
data sets currently contain approximately 150 billion triples in over 2800 data sets
[54,55] as well as links (of equivalent entities) between these data sets. In particular,
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the links of equivalent entities address the volume and value properties of Big data, as
only with these links the information of different data sets can be combined.

There are already many contributions running Semantic Web tasks on Big data ana-
lytics engines (e.g., [2,34,38,58,79]). For the future development of Big data analytics
engines, investigations are necessary in order to point out drawbacks in the design of
Big data analytics engines when running Semantic Web tasks, such that Big data ana-
lytics engines can be further evolved for faster processing of not only Semantic Web
tasks. There seems to be much space left for future enhancements in the optimizer
of Big data analytics engines when handling simpler data models (like the triples
of Semantic Web) and more complex operations (like OWL inference resulting in
complex cyclic data flows).

5.1 Open challenges for Semantic IoT

Research activities in the Semantic Web community are still very active. However, we
want to point out a selection of open challenges especially for the Semantic Internet
of Things (SIoT), which applies Semantic Web technologies to the Internet of Things
area, as we expect a big attention of the scientific community to this area in the near
future.

5.1.1 Open research questions in heterogeneous environments

It is expected that the number of IoT devices per user will quickly and steadily increase
with the consequence that the user will soon have a zoo of different IoT devices.
Today, manufacturers typically offer for each IoT device (or for a subset of their
IoT devices) another application (as app for smartphones, web application and/or PC
software). Hence, for the control of its IoT devices, the user has to run a lot of different
applications, especially if the user owns IoT devices of different manufacturers. From
the users’ point of view, there is a need for interoperable IoT devices, such that all
its IoT devices can be managed by one application. Furthermore, interoperable IoT
devices can be utilized for applications and services across different IoT devices of
different manufacturers (e.g., combining IoT devices for the detection of persons at
home with the data about favorite music songs of persons to play only music which is
liked by all present persons).

In the following paragraphs, we discuss different approaches to support interoper-
able IoT devices.

1. For the support of interoperable IoT devices, we need standardized ontologies for
data exchange, protocols for communication with and between the IoT devices,
and maybe an additional code for specific applications utilizing all the features
of the IoT device. The typical way is that manufacturers offer some form of data
structure (e.g., described by ontologies), protocols and applications for one or a
group of IoT devices, where often versions are released to deal with new devices,
new requirements or just to fix errors (see a) in Fig. 11). The applications are
based on the offered data structures and protocols, which can be manufactured-
specific or standardized. If an application is developed for a newer version than
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Fig. 11 Possibilities for
ontologies, protocols, and
application code in
heterogeneous environments
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X2 

Basic X 

Plug-in Plug-in Plug-in Plug-in 

supported by its addressed IoT devices, it must be taken care of releasing only
downwardly compatible versions, or ontology and protocol evolution approaches
must be applied. New IoT devices or their full potential may not be usable, for
the time their special features are not considered in data structures, protocols,
and applications. In particular, standardizations need time, which often lead to
manufacturer-specific proprietary solutions in the meanwhile. New research is
necessary for the development of adequate evolutionary approaches for jointly
evolving ontologies and protocols in SIoT.

2. Standardizations typically can never support all the heterogeneous IoT devices
and their features. This may lead to the development of several standardized or
manufacturer-specific ontologies and protocols for different domains and subsets
of IoT devices. To enable applications to use different ontologies and protocols,
mapping approaches need to be applied (see b) in Fig. 11). In particular, for
direct communication between IoT devices, there needs to be research on mapping
approaches, which can overcome the limits of the sparse (storage, computing and
energy) resources of IoT devices.

3. The two approaches above are not flexible enough for the fast-growing heteroge-
neous universe of IoT devices for the purpose of their quick and easy deployment.
We hence envision a plug-in support of new IoT devices (see c) in Fig. 11): an
IoT device should bring all necessary data with them such that it can be deployed
and used in any environment immediately. Based on a basic ontology, protocol,
and application, the IoT device could have a plug-in ontology, which extends the
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basic ontology, a plug-in extension of the basic protocol as well as code to be
plugged into the application for the purpose of fully utilizing the IoT device in the
application. The development of such a plug-in environment and infrastructure is
one of the biggest challenges for research and standardization.

5.1.2 Open research questions for continuous queries for Semantic IoT

Nowadays, Internet of Things applications generates large amounts of data at an ever
increasing rate. These flows of continuously generated data have led to the emergence
of a new kind of data known as data stream. Data streams can be defined as an
infinite sequence of data arriving continuously in real time. (Infinite) data streams are
generated from, e.g., sensor networks, which obtain data from their environment in
high speed rate. In order to determine useful knowledge(like a probably upcoming
earthquake) from data streams, we need to consider the infinite nature and support
the computation of intermediate results based on a window, which contains the recent
data of the infinite data stream. In many scenarios, the intermediate results must be
calculated in a timely fashion, e.g., a probably upcoming earthquake must be detected
as early as possible allowing no delays for the computations.

Analyzing data streams requires special techniques and method for querying. We
distinguish three types of queries: (a) One-time queries are comparable to traditional
queries in databases and consider all data in the data stream. Their results are computed
and returned right after they are set up. (b) Trigger queries are waiting until their results
are non-empty and return their non-empty results. (c) The results of continuous queries
are periodically computed and returned.

Table 5 provides an overview over areas with new research possibilities for the dif-
ferent query types (one-time, trigger, and continuous queries) as well as considering
the support of ontology inference with respect to the different execution environ-
ments local computer, cloud, and P2P networks. Following the observation that trigger
queries are a special form of continuous queries and trigger queries are seldom looked
at in research, we only deal with continuous queries in the following paragraphs,
although special research for trigger queries may lead to new results.

Without support of ontology inference, all query types are already considered in
every of the execution environments, but sometimes only few contributions exist:

There exist many approaches to query RDF data stored in a cloud [46]. Features of
continuous queries like windowing is supported by Cloud computing environments
like Apache Spark7 and Apache Storm.8 There are some contributions to support
SPARQL processing in the Spark environment (e.g., [24]), but we are not aware of
any approach to evaluate continuous SPARQL queries in Spark or Storm.

Continuous queries in P2P networks are supported by, e.g., P2P-DIET [42,43],
CoQUOS [76] and CQC/CSBV [51]. There are only few contributions in this area,
such that much space is left for new research and ground-breaking approaches.

7 http://spark.apache.org/.
8 http://storm.apache.org/.
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Table 5 Discussed versus missing approaches for different query types in different execution environments
= many approaches exist, = only few approaches exist, = not yet dealt with in scientific

literature (to the best of our knowledge)

Ontology
inference

Query type Local Cloud P2P

With
Continuous
trigger
one-time

Without
Continuous
trigger
one-time

Only few approaches exist for the support of ontologies during query processing
in the cloud [46]. Most of them support only RDFS and only few a very restricted
fragment of OWL called OWL Horst fragment consisting of 24 rules [84]. SPOWL
[53] maps axioms in the T-Box of a given ontology (in a slightly larger fragment
than OWL2RL) to Spark programs for iterative execution in order to materialize a
closure of reasoning results. Other approaches utilize a cluster to distribute reasoning
on messages of IoT devices [44,57] avoiding to reason on large data.

Continuous queries with OWL ontology support (in the OWL2RL fragment) have
been dealt with, e.g., in [10,11]. Again, much space is left for further research trying to
increase the performance of continuous queries with ontology support. Furthermore,
no investigations have been done so far in scenarios where the ontologies are dynamic
and change over time, i.e., where the ontological statements come along the streams
and are themselves considered for processing in windows.

[13,45] describe approaches to consider inference for RDFS ontologies during the
processing of one-time queries. The support of OWL in P2P networks is still missing.

Continuous queries with the support of ontologies (considering their inferences in
the query answers) have not been investigated so far in P2P networks and only few
approaches exist for cloud clusters [44,57], which are favored networks types for fog
and dew computing environments.

5.1.3 Semantic blockchain databases

There are already first approaches for Semantic blockchains (e.g., [78]), which
are designed for Semantic resource and service discovery layer built upon a basic
blockchain infrastructure in order to gain a consensus validation. However, while
the studies show proof-of-concepts, the performance is still a problem especially
on devices with low storage and processing capabilities facing a higher processing
demand because of inferring tasks of the Semantic reasoner.

The techniques presented in [78] need to be refined to be applicable for a Semantic
blockchain database.

6 Hardware-accelerated Big data analytics engines

We deal with hardware-accelerated Big data analytics engines in this section
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– by first summarizing our own contributions to FPGA-accelerated processing of
Semantic Big data, and

– by reviewing scientific literature of hardware acceleration of database indices for
the purpose of identifying open research questions in this area.

6.1 Own contributions to hardware-accelerated processing of Semantic Big data

We developed LUPOSDATE [35–37], which is an open-source Semantic Web database
supporting different types of indices for large-scale data sets (disk based) and for
medium-scale data sets (memory based) as well as processing of (possibly infinite)
data streams. LUPOSDATE supports the RDF query language SPARQL 1.1, the rule
language RIF BLD, the ontology languages RDFS and OWL2RL, parts of geosparql
and stsparql, visual editing of SPARQL queries, RIF rules and RDF data, and visual
representation of query execution plans (operator graphs), optimization and evalua-
tion steps, and abstract syntax trees of parsed queries and rules. The advantages of
LUPOSDATE are the easy way of extending LUPOSDATE, its flexibility in configura-
tion (e.g., for index structures, integration of different data sources, using or not using
a dictionary, ...), and it is open-source [37]. These advantages make LUPOSDATE
best suited for any extensions for scientific research. Hence LUPOSDATE is already
extended for Internet of Things scenarios by supporting dew computing utilizing a P2P
network spanning over the things for data storage and processing [61]. Also traditional
cloud computing environments can be utilized by LUPOSDATE [38].

Recently there are some efforts to use FPGAs as hardware accelerators for query
processing in LUPOSDATE [40,41,96–99]. Werner [95] describes a fully integrated
hardware-accelerated query engine for large-scale data sets in the context of Semantic
Web databases, where the proposed architecture automatically adapts and executes
a user-defined query on a runtime reconfigurable FPGA. By using dynamic partial
reconfiguration, the query can be exchanged within few milliseconds resulting in
speedups of up to 32 for queries on data sets of over 1 billion triples.

It seems to be promising to use our experience of processing Semantic Web tasks
in order to research on future generations of Big data analytics engines.

6.2 Open research questions for hardware-accelerated Big data analytics
engines

Whereas there are already numerous implementations for hardware-accelerated query
processing for FPGAs (e.g., [95–99]) and GPUs (e.g., [39,49,73]), it is maybe time
to step back and research on hardware acceleration of even more basic tasks like data
access based on indexes having in mind that index accesses are a dominant factor in
query processing times.

Surprisingly, there are only few contributions to hardware accelerations of well-
known indexes. Whereas many of the contributions presented in the following sections
contain experimental evaluations based on PCI-attached GPUs or FPGAs, the utiliza-
tion of GPUs and FPGAs may become even more beneficial if shared-memory systems
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(APUs [7] or, e.g., HARP [94]) are applied. Shared-memory systems avoid commu-
nication costs, such that speedups are already achieved for smaller problem sizes.

6.2.1 B-trees

B-trees [26] and its variants like the B+-tree are optimized for block-oriented storages
(like hard disks, but also SSDs) for Big data. B-trees are very fast for read accesses,
but typically suffer a bad write performance.

[41] utilizes an FPGA to search in parallel in nodes of the upper levels of a given
B+-tree. The extended contribution in [40] contains a discussion of how much update
operations can benefit from the hardware acceleration of their necessary searches. [81]
describes a (main memory) B+-tree implementation for GPUs, and [27] for APUs.

6.2.2 Cache-oblivious lookahead array

Cache-Oblivious Lookahead Array (COLA) [14] consists of levels 0 to n, where the
k-th level contains 2k sorted elements. A level is either completely full up or empty.
Insertions are first done in the level 0. If the level 0 is full up, then the inserted element
is merged with the level 0. The result is stored in the next level, if the next level is empty
and otherwise merged with the elements of the next level (repeatedly proceeded until
an empty level is found). All full levels must be investigated for a search by utilizing
binary search or (in a variant) fractional cascading [22], which uses additional pointers
between the elements of full levels for speeding up the search.

We are not aware of hardware acceleration approaches for the COLA data structure,
although it seems to be promising to investigate how parallel search capabilities of
FPGAs and GPUs can speed up index accesses as well as how the merging step can
be accelerated. There is great potential for FPGA acceleration of the merging step
by applying merge networks [3,9,12,29,67], which can merge in logarithmic time
instead of a linear one as in software.

6.2.3 Log structured merge: trees

Log Structured Merge (LSM)—trees [71] are optimized for update operations. LSM
trees are slightly slower for reading accesses compared to B+-trees. The LSM-tree
consists of several levels, which all must be considered for search queries. Insertions
(and deletions implemented by inserting deletion markers) are processed in the first
level, which are traditionally located in the fast main memory. If one level is full, then
this level (or big parts of this level) are rolled out into the next level, which can be
optimized for presorted elements by merging algorithms.

LSM trees may have benefits from hardware acceleration whenever the management
of the first level is taken over by GPU or FPGA. Also searching in higher levels or
merging higher levels are good candidates for hardware acceleration. Note that runs in
higher levels are often stored in a variant of B+-trees [71] or in SSTables (e.g., BigTable
[21], LevelDB [33], RocksDB [30] and Cassandra [28]). Hardware acceleration of B+-
trees has already been investigated [40,41,81] and adapted variants for SSTables seem
to be feasible.
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There exists first attempts to GPU acceleration of LSM trees [8], but we are not
aware of approaches utilizing FPGAs for speeding up the index accesses of LSM trees.

Zhang et al. [101] introduces a variant of the LSM-tree for main memory databases:
Here, the first level contains a data structure for fast updates (called dynamic index),
which are rolled out in the second level, which contains a compressed data structure
optimized for reading and low memory footprint (called static index).

Here, hardware acceleration for this index structure for main memory databases
promises performance boosts. Basic steps to be accelerated are the insertion in the
dynamic index, the search in the dynamic and static indexes, merging the dynamic
and static indexes as well as the generation of the static index from the dynamic index.

6.2.4 Hash tables

Hash tables are often used in main memory databases for data indexing. According
to [6], cuckoo hashing [72] is the most efficient index structure for point queries, but
B+-trees are faster for range queries. Cuckoo hashing [72] uses k hash tables and k
different hash functions h1 to hk . Whereas in all k hash tables is searched for a key, the
insertion of x is first tried only in the first hash table. In the case that there is already
a value y at the position h1(x) in the first hash table, this value will be replaced with
x and y will be probed in the second hash table maybe pushing another value to the
third hash table, and so on. A value of the kth hash table will be inserted in the first
hash table, where an endless cycle is detected when the same value is to be inserted
into the same hash table (such that a reorganization must be triggered).

Alcantara et al. [5] demonstrate that large-size hash tables (using cuckoo hashing)
can be built and accessed on the GPU at interactive rates. Liang et al. [50] describes
that also FPGAs can greatly speed up cuckoo hashing [72] by pipelining the single
steps of cuckoo hashing.

6.2.5 Adaptive radix trees

An alternative to hash tables in main memory databases are adaptive variants of radix
trees (e.g., [48]). Because radix tree are order-preserving, range queries are faster than
in hash tables, but not so fast than in B+-trees [6].

We are not aware of any adaptive radix tree implementations for FPGAs, but for
GPUs [4]. However, there are first implementations of radix trees on FPGAs [16,17].

6.2.6 Other data structures

There are some few contributions to hardware acceleration of other data structures
optimized for GPUs like skip lists [66] and R-trees [56,75,100].

7 Summary and conclusions

We observe an increasing speed in the growth of the Big data flood, which may show
the limits of state-of-the-art Big data analytics engines in the near future.
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Hence we start a discussion about possible future development phases of Big data
analytics engines. For this purpose, we look at the integration of emergent hardware
technologies as co-processors for Big data analytics engines. Moreover, we discuss
new computing paradigms, which may be also utilized for future generations of Big
data analytics engines. We also take a short look at the Semantic Web, the data model
of which supports mechanisms to increase the value of Big data.

We discuss open challenges and new research questions with special focus on Big
data analytics engines for new computing paradigms like fog and dew computing, the
Semantic Internet of Things area and index accesses of hardware-accelerated Big data
analytics engines.
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