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HIGHLIGHTS

e Introduces the working principles of three emerging storage technologies, i.e., Optical storage, DNA storage and Holographic storage.

e Evaluates the advances received in storage density, throughput and lifetime of these three emerging storage technologies.

e Quantitatively compares these advances with the trends and advances in current storage technologies like HDD, SSD and Tape.

e Discusses the implications of adopting these emerging storage technologies, evaluates their prospects, and highlights the challenges.
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1. Introduction

Big Data is large in volume, complex in structure, and aggres-
sive in its production. The value promised by big data has been
envisioned across all the fields. However, the challenges faced by
the technology to deliver that promise are still being discussed,
and the solutions are yet to be finalized [1]. At the same time,
integration of Internet of Things (IoT) with Cloud computing is
eminent [2]. IoT is expected to grow to 30 billion units by 2020
making them one of the main sources of big data [3]. Consequently,
it will have a massive impact on volume, velocity, and variety (and
other axes) of big data. Data centres that are mainly based on
magnetic storage technology, with petabyte (PB) and even exabyte
(EB) capacities have proved to be the core platforms for cloud
computing and big data storage [4]. However, there is a growing
gap between the volume of digital data being created and the
extent of available storage capacities. As an example, in a report
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prepared by International Data Corporation (IDC) [5], it is forecast
that the amount of data generated globally will reach 44 zettabytes
(ZBs) in year 2020. This forecast is based on the estimation that the
information generated worldwide doubles every two years. IDC’s
report also noted that the rate of production of data continues
to outpace the growth of storage capacity. In 2013, the available
storage capacity could hold just 33% of the digital universe, and by
2020, it will be able to store less than 15% [6]. Recent estimate of
IDC suggests that 13 ZBs of 44 ZBs generated in 2020 will be critical,
and should be stored. However, since the storage capacity available
at that time will be able to hold only 15% of 44 ZBs, a minimum
data-capacity gap of over 6 ZBs (which is nearly double all the data
produced in 2013) is expected in year 2020.

Prevailing storage technologies are increasingly challenged by
their limited storage density and throughput as well as the short-
comings associated with energy consumption, capacity footprint,
lifetime, and other like features. Accordingly, storage technologies
with greater storage densities, higher throughput, lower energy
consumption and longer lifetimes are in high demand to support
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big data centres. Even though many next-generation mass storage
technologies have been actively researched [7], three emerging
storage technologies have received tremendous advances in the
recent past, and are emerging as the next-generation storage tech-
nologies for big data storage.

The purpose of this paper is to evaluate the recent advances
received by these three emerging storage technologies, i.e. Optical
data storage, DNA data storage & Holographic data storage, for their
potential to bridge the data-capacity gap in big data storage. The
evaluation criteria adopted for the study include the parameters
that are critical to any emerging storage technology for its ability
to overcome the data-capacity gap. These include storage den-
sity, throughput and lifetime. The paper also discusses current
trends and advances in storage density, throughput and lifetime
of current storage technologies, and quantitatively compares them
with those of the emerging storage technologies. The paper further
investigates the implications of the adoption of these emerging
storage technologies, evaluates their prospects, and highlights the
challenges faced by them.

The rest of this paper is organized as follows. Section 2 intro-
duces the working principle of each of these emerging storage
technologies and justifies their inclusion in the study. Section 3
evaluates and compares the advances in storage density of the
three emerging storage technologies and current storage technolo-
gies, while as Section 4 does the same for throughput, and Section 5
for lifetime. Section 6 highlights the implications of the adoption of
these emerging storage technologies, and Section 7 discusses their
prospects and challenges. Finally, Section 8 discusses basic features
of other emerging storage technologies, and Section 9 presents the
conclusion.

2. Preliminaries

This section introduces the working principle of Optical,
DNA and Holographic storage technologies, and based on the
technological-breakthroughs that are relevant to big data centres
justifies their inclusion in this study.

2.1. Optical data storage

Optical data storage (ODS) first emerged as compact discs (CDs)
in 1980s, and soon its green features, high storage capacity and
high energy efficiency became apparent. The technology continued
to progress thereafter to deliver higher capacity discs in the form of
digital video discs (DVDs) and Blu-ray discs. Unfortunately, these
optical discs can only record information in a diffraction-limited
region within a layer beneath the surface of the disc. Therefore,
their maximum capacity is limited to a few tens of gigabytes (GBs).
The classical diffraction limit imposes a limit on the size of the
optical spot that records digital bits. The optical spot size is directly
proportional to wavelength (1) of the Laser beam, and inversely
proportional to the effective numerical aperture (NA) of the optical
head. This implies that the storage density of an optical disc is
proportional to (NA/A)? [8]. Fig. 1 shows how these parameters
affected the storage capacity of three generations of optical discs.
Over a period of last three decades, a lot of research and devel-
opment efforts have been invested in exploiting the volume of
recording media for volumetric or multilayer memories [9-11].
Unfortunately, the diffraction limit here also limits the theoretical
storage capacity to a few terabytes (TBs) per DVD-sized disk [12-
14]. This storage density is not enough to overcome the data-
capacity gap in big data storage.

Nevertheless, studies based on the new photonic principles
have led to the development of artificial materials with negative
refractive indices [ 15-17], nano-optical circuits [ 18,19], nanoscale
light-emitting sources [20,21], imaging beyond the diffraction

Fig. 1. Basic parameters that affect the storage capacity in ODS.
Source: http://[www.cd-info.com/blu-ray/.

limit [22-24] and super-resolution optical lithography [25,26].
These studies have been disruptive and innovative in their ap-
proach, and have demonstrated confinement of light-matter in-
teractions to the nanometre scale. This has paved the way towards
breaking or circumventing the diffraction barrier, and increasing
storage capacity tremendously by using entirely new nanopho-
tonic approaches.

2.2. DNA data storage

DNA was identified and advocated as the promising ultra-dense
storage technology early in 1960s, and since then, DNA data storage
(DDS) has been researched. Studies have demonstrated that DNA
has the potential to act as a huge-capacity and longterm digital
storage medium for three main reasons; it is incredibly dense (it
can store one bit per base, and a base is only a few atoms large),
it is volumetric rather than planar, and it is incredibly stable (DNA
can survive for hundreds of thousands of years). It is so dense that a
human body that typically contains 100 trillion cells is able to store
approximately 150 ZBs of data in its DNA.

DNA consists of four types of nucleotides: adenine (A), cytosine
(C), guanine (G), and thymine (T). A DNA strand, or oligonucleotide,
is a linear sequence of these nucleotides. Two single strands can
bind to each other and form a double helix if they are complemen-
tary: A in one strand aligns with T in the other, and likewise for C
and G. Arbitrary single-strand DNA sequences can be synthesized
chemically, nucleotide by nucleotide [27,28]. The probability that
a nucleotide binds to an existing partial strand at each step of the
process is as high as 99%, and is commonly referred to as coupling
efficiency [29]. On the other hand, DNA polymerase enzymes are
used for sequencing purposes, and involves creating a complement
strand, using fluorescent nucleotides, against the strand of interest,
and the process is commonly referred to as sequencing by synthe-
sis [29].

For the purpose of storing binary data in DNA, each base pair
can be used to represent 2 bits. Consequently, the method encodes
binary data in base 4, which converts a string of n binary bits into
a string of n/2 quaternary digits. These digits can then be mapped
to DNA nucleotide pairs. Therefore, 4 different base pairs (i.e. AT,
GC, TA, CG) can encode 4 quaternary digits (i.e. 00, 01, 10, 11).
Consequently, following encoding is possible: 00 — AT,01 —
GC,10 — TAand 11 — CG. As an example, to store a binary string
00011011, the DNA sequence generated is ATGCTACG. Conversely,
while reading the data stored in DNA, nucleotide pairs are decoded
into quaternary digits and then translated into binary data. The
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Fig. 2. Basic process of storing and retrieving data in DDS.

basic process of storing and retrieving data in DNA is illustrated
in Fig. 2.

Unfortunately, DNA synthesis and sequencing is highly vul-
nerable to a wide variety of errors (substitutions, insertions, and
deletions of nucleotides), with error rates of the order of 1% per nu-
cleotide. Also, nucleotide sequences tend to degrade while stored,
compromising data integrity. Nevertheless, encoding schemes that
can tolerate errors have been studied. On the other hand, DNA
synthesis and sequencing is a time consuming task that hinders
throughput. Fortunately, tremendous research efforts have been
invested to speed up the process of synthesis and sequencing, and
the results are promising.

2.3. Holographic data storage

Holographic data storage (HDS) is based on the idea of volumet-
ric storage in which information is stored throughout the volume of
the media and not just on its surface. Magnetic storage technology
and conventional-optical storage technology record information
bits on the surface of the recording media as distinct magnetic and
optical changes respectively. Unfortunately, physical phenomena
limit the size of these bits on the surface. Too small in size can
compromise the integrity of recorded information as storing and
retrieving information becomes too difficult. Hence, this restricts
the storage density of these technologies to a certain limit. By being
volumetric, HDS overcomes this conventional storage capacity
limit.

HDS employs multiplexing for recording multiple holograms in
the same volume of media. Light from a Laser source is split into
two beams — Signal beam that is passed through a Spatial Light
Modulator for encoding binary data, and a Reference beam that
recombines with the modulated Signal beam before both enter
the recording media. An optical interference pattern is produced
by the overlapped beams that gets imprinted as a hologram in
the recording media. Each hologram has a unique volume address
that is provided by the Reference beam. Therefore, to record more
holograms in the same media, Reference beam properties like
angle of incidence, wavelength, phase, and so on, are changed.
While retrieving the recorded data same Reference beam that was
used for recording a particular hologram is used. Therefore, each
Signal beam can be retrieved from its corresponding hologram
without any interference from the rest of the holograms. This
ensures integrity of the recorded data. The process of recording to
and reading from HDS is illustrated in Fig. 3.

The idea of HDS is not new and was conceived decades ago. The
research efforts in HDS started in early 1960s [31], and continued
through 1970s [32]. Unfortunately, due to unavailability of suitable
recording media, and lack of precise and tunable input-output
devices, these efforts faced many technical challenges. Neverthe-
less, with the emergence of low-cost enabling technologies, signif-
icant results from long-standing research efforts, and progress in
holographic recording materials and multiplexing techniques [33],
holographic storage has made significant progress.

Fig. 3. Recording and reading process of HDS [30].

3. Advances in storage density

Storage density is the main attribute of any storage technology
that primarily decides the prospects of its adoption in big data
centres. Considering the huge and growing data-capacity gap in big
data storage, sustained and significant progress in storage density
of a storage technology is necessary to overcome the gap. This
section qualitatively evaluates and quantitatively compares the
recent advances in storage density of the emerging and current
storage technologies.

3.1. Optical data storage

ODS exploits multiple-dimensions of light-matter interaction
at nanometre scale to offer huge storage density. Advances in
nanophotonics remain the cornerstone of this dramatic increase in
storage density of ODS. Nanophotonics can facilitate either encod-
ing of information in physical dimensions, such as those defined by
the frequency and polarization parameters of the writing beam, or
by achieving 3D super-resolution recording [ 14]. These approaches
hold significant potential to break the conventional storage capac-
ity limit. Nanophotonics allows for sharp colour and polarization
selectivity [34]. These characteristics make nanoparticles suitable
for the implementation of spectrally encoded memory. As a result,
three-colour spectral encoding by using gold nanorods of various
sizes has been demonstrated [35]. Similarly, by means of selec-
tive excitation by different polarization states of a writing beam,
polarization anisotropy can be created in nanocomposite materi-
als [36,37]. When such polarization selectivity is combined with
the sharp spectral selectivity of nanophotonics, gold nanorods can
enable information recording in five dimensions, encoded across
three wavelengths and two polarization states resulting into a huge
capacity of 1.6 TB per disc (which is roughly an areal density of
1 Tbpsi) [35,14]. Other possible dimensions that can be exploited
include the intensity of the optical beam [38] and the angular
momentum [39].

Another approach to enhance storage density is inspired
by a diffraction-unlimited far-field imaging to develop Super-
resolution Photoinduction Inhibition Nanolithography (SPIN) [40].
SPIN can overcome the diffraction barrier and achieve 3D super-
resolved writing. The development of 3D super-resolved writing
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methods promise to further reduce the effective size of optical
spots to below 50 nm. This enhances the storage capacity of an
optical disc significantly to approach or even surpass the PB scale
areal density in the near future [14]. Combining super-resolution
techniques and multiplexing in the physical dimensions can result
into optical discs with hundreds of PBs capacity. This results into
a huge areal density of the order of tens of Pbpsi that far exceeds
the areal density of magnetic and flash storage technology. These
discs when aggregated as an array to the EB (or even ZB) scale, can
dramatically alleviate the infrastructure and operational costs of
big data centres besides bridging the data-capacity gap in big data
storage.

3.2. DNA data storage

DDS exploits the peculiar characteristics of a DNA molecule
to encode information bits into nucleotides to yield an extremely
huge storage density. The encoding schemes employed for the
process determine the storage density of DDS. Theoretically, DNA
can encode two bits per nucleotide yielding a storage density
of 455 EB/gram of single-stranded DNA. The theoretical limit of
volumetric density of DDS is above 10 EB/mm?>. Researchers have
successfully stored and retrieved data in DNA using different DNA
encoding schemes [41-44]. These efforts have encoded and de-
coded English text, mathematical equations, Latin text and simple
musical notations to DNA [45]. However, DNA encoding faces
several practical limitations. Using a novel encoding scheme that
encodes one bit per base (A or C for zero, G or T for one) and
employs next-generation DNA synthesis and sequencing technolo-
gies, storage density of 700 TB/gram (which is approximately a
volumetric density of 5.5 Petabits/mm?) has been achieved [46].
Unfortunately, the process of DNA synthesis and sequencing is
vulnerable to a wide variety of errors. Encoding schemes with
error-detection (and error-correction) techniques that focus on
physical errors like substitution, insertion and deletion of oligonu-
cleotides [47,48] have been proposed. Huffman code with error
correction techniques have been used to achieve a storage density
of 2.2 PB/gram of DNA that equals an areal density of around 100
Tbpsi [49]. However, all these achievements have failed to deliver
full recovery of information, and have realized less than 50% of the
Shannon information capacity of DNA molecules. Nevertheless, an
encoding scheme equipped with Reed Solomon error-correction
technique was able to achieve a huge storage density of 25 PB/gram
of DNA (which is around an areal density of 1 Pbpsi) with 100%
recovery of information, and exploited 62% of the Shannon infor-
mation capacity of DNA molecules [50]. In a more recent work,
using Fountain codes, researchers were successfully able to achieve
86% of the Shannon information capacity of DNA molecules, 100%
information recovery, and an extremely huge storage density of
214 PB/gram of DNA that translates into an extremely huge areal
density that approaches 100 Pbpsi [51]. Apart from this, tech-
niques that allow rewritable data storage in DNA using strand
exchange between site specific DNA sequences and other possible
approaches have been demonstrated [52,53].

The technology offers tremendous storage density that besides
bridging the data-capacity gap, suffices all the capacity require-
ments of big data storage for all the times to come and significantly
reduces infrastructure and operational costs of big data centres.
Furthermore, the technology is destined to advance further; the
cost of DNA synthesis and sequencing are declining exponentially
(as shown in Fig. 4), and it is believed that DNA storage will become
cost-effective in coming years for the data to be archived for at least
50 years [54].

Fig. 4. Growth in cost-drop of DNA Sequencing and Synthesis.

3.3. Holographic data storage

HDS exploits multiplexing techniques to record hundreds of
data pages at the same location in the recording media. These
multiplexing techniques are at the core of HDS to offer high
storage density. The theoretical limits for volumetric density of
holographic storage is around tens of Terabits/cm? [55]. Many
techniques of holographic multiplexing have been proposed [56-
58]. Angle multiplexing roughly delivers a user capacity of 700
GB on a 120 mm disk with some other assumptions in place [59].
Another technique, namely Dynamic Aperture Holographic multi-
plexing [60], improves storage density offered by HDS by greatly
increasing the scan range available for Angle multiplexing [61].
Dynamic Aperture multiplexing dynamically alters the portions
of the available angular aperture used for the Signal and Refer-
ence beams. Holograms are recorded in order of ascending Refer-
ence beam angle, shrinking the Signal aperture as the Reference
beam scans from left to right. With this geometry, the number of
holograms multiplexed increase from 192 to 1178. Because the
size of the data page shrinks as the Reference angle increases,
the amount of data per hologram diminishes as well. However,
the total amount of data recorded increases substantially from a
maximum user capacity of 700 GB to TB, which an improvement
of over 240% [62].

Another parameter that can be exploited for storage density
is the phase of the Reference beam to record another hologram
for the same Reference beam as long as a phase difference of 90°
is maintained. Accordingly, Phase Quadrature Holographic Multi-
plexing (PQHM) promises to double the storage density [63]. A
medium 1.5 mm thick and a bulk index of refraction of 1.5, and
a recording wavelength of 0.4 wm, the areal density of the HDS
is approximately 12 Thit/in. By increasing the material thickness,
and index of refraction, it is possible to build devices and media
with areal densities of 40 Tbit/in?. PQHM doubles (or triples) the
achievable addressable space limit [64].

Yet another determinant of storage density is the refractive
index contrast and thickness of recording media as they determine
the number of holograms multiplexed. Research efforts so far
have concluded that only photopolymers are commercially viable
materials for HDS. A Two-Chemistry approach for designing such
polymers was introduced by Bell Laboratories, Lucent Technolo-
gies, and InPhase Technologies [65]. A major advance over the Two-
Chemistry approach was introduced by Akonia Holographics that
serves the requirement of Dynamic Aperture Multiplexing [66].

HDS has the potential to bridge the data-capacity gap in big data
storage as further advances are made in the technology. Since, the
technology is highly competitive with current and emerging stor-
age technologies on cost/TB basis, it is expected to significantly cut-
down the infrastructure and operational costs of big data centres.
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3.4. Current storage technologies

Magnetic disk drives, commonly known as hard disk drives
(HDD), rely on progress in recording technology to deliver ad-
vances in storage density. Perpendicular magnetic recording (PMR)
technology currently used by magnetic disks is more than a decade
old technology and should have been replaced by a better tech-
nology, like Heat assisted magnetic recording (HAMR) a long time
ago [67]. Unfortunately, deploying HAMR was more difficult and
expensive than expected. This delay has significantly affected
growth in storage density of magnetic drives by bringing down
areal density growth rate from 100%/yr to 10-15%/yr. Current
industry roadmap predicts that HAMR will be deployed in late
2018. However, even with HAMR in place, the density growth is
not expected to be more than 20-30%/yr. Industry believes that
another technology namely Bit-patterned media (BPM), which is
expected to be deployed after 2020, is the answer to the declining
storage density growth of magnetic disks. Unfortunately, adoption
of BPM is expected to be more difficult and expensive than that
of HAMR, and thus is expected to face same delays. The technical
difficulties and economic factors have affected the growth of areal
density of magnetic disks to such an extent that the technology
can neither fulfil the capacity demand nor be economical for big
data storage. HDDs have recently touched an areal density of 1
Tbpsi, and with HAMR and BPM, they are expected to reach a
maximum areal density of 10 Tbpsi in year 2025. In addition to
this, superparamagnetism sets an upper limit on areal density of
magnetic disks, limiting it to well under 100 Tbpsi. Unfortunately,
even reaching halfway to this areal density is difficult. Besides,
studies have shown that this limit could be encountered sometime
between 2020 to 2040 depending upon the growth in areal density.

In contrast, progress in areal density of solid-state drive (SSD)
technology has been impressive during the last decade. The areal
density of SSDs has recently superseded that of magnetic disks
with an areal density of 1.69 Tbpsi. Shrinking the cell size to
increase storage density has been a traditional approach. Unfortu-
nately, smaller cells are less reliable and support fewer write cycles
only. Recent approach includes stacking layers of Flash one on top
of the other while having larger cells. This approach significantly
increases storage density and write endurance, and is estimated to
achieve a maximum areal density of 10 Tbpsi in 2020. However,
stacking more and more layers is becoming difficult, and it is
currently expected that 64-layers will be the limit. Also, adding
layers adds processing steps, and hence cost. Each byte of Flash
contains about 50 times as much capital as a byte of magnetic
disk. Hence, competing with magnetic disks on cost/TB will be
challenging for SSDs. Therefore, it is expected that SSDs will be
restricted to work in tandem with HDD for performance gains
in applications [68,69]. Furthermore, studies have shown that all
SSD technologies would be approaching their technological limits
before magnetic disk technology does. At the other end of the
spectrum, historically magnetic tape, open standard of which is
known as Linear Tape Open (LTO), has been highly reliable and
cost effective technology. However, storage density of LTO has not
progressed to an extent so as to compete with other current storage
technologies, let alone the emerging storage technologies as shown
in Fig. 5.

It is evident from Fig. 5 that the areal densities of current
storage technologies are far smaller than those of the emerging
storage technologies. Also, DNA and Optical storage technology has
crossed the Petabit/in? scale, and thus can undoubtedly overcome
the data-capacity gap in big data centres. Unfortunately, HDS has
recently touched Terabit/in? scale, like HDD and SSD. However, the
potential for further improvements in areal density of HDS and its
cost-effectiveness supersedes that of HDD and SSD. Also, further
progress in areal density of HDD and SSD is becoming more difficult
and they are not expected to reach even near the Petabit/in? scale
in the foreseeable future.
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Fig. 5. Progress in areal density of current and emerging storage technologies.

4. Advances in throughput

Big data centres run wide-variety of applications which are
typically characterized by I/O intensive operations. These 1/O op-
erations access large datasets and are mostly random and read-
intensive in nature. To deliver real-time responses, storage sub-
system of a big data centre must offer high transfer rates and low
latencies. This section qualitatively evaluates and quantitatively
compares the recent advances in throughput of the emerging and
current storage technologies.

4.1. Optical data storage

Conventional ODS device such as a typical Blu-ray disc has
an average transfer rate of 20 MBps, which is roughly 5 times
lesser than the average transfer rate of a typical magnetic disk.
Both transfer rates are not acceptable for a big data centre. As an
example, accessing 1 PB of information residing on such magnetic
disks will take 100 days while as the same process will take
1% year for Blu-ray discs. To overcome this problem, progress
in ODS has resulted into various optical parallelism methods for
generating multifocal arrays in single Laser shots [70-72]. Among
these methods, Debye-based Fourier transformation method [73]
enables the formation of diffraction-limited multifocal spots using
a high-NA objective wherein each focal spot can be dynamically
programmed [ 14]. If few hundred such focal spots are used, the
method promises to deliver throughput as high as 10 GBps, and
access time of the order of tens of milliseconds. This implies that
the time to access 1 PB of information will dramatically reduce
to only a few days, rendering the technology relevant in the era
of big data. Furthermore, the method can generate not only in-
plane multifocal arrays but also high-quality 3D multifocal arrays
for volumetric parallel writing [74], and it can even be integrated
with other physical parameters to increase the throughput beyond
tens of GBps [14].

Furthermore, in an array, each disc unit has the ability to read
and write in optical parallelism to maximize the throughput. This
implies that such an arrangement will allow an overall throughput
of a big data centre to far exceed TBps scale.

4.2. DNA data storage

DDS reading and writing transfer rate is around 400 Bps [75]
and is not currently competitive with any existing or emerging
storage technology; so is the access time which is of the order of
tens of hours. This pitfall of the technology is partly due to the
limitations of the semiconductor technology that renders synthesis
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Fig. 6. Carlson’s curves: Moore’s law vs DNA synthesis and sequencing.

and sequencing a highly time consuming task, and partly due to the
encoding/decoding schemes employed for synthesis/sequencing.
However, synthesis and sequencing technology has witnessed ex-
ponential growth over time. Comparing Moore’s law with the
advances in throughput of synthesis and sequencing technology
reveals that sequencing technology has been growing faster than
Moore’s law as shown in Fig. 6 [29]. In fact, recent advances
in microfluidics and labs-on-a-chip have made synthesizing and
sequencing DNA an everyday task [76].

Other improvement in this direction has been the demonstra-
tion of Random-Access DDS [53]. Earlier, DNA storage technol-
ogy provided access to large blocks only, and thus it required
sequencing of entire DNA pool to read even a single byte from
the storage system. This sequential access results in overall read
latency that is much longer than write latency. Using a polymerase
chain reaction (PCR) to amplify only the desired data, read latency
can be significantly reduced and sequencing entire DNA pool can be
avoided. Apparently, it seems that the technology is not feasible for
big data centres due to its low throughput. However, the advocates
of the technology argue that it is even currently suitable for read-
only, high-latency applications of big data centres, like longterm
archival of data, which interestingly is the major contributor of
data deluge in this era of big data. And, further progress in the
technology will extend its feasibility for other applications of big
data centres.

4.3. Holographic data storage

HDS recording and reading processes incur different set of
steps each, and hence have different transfer rates, with recording
process being latent compared to reading process. Advances by
Akonia Holographics over the past few years have demonstrated
transfer rates between 200 MBps and 300 MBps, and access times
of <50 ms [60]. Improvements in recording process is the result
of advances in media exposure time and mechanical positioning
time. Significant improvement in media exposure time has been
achieved with better media sensitivity and higher Laser power.
In contrast, mechanical positioning that involves galvo step-and-
settle and media step-and-settle. This process is mechanical in
nature, and thus much improvements cannot be expected. Never-
theless, the galvo step-and-settle times have improved from 700
to 100 s by simply decreasing the mirror size.

On the other hand, reading transfer rate is dependent upon
media diffraction efficiency, movement times, Laser power, and
camera sensitivity. Progressive improvements in movement times,
Laser power and diffraction efficiency are expected. Among these
factors, camera sensitivity significantly improves both recording
and reading transfer rate. Since, all the pixels are read or recorded
simultaneously during a single exposure, increasing the number
of pixels per page dramatically increases the transfer rate for both

Table 1
Transfer rates and access times of the emerging and current storage technologies.
Technology Transfer rate Access time
ODS 10 GBps 10s ms
SSD 250-500 MBps ~0.1 ms
HDS 300-400 MBps <50 ms
HDD 100-200 MBps 10s ms
LTO Under 240 MBps minutes
DDS 400 Bps 10s hrs

reading and recording. With such advances, recording and reading
transfer rates are expected to improve further from 300 MBps to
400 MBps. This allows HDS to closely compete with the transfer
rates of SSDs and win the competition for prospective storage
technology of big data centres together with cost/TB parameter.

4.4. Current storage technologies

Magnetic disk drives are mechanical at heart. Primarily, seek-
time and rotational-latency of a magnetic disk determine its la-
tency. Improvements in access-time have been the result of pro-
gressive improvement in rotational-speed that has hit the per-
formance wall at 22,000 rpm. Also, physical limits imposed on
rotational speed has limited the access-time of magnetic disk to
the order of tens of milliseconds, and further improvements are
proving to be more challenging. Besides access-time, transfer rate
of a magnetic disk has ceased to improve further. Transfer rate
of magnetic disk is a function of rotational speed and areal den-
sity. Unfortunately, limitations in both parameters have restricted
magnetic disk transfer rate to around 200 MBps. Not surprisingly,
SSDs offer better access time of around 0.1 ms, and transfer rate of
250-500 MBps, as they do not involve any mechanical motions.
Surprisingly, LTO has a better transfer rate of 240 MBps than
magnetic disk, though being mechanical in nature. However, LTO
suffers from huge latency, which is of the order of minutes.

Table 1 compares transfer rates and access times of the emerg-
ing and current storage technologies. The table clearly indicates
that a lot of improvement in transfer rate and access time of DDS
is needed so as to be better than, and comparable with, current
and emerging storage technologies, respectively. In contrast, the
transfer rate of ODS is far ahead of the rest of the technologies and
fulfils the throughput requirements of big data centres. Also, it is
worth noting that the transfer rate of HDS is comparable with those
of SSDs, and further improvements in throughput promised by HDS
will not only allow them to overshadow SSDs but will also allow
them to compete with ODS.

5. Comments on lifetime

Lifetime of a storage technology points towards the period of
the time for which the technology can reliably store and retrieve
data, and thus decides the frequency of recurrent investment into
procuring new storage units. In addition, operational and mainte-
nance costs of storage technologies vary greatly. Big data centres
prefer storage technologies that have longer lifetimes and incur
lesser operational and maintenance costs. This section compares
the lifetime of (and operational and maintenance costs incurred
by) the emerging and current storage technologies.

5.1. Optical data storage

ODS devices use Laser beams to engrave information bits into
optical media. The imprinted data can maintain stability and read-
ability for 100-1000 years. ODS devices are also power propor-
tional, and thus consume energy only during operation. Energy
consumed by a single ODS unit for a period of 50 years is around
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35 kWh, which is significantly small as compared to 4480 kWh
energy consumed by a single HDD unit for the same period of
time [14]. Also, the inscribed writing can sustain temperatures of
up to 1000 °C. ODS devices have touched huge areal density of
Pbpsi scale, and when aggregated to EB or ZB scale, the footprint
of a big data centre is significantly reduced. It is estimated that
enhancing the lifetime of ODS devices can result into about 96%
savings in overall expenditures incurred by big data centres on
account of energy consumption, maintenance, operational and
infrastructure costs.

5.2. DNA data storage

DDS employs DNA to encode information. DNA is a naturally
occurring information molecule that has an observed half-life of
over 500 years in harsh environments. A study has shown that
information encoded in DNA can be recovered without errors
after treating DNA in silica at 70 °C for one week [77]. The study
claims that it is thermally equivalent to storing information in DNA
in central Europe for 2000 years. The energy consumed by DDS
largely depends on the energy consumed by DNA sequencers and
synthesizers which is progressively improving. Since, DDS offers
extremely huge areal density of around hundred Pbpsi, the foot-
print of a big data centre is extremely small, and the infrastructure,
operational and maintenance costs are significantly less.

5.3. Holographic data storage

HDS devices encode data pages in holographic media, which is
an important factor in determining many features of HDS includ-
ing lifetime. New breakthroughs in HDS by Akonia Holographics
have resulted into polymer based recording media with more than
50 years of lifetime [60]. The durability of the media to sustain at-
mospheric conditions of 80 °C and 95% relative humidity has been
also demonstrated. Even though areal density of HDS is within
Tbpsi scale, the polymer media that can be packaged between two
plastic substrates (which are 700 wm thick) significantly reduces
the footprint of a big data centre besides reducing the infrastruc-
ture, operational and maintenance costs.

5.4. Current storage technologies

Magnetic disk drives have a shorter lifetime of about 5-7 years
before they become unreliable. This implies that the investment in
procuring new storage units is significantly frequent. In addition,
magnetic disks are not power proportional, i.e., they consume
energy even in idle state. The energy consumed by a magnetic
disk unit is huge and is about 4480 kwhr for a period of 50 years.
Since they require replacement after every 5-7 years, frequent
data migration also adds huge energy consumption costs. They
also require an operating temperature of 5-50 °C to maintain data
stability and reliability, and thus, they add significantly to the
cooling costs of a big data centre. To increase the capacity of a data
centre to PB scale, thousands of magnetic disks are assembled. This
results into huge footprint of a big data centre besides contributing
significantly to its infrastructure costs.

In contrast, SSDs have a better lifetime of 10 years, each unit
consumes about %rd of the energy consumed by a magnetic disk
unit, are power proportional, result into smaller footprint of a
data centre, and have a wider operating temperature range of 0-
70 °C. However, they are 50 times as expensive as magnetic disks.
For the same criteria, magnetic tapes are better than the two.
LTO has a lifetime of 30 years, each unit consumes %th of the
energy consumed by a magnetic disk unit, are power proportional,
result into small data centre footprint, and are much cheaper than
magnetic disks.
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Fig. 7. Average lifetime of and overhead incurred by the emerging and current
storage technologies.

Unfortunately, no current storage technology matches the life-
time of, and operational, maintenance and infrastructure costs
incurred by, the emerging storage technologies as shown in Fig. 7.
There is a strong correlation between the lifetime of a storage
technology and the operational, maintenance and infrastructure
costs incurred by it. DDS is at one end of the spectrum that offers
highest lifetime and lowest overhead. At the other end, HDD suffers
from the lowest lifetime and highest overhead.

6. Implications of adoption

Even though the emerging storage technologies promise to
fulfil all the storage requirements of a big data centre to overcome
the data-capacity gap, adopting them do have certain implications.
This section discusses these implications.

6.1. System level disruptive changes are expected

Emerging storage technologies can confront the limitations of
existing IT infrastructure, and may necessitate many disruptive
system level changes. As an example, holographic recording is
very data sensitive, i.e., it requires data streaming as it is not yet
appropriate for partial recordings. If the data buffer is emptied
during a recording process, the recording fails and the media is
left useless like earlier CDs and DVDs. This puts the interfacing
system under pressure to deliver an uninterrupted and high-speed
input-output channel. Coping up with such a demand can push
other components of the system beyond their current performance
capabilities. This can have a cascading effect and can disruptively
change the whole system.

6.2. Applications may require re-restructuring

Application restructuring was demanded by magnetic drives to
overcome the performance gap between their sequential and ran-
dom access. Unfortunately, such performance-patches deteriorate
the performance of SSDs. It is expected that these performance-
patches will also hurt the performance of emerging storage
technologies. Thus, application re-restructuring may be required.
Moreover, different re-restructuring may be demanded by differ-
ent emerging storage technologies that will result into complex
application designs.
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6.3. Data-reduction techniques will become irrelevant

Data-reduction techniques, Compression and De-duplication, re-
duce the storage demand by optimizing capacity and reducing data
footprint. However, they also add computational and storage over-
head, and energy costs, besides hindering I/O performance. Con-
sidering the extremely huge-storage densities offered by emerging
storage technologies, the relevance of data-reduction techniques
in big data centres at storage level will become questionable, and
hence their applicability will need to be revisited.

6.4. Non-standardization will hinder interoperability

Emerging technologies do not follow standardization for many
reasons. Unfortunately, this affects their interoperability. HDS, in
particular, has no substantial standards endorsed by the Interna-
tional Standards Organization (ISO). This lack of standardization
can work against holographic storage by complicating interoper-
ability between media and drives.

6.5. File system design will require rethinking

File systems were designed long ago with due considerations
to many parameters including nature and working of magnetic
disk drives, and were augmented to deal with specific needs of
the applications [78-80]. In fact, with the advent of SSDs, existing
file systems were either substantially-modified or new file systems
were designed and developed to better suit the requirements of
SSDs. Therefore, it is to be expected that file systems will need to be
redesigned from scratch to meet specific requirements of emerging
storage technologies. Specifically, to exploit the full potential of
extremely huge storage densities and throughputs offered by the
emerging storage technologies, file system design will require
rethinking and innovation.

6.6. New security, privacy & forensic implications

Security, privacy and forensic implications of current storage
technologies are well known, and the measures to combat them
are also well studied [81-83]. However, the emerging storage tech-
nologies are inherently different from the current storage tech-
nologies. Therefore, they demand new, innovative and different
set of approaches to combat their security, privacy and forensic
implications. As an example, DNA is susceptible to DNA mutations,
and mechanisms to reveal whether the mutations were induced
naturally or were result of some breach must be devised and
enforced.

6.7. Media specific problems need to be addressed

Since these emerging technologies are absolutely unconven-
tional, big data centres will have to cater to different and unique
demands of these technologies. As an example, unrecorded holo-
graphic media behaves more like the unexposed photographic
film. Exposing the media prematurely to light can render it useless,
while as no exposure for 3 years may turn it into unrecordable
media.

Undoubtedly, adoption of emerging storage technologies has
wide-domain, heterogeneous and severe implications. Since cur-
rent storage technologies are not competent to overcome the data-
capacity gap, the gap is inevitable and widening, and the implica-
tions are far more severe. As an example, by 2020, 6 ZBs of critical
data and 31 ZBs of non-critical data will be lost due to storage
shortage. Value associated with this huge volume of lost-data sig-
nificantly supersedes the value of the implications resulting from

the adoption of the emerging storage technologies. However, less-
disruptive technology-transition in big data centres needs atten-
tion and requires research efforts. Since the implications are wide
domain; standardization, evaluation, monitoring and adoption of
emerging storage technologies must be institutionalized in both
academics and industry.

7. Prospects & challenges

All the emerging storage technologies discussed and evaluated
in this paper have received many significant advances in the recent
past. Consequently, they offer extremely huge storage densities
and suitable throughputs, significantly alleviate energy consump-
tion costs besides incurring minimal operational, maintenance and
infrastructure costs, can sustain harsh atmospheric conditions like
high temperatures, and can maintain data reliability and readabil-
ity for much longer time frames. All these features are critical to
big data centres for overcoming the data-capacity gap. However,
since they vary greatly in advances received and challenges faced,
their prospects need to be evaluated and challenges faced high-
lighted.

ODS renders high storage capacity of hundreds of PBs per disc
with an overall throughput of the order of tens of TBps for big
data centres. ODS also promises to maintain data reliability and
readability under harsh atmospheric conditions for hundreds of
years while incurring low operational, maintenance and infras-
tructure costs due to high energy efficiency and small data centre
footprint. These features make ODS an ideal storage technology
for big data centres to overcome the data-capacity gap. However,
due to absence of rewritable-storage support in ODS, its scope may
remain limited to real-time applications that frequently read huge
volumes of data with low latency, and to those applications that
archive immutable and large volumes of data for longterm and
access that data with low latency. Consequently, to further widen
its scope, research efforts towards development of rewritable ODS
and alleviation in cost of ownership are required.

In contrast, DDS tenders an extremely huge and rewritable
storage capacity of around 214 PB per gram of DNA besides offering
strong sustainability against severe environmental conditions for
thousands of years while incurring minimal operational, mainte-
nance and infrastructure costs due to extremely small data centre
footprint. The offerings are highly lucrative for big data centres
to overcome the data-capacity gap. However, DDS significantly
suffers from low throughput and high cost of sequencing and syn-
thesizing. Even though further advances in DDS to alleviate cost of
reading/writing are promising, improvements in throughput seem
to be challenging. These pitfalls may limit the application of DDS
in big data centres to longterm archival of huge volumes of data
that is less frequently accessed with high latency. Nevertheless,
future advances in throughput will certainly extend its scope, and
research efforts in this direction are needed.

Finally, HDS exhibits storage capacity of few TBs per disc with
%GBps of throughput per unit, which is comparatively better than
current storage technologies. Moreover, the technology promises
further advances in storage density and throughput rendering it
comparable to ODS and DDS. HDS also has a lifetime of 50 years,
and incurs low maintenance and operational costs due to being
energy efficient, and low infrastructure costs due to small data cen-
tre footprint. These attributes also render HDS a better technology
than current storage technologies and one comparable to ODS and
DDS. In fact, comparing HDS on cost/TB with ODS and DDS reveals
the economic strength of HDS. More importantly, all the advances
in HDS sufficiently suffice the storage requirements of big data
centres to overcome the data-capacity gap. However, HDS has yet
to offer rewritable storage which may restrict its domain to a set
of applications that is same as that of ODS. Nevertheless, research
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efforts in storage density, throughput and rewritable media are
required to extend its domain as the technology has the potential
to progress further.

8. Other emerging storage technologies

In addition to the emerging storage technologies discussed and
evaluated in this paper, there are other storage technologies that
have the potential to fulfil all the storage requirements of big data
centres, but are still in their infancy. These include Nanocrystal
memory, Scanning probe memory, Carbon nanotube memory, and
Organic memory.

8.1. Nanocrystal memory

Nanocrystal memory stores information in nanocrystals by in-
jecting charges. The technology offers low latency, good scalability,
and superior reliability. These features allow it to be a strong
candidate for future big data centres. The technology uses a sim-
plified fabrication process and a smaller cell area that significantly
reduces its cost [84]. Unfortunately, the technology is confronted
by some significant challenges that need to be addressed [85]. As an
example, nanocrystal shape and size affect its memory properties.
With the growth in storage density, the cell size is expected to
shrink. This makes it challenging to synthesize same sized and
shaped nanocrystals, and to assemble then into a well-ordered
matrix. Also, charge stored in nanocrystals tend to leak more easily
in high density nanocrystals. Other challenges include lowering
operating voltages, demonstrating sufficient data retention peri-
ods, and so on.

8.2. Scanning probe memory

Scanning probe memory uses a nanoprobe to record and read
bits in storage medium. The technology has demonstrated its abil-
ity to store data at super-high densities and with super-fast writing
and reading speed while consuming very low energy [86]. This
allows the technology to be considered for future big data centres.
In recent years, significant progress in the technologies underlying
scanned probe memories have been made. These advances have
resulted into three main approaches [7]: (a) thermo-mechanical
write/read into polymer media, (b) electrical write and read in
ferro-electric media, and (c) thermo-electric write/electrical read
in phase-change media. While the first two approaches are evolv-
ing, the last approach is the most advanced and promising one [87].
However, the technology faces many technical hurdles that need to
be overcome.

8.3. Carbon nanotube memory

Carbon nanotubes have some unique and intrinsic electrical
and mechanical properties, and these properties have promoted
them to be used for a wide variety of applications including digital
storage [88]. Carbon nanotube based storage devices support high
speed, non-volatility, and small size, rendering the technology
suitable for future big data centres. However, Carbon nanotube
based memories suffer from poor retention period, fabrication
difficulties, high production cost, and so on. Advances made by
Natero, Inc. [89] has led to carbon nanotube based memory that can
be manufactured in a CMOS fabrication facility. The progress in the
technology has resulted into read/write performance superior to
existing Flash memory, significant alleviation in power consump-
tion during read and write, and has rendered it scalable to <5 nm.
Also, the write-endurance and data-retention demonstrated has
been better than that of Flash.

8.4. Organic memory

Organic material based devices exhibit a peculiar characteristic
of switching, and hence are promising candidates for future infor-
mation technologies. Organic memory is based on the deposition of
low cost polymer films of active organic material [90], and has been
proposed as the basis for organic non-volatile memory technology
for future big data centres. In recent past, the technology has re-
ceived significant attention due to its simple device structures, low
fabrication costs, printability, and flexibility [91]. Organic memory
can be classified into two: (a) capacitive type, and (b) resistive type.
Among the two, organic resistive memory has been the center of
focus recently as it exhibits fast switching speed, good scalability,
and low power consumption [7]. However, the short retention time
and the small endurance cycles severely limit its practical use.

9. Conclusion

Data-capacity gap in big data storage is eminent and inevitable,
and can be bridged with storage technologies with greater storage
densities, higher throughputs, and longer lifetime. In this paper,
we first discussed the working principles of three emerging storage
technologies, i.e., ODS, DDS and HDS, that possess these features.
We then evaluated the advances received by them in storage den-
sity, throughput and lifetime, and quantitatively compared them
with the advances in current storage technologies, i.e., HDD, SSD
and LTO. We also investigated the implications of the adoption
of these emerging storage technologies, evaluated their prospects
and highlighted the challenges.

The study suggests that advances in storage density of ODS
and DDS has crossed Pbpsi scale areal density, and thus can easily
overcome the data-capacity gap in big data centres. However, due
to absence of rewritable storage in ODS, its scope is currently
limited to longterm archival of immutable data that is accessed
frequently in large volumes and with low latency. Similarly, due
to low throughput offered by DDS, its scope is currently limited to
longterm archival of mutable data that is accessed less frequently
and with high latency. Nevertheless, both technologies offer longer
lifetimes. For to be considered for all workloads of a big data
centre, ODS and DDS must offer rewritable storage and higher
throughput, respectively. In addition, to be economically feasible,
ODS and DDS must alleviate the cost of ownership and the cost of
reading/writing, respectively.

Unfortunately, storage density of HDS is within Tbpsi scale like
that of HDD and SSD, and throughput offered is comparable to SSD,
while as lifetime is better than all the current storage technolo-
gies. Nevertheless, HDS has potential to overcome data-capacity
gap, and research efforts towards improving storage density and
throughput of HDS are required to compete with ODS and DDS.
Also, HDS has yet to offer rewritable media so as to extend its scope
to wide variety of applications of big data centres. Interestingly,
HDS is better than ODS and DDS on cost/TB basis, supersedes
current storage technologies on account of storage density and
lifetime, has throughput comparable to that of SSD, and promises
to advance further. These characteristics allows HDS to act as an
immediate and intermediate solution for data-capacity gap until
ODS and DDS technologies further advance to take over. Also, a
heterogeneous and multi-tiered storage model that comprises of
ODS, DDS, HDS and SSD can be envisioned wherein each tier serves
a specific workload.

Finally, adopting emerging storage technologies in any config-
uration will have wide range of implications on big data centres.
However, these implications are less severe than the implications
resulting out of the loss of critical data due to data-capacity gap.
Nevertheless, research efforts towards smooth and less-disruptive
technology-transition in big data centres are required.
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