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Abstract

The Internet of Things (IoT) era is evolving into sensor initiated, actuation-driven, and machine intelligence-based
decision making platform for smart cities. A smart city system aims at seamless and secure interconnection of sensors,
actuators, and data processing resources to ensure digital, efficient, and reliable services. In this article, we present
a brief planar overview of a smart city system architecture by introducing the application, sensing, communication,
data, and security/privacy planes. Tailoring existing communication protocols and infrastructures to bridge massively
deployed sensors and data processing/storage resources introduces unique communication challenges for smart cities.
Furthermore, co-existence, integration, and control of dedicated and non-dedicated sensors is a grand challenge while
IoT sensors continuously push sensory data through the communication medium towards data processing and analysis
planes. While pervasiveness and ubiquity of smart city services are ensured by the interaction of communication and
sensing technologies, their robustness and resilience calls for customized security and privacy solutions. With these
in mind, we focus on sensing/actuation, communication, and security planes of a smart city system and present a
comprehensive survey of the challenges and state-of-the-art solutions in each plane. Furthermore, we provide insights
for open issues and opportunities in these planes.

Keywords: Smart Cities; Smart Spaces; Security; 5G Networks and Communication; Edge Networks; Internet of
Things, Dedicated sensing; Non-dedicated Sensing.

1. Introduction

Increasing individual use of connected smart devices,
rapid growth of worldwide urban population, gradual
aging of society in many countries as well as the ris-
ing demand for sustainable energy resources have given
momentum to the emergence of smart cities and smart
spaces [1]. Smart city services span a wide spectrum
of applications ranging from smart utilities, to smart
health, smart transportation, smart governance, and
smart environment [2], which Utilize real-time sens-
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ing, knowledge engineering, and presentation of the an-
alyzed data in an interpretable format.

To fulfill the requirements of diverse applications and
services, a smart city architecture consists of five planes
as illustrated in Fig. 1 in a minimalist manner. The ap-
plication plane provides services to the end users for
any relevant application such as smart utilities, energy,
transportation, health, environment and safety. Serving
mobile, home, and corporate sectors, these applications
rely on an underlying substrate, which encompasses
sensing, communication, data, and security planes as
the core of a smart city architecture [3]. The data ac-
quisition (sensing) networks—implemented by utilizing
either hard sensors or soft sensors—form the sensing
and actuation plane; whereas processing, analysis, and
storage of data shape the main functionality of the data
plane. These two planes are bridged by the communica-
tion and aggregation plane.

Addressing users’ growing cognizance about smart
city cybersecurity, each component shown in Fig. 1 calls
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for security and privacy assurance mechanisms. The
challenging task of satisfying these requirements is rel-
egated to the security and privacy plane. As shown in
Fig. 1, a comprehensive and effective security and pri-
vacy plane must be implemented adjacent to every indi-
vidual building block of this architecture.

The Internet of Things (IoT) is a major enabler for
diverse smart applications that involve massive data ac-
quisition and intelligent decision making [4]. Therefore,
in the realization of smart cities, the IoT is a bridg-
ing component between the sensing devices and the
data plane [5, 6]. Indeed, in order for the IoT con-
cept to operate thoroughly, its interface with the local
wireless networks, backhaul networks, as well as local
wired networks needs to be addressed properly. Fur-
thermore, protocols for reliable and efficient data acqui-
sition methodologies for fusing data are of paramount
importance particularly to ensure a robust communica-
tion back-end in a smart city infrastructure.

In a smart city architecture, communication back-end
is one of the most crucial components, which is respon-
sible for pre-processing and aggregation of the sensory
data. Reliability, usefulness and trustworthiness of the
data acquired by the communication back-end depends
on the effectiveness of the sensing plane. As studied
in [2], sensors in a smart city setting can be deployed
in either a dedicated or non-dedicated manner; each de-
ployment strategy has its own pros and cons.

Based on the observations above, in this paper, we
present a smart city architecture by briefly introducing
its building blocks (termed planes), namely the applica-
tion, communication, sensing, data, and security planes.
Upon brief introduction of the architectural building
blocks, we move to our main foci, which are the sens-
ing, communication and security planes. In the study
of the sensing plane, we present the dedicated and non-
dedicated sensing paradigms from the standpoint of var-
ious smart city applications. We thoroughly investigate
the sensor types, problems experienced by the corre-
sponding smart city applications, existing solutions and
the communication technologies used by the sensors.
Sensing plane is followed by the communication plane,
which is studied in terms of the requirements, impli-
cations, and common solutions. We partition the com-
munication plane into several sub-planes to study the
communication infrastructure and protocol design for a
smart city with fine granularity. These sub-planes in-
clude data aggregation, protocol adaptation, and appli-
cation sub-planes. Besides the back-end functionality,
we further review the in-field communication front-end,
with an emphasis on the Wireless Body Area Networks
(WBAN), Wireless Personal Area Networks (WPAN),

APPLICATION PLANE

SENSING/

ACTUATION

PLANE

COMMUNICATION

AGGREGATION

PLANE

DATA

PLANE

SECURITY AND PRIVACY PLANE

Figure 1: A high-level representation of smart city applications ar-
chitecture, consisting of five planes: application, sensing, communi-
cation, data, and security and privacy. Application and security planes
are spread over the other three, indicating their inclusiveness. Al-
though this figure abstracts each plane as a single block, the actual
implementation can be distributed.

heterogeneous cellular networks, visible light commu-
nications, power line communications, and various ex-
isting standards. Lastly, the security plane, as the gluing
component among these planes, is presented under two
sub-planes, namely crypto-level and system-level secu-
rity solutions. For each of these three planes, a thorough
discussion on the open issues, challenges, and opportu-
nities for future research are presented.

The rest of the paper is organized as follows. In Sec-
tion 2, we introduce the smart city architecture, consist-
ing of its five planes, and we define the requirements
and functionality of each plane. In Section 3, we study
the sensing plane, followed by the communication plane
in Sections 4 and 5. In Section 6, we review the security
plane and its interaction with the other four planes in the
smart city architecture. Finally, in Section 7, we give fu-
ture directions and concluding remarks in Section 8.

2. Smart City System Architecture

As shown in Fig. 2, an assembly of five collaborative
(yet independent) planes form the complex organism
of modern smart cities; sensing, communication, data,
and security and privacy planes shape the backbone of
the system, while the application plane brings the ben-
efits of smart cities to their citizens via a rich variety
of services such as smart health, smart transportation
and driving, smart lighting, etc. To take advantage of
the existing synergies among various applications, most
recent implementations of smart cities now incorporate
a sixth abstraction plane that ensures interoperability
among individual applications, thereby taking a major
step toward realization of a uniform smart city ecosys-
tem. In this section, however, we focus our investigation
on (now classic) architecture depicted in Fig. 2 as the
fundamental framework of any smart city system.
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2.1. Application Plane
Gluing all components of a smart city together, the

application plane determines to what end resources and
data must be utilized in a modern city. Designing smart
city services typically begins by defining the applica-
tions; other planes are then configured and tweaked to
meet the requirements of this plane. The design pro-
cess, however, is not limited to these technical consider-
ations. Being the highest level (and most abstract) com-
ponent of the architecture, application plane inexorably
involves multiple exogenous social aspects as well. It
is within this context, where perceived entertainment,
educational, security, and safety value of an applica-
tion can be evaluated. Furthermore, the imminent fusion
of smart city applications into a uniform framework is
chiefly fueled by these social variables, although techni-
cal breakthroughs in other planes have also contributed
to this transition. In this section, we study a select num-
ber of applications to investigate their interplay with so-
cial and technical aspects of the architecture shown in
Fig. 2.

Smart environment (not to be confused with envi-
ronmental monitoring) aims to facilitate the interaction
between humans and their surroundings by imparting
machine intelligence into an environment, thereby cre-
ating a responsive and adaptive ambiance. For exam-
ple, by feeding data collected from microphones and
cameras into an emotion recognition algorithm, a Smart
Classroom can help instructors and students adjust their
presentation to the mood of the audience [7]. Smart
environment applications typically embody a diverse
range of sensing devices, which further gives rise to het-
erogeneity in sensing, communication, data, and secu-
rity planes. Guaranteeing interoperability among these
components as well as intertwining them with existing
infrastructure are the major challenges in these applica-
tions [8].

Smart home and smart building are two represen-
tative applications within the smart environment, which
use an ensemble of sensors and actuators that are em-
ployed in homes to improve energy consumption [9],
promote healthy lifestyles [10], ensure security [11],
etc, which inevitably ties smart homes with other smart
city applications such as smart grid and smart health-
care. For example, as discussed in [10], force sen-
sors incorporated into floor tiles can help with detecting
fall incidents, counting steps, and monitoring resident’s
weights and gaits. Aside from their many advantages,
smart homes are sometimes perceived by citizens as a
invasion to their privacy and security [12, 13].

Smart surveillance has also been subject to im-
pressive progress in the recent years, mostly due to

advancements in image processing and growing ubiq-
uity of low power communication techniques. For
example, being compatible with IBM Db2 [14] and
IBM WebSphere [15], IBM Smart Surveillance System
(S3) can automatically extract information from surveil-
lance cameras and issue alerts and notification when an
anomaly is detected. In a different approach, the study
conducted in [16] uses low-power and inexpensive BLE
tags to track individuals. Utilizing low power demand
of BLE, each tag can operate for a year when powered
by a coin-battery.

Smart transportation establishes connectivity
among vehicles, citizens, and infrastructure to im-
prove road safety, reduce traffic, and increase fuel
efficiency [17]. Reliability, low-delay connectivity
and processing, mobility support, and robustness to
noise and interference are major requirements of smart
transportation applications. Consequently, the authors
in [18] select BLE over ZigBee for their implemen-
tation of an Intra-Vehicular Wireless Sensor Network
(IVWSN), which can decrease production costs and
fuel consumption of vehicles by reducing weight. An
emerging trend in smart transportation can be ascribed
to the proliferation of electric vehicles (EVs), which
links this domain to smart grid and renewable energy
sources [19]. Particularly, within the context of smart
parking, the authors in [20] propose an online intelli-
gent demand coordination for plug-in electric vehicles
(PEVs) in distributed systems. To achieve this goal, the
authors employ a fuzzy expert system for parking lots,
which maximizes driver satisfaction without violating
the operational constraints of the power grid under
coordinated demand.

In response to challenges such as population aging
and widespread outbreak of chronic diseases such as
diabetes and obesity, smart healthcare applications em-
ploy noninvasive, accurate, and inexpensive sensors to
provide personalized and continuous monitoring. The
proposed system in [21] collects body heat data us-
ing RFID body temperature sensors. As battery lim-
itation of sensors is a major challenge in continuous
monitoring, the authors incorporate ambient energy har-
vesting in the sensors, thereby enabling them to har-
vest a portion of their power. Another study [22]
describes a glucose monitoring system based on im-
plantable electrochemical sensors that communicate us-
ing the 13.56 MHz RFID frequency band. Backscat-
tering can be used to power RFID sensors [23], which
addresses the intractable problem of low power avail-
ability for in-vivo sensors. Smart healthcare is one of
the fastest growing fields in smart city; nonetheless, the
path toward realization of such systems is obstructed

3
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Figure 2: An expanded depiction of Fig. 1, which demonstrates smart city architecture comprising five planes. (i) Application plane is the social
link between smart city systems and city’s citizens. (ii) Sensing plane involves data acquisition through either dedicated or non-dedicated sensing.
(iii) Communication plane, bridges the gap between data transmission to the cloud. (iv) Data plane performs various data processing techniques
to obtain useful information from the bulk of raw data. (v) Security plane objective is to ensure security and privacy of every single plane.

with security and privacy concerns [24, 25, 26].

Being the precursor of smart city services, smart grid
employs machine intelligence to improve grid’s man-
ageability and reliability, while reducing wastes and
expenses. Smart microgrids are an important compo-
nent of smart grids. A microgrid can operate in the
islanded or non-islanded mode depending on available
energy capacity as well as availability of distribution
lines. A reliable overlay topology design to intercon-
nect the microgrids in the islanded mode is proposed
in [27], in which the authors formulate a mixed inte-
ger linear programming model depending on the pre-
dicted demand profile during a day; their objective is to
maximize the duration of remaining disconnected from
the power grid while possibly trading energy among the
interconnected microgrids. The growth of smart grids
is also closely tied to proliferation of Advanced Meter-

ing Infrastructure (AMI) fueled by novel communica-
tion breakthroughs such as Low Power Wide Area Net-
works (LPWAN).

2.2. Sensing Plane

Evolution of smart city sensing has completed three
milestones [28]. The first generation involved a lim-
ited number of sensing devices in each application. The
emergence of the second generation was mostly fu-
eled by the introduction of data fusion, where valu-
able insight could be gained by combing data from a
wide spectrum of sensors. The latest (third) genera-
tion now fuses information from external sources such
as databases and research as well as exogenous appli-
cations. Although this evolution could be partly asso-
ciated with advances in data processing and commu-
nication techniques, the sensing plane itself has been
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subject to major breakthroughs. More eminent than
other, advances in VLSI design have been constantly
reducing the energy consumption and the cost of sen-
sors, while increasing their on-node computation ca-
pability. Other available technologies such as flexi-
ble circuit boards [29], bio-compatible sensing mate-
rials [30], and RF-based sensing [31] have also paved
the path for the evolution of smart city sensing. How-
ever, nothing has revolutionized this plane more than
the introduction of crowd-sensing, where participating
volunteers use non-dedicated sensors of their portable
devices such as smartphones to record a variety of pa-
rameters [2, 32, 33], substantially decreasing recurring
and non-recurring expenses.

Sensing in smart cities faces numerous challenges,
many of which stem from the limitation of traditional
Wireless Sensors Networks (WSNs). Insufficient power
availability is the root cause of many of these chal-
lenges. Although energy harvesting techniques can mit-
igate this problem [34, 35, 36], their efficacy remains
limited to satisfy other requirements such as cost, porta-
bility, and size. Additionally, sensing plane suffers from
high fragmentation and heterogeneity, which, in turn,
complicates guaranteeing interoperability and expand-
ability. Maturing crowd-sensing solutions can satisfy
many of these requirements; nonetheless, incentiviz-
ing participants still remains a moot problem [37, 33].
Indeed, mobile-crowd-sensing experiences further
challenges. Amongst these are ensuring battery ef-
ficiency of smart mobile devices, dependability of
crowd-sensed data, privacy of participants, and ef-
fective incentives to promote user participation. Fur-
thermore, from an architectural standpoint, new
networking paradigms such as network function vir-
tualization and mobile edge computing are consid-
ered to be among the enablers of mobile crowd-
sensing [38]. We provide a detailed discussion of this
plane in Section 3.

2.3. Communication Plane
Communication plane provides a conduit for data to

channel from the in-field sensing plane to the cloud-
based data plane and vice versa—when commands and
firmware updates are streamed from the cloud to field
devices. As depicted in Fig. 2, we have divided the
functionality of the communication plane into two sub-
planes: (i) Communication Front-End establishes a con-
nection between every sensing device and a concentrat-
ing point (typically, an Access Point (AP) or a gateway),
and (ii) Communication Back-End provides a backhaul
link between these concentrating points and the cloud.
It is evident that this architecture implies a hierarchal

approach, which is now the de facto standard for smart
city communication. This multi-level implementation,
however, is more mature than classic clustering methods
developed for traditional WSNs [39]. This non-flat ap-
proach relies on relatively more powerful field devices
to provide a variety of services such as data aggrega-
tion, pre-processing, and protocol adaptation. Commu-
nication plane is the focus of this paper and we investi-
gate the requirements and enabling technologies of this
plane in further detail in Section 4 (in-field front-end)
and Section 5 (back-end).

2.4. Data Plane

In a modern smart city application, data plane pro-
vides a hardware/software framework to host machine
intelligence, which assists city officers and citizens with
decision-making within the context of an application
(for example, providing recommendations for saving
energy in a smart home implementation [40] or helping
physicians to detect the onset of a heart failure [41]).
Therefore, while maintaining compliance with require-
ments pertaining to big data 5Vs (veracity, velocity, vol-
ume, value, and variety) [42], the data plane must of-
fer at least three services to its corresponding planes:
data analytics and machine intelligence, data storage
and processing, and data visualization.

Lumping the functionality of the data plane into sin-
gle component, as shown in Fig. 2, does not necessarily
imply centralized implementation. In fact, both central-
ized cloud-based and distributed edge-based implemen-
tations are fairly common in smart cities. The former of-
tentimes offer superior manageability, applicability, and
reliability, while the latter typically excels in scalability
and latency by reducing the physical distance between
the field devices and the data plane [43]. For example,
the infrastructure monitoring system proposed in [44]
adopts a cloud-based architecture to satisfy its prime re-
quirements such as large-scale data, real-time process-
ing, and reliability. To further increase the robustness of
the system against occasional failures, the authors use
replication techniques; however, such solutions can ad-
versely affect resource requirements of the application.
Alternatively, research conducted in [45] proposes an
edge-based platform with embedded scheduling tech-
niques, which reduce energy demand and provide Qual-
ity of Service (QoS) assurance. This solution allows
participants to share their storage and processing re-
sources over a Peer-to-Peer (P2P) network. While such
an edge-based implementation can dynamically adjust
to ever-changing demands of the network, it introduces
a wide array of challenges such as heterogeneous device
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properties, free riders, security and privacy concerns,
etc [46, 47].

After structuring either a cloud-based or edge-based
(or hybrid) architecture, machine learning and deep
learning algorithms can be applied to raw data to extract
useful information. For example, the authors in [48]
use Support Vector Machine (SVM), as a supervised
learning technique to distinguish various physical ac-
tivities (e.g., walking, running, and standing) based on
features obtained from Received Signal Strength Indi-
cator (RSSI) of RF signals. Considering that SVM is
typically used for binary classification, authors adopt
Winner-Takes-All (WTA) to extend the outcome set of
their classifier. A Random Forest (RF) comprising 400
trees is grown in [49] to provide highly localized Air
Quality (AQ) monitoring in smart cities. It correlates
historical data with status of traffic and topology of the
area to classify AQ into six categories. Taking advan-
tage of many benefits of emerging deep learning, the
study in [50] applies Convolutional Neural Networks
(CNN) to license-plate recognition problem. The pro-
posed system can address a multitude of challenges as-
sociated with image-based plate recognition including
heavy traffic, ambient occlusion, and plates’ physical
damages and imperfections.

Finally, unless through an effective visualization
methodology, extracted information from bulk of raw
data cannot be of assistance to city officers and resi-
dents. Representing the interwoven dynamics of data,
however, is proven to be a difficult task, particularly
considering the impressive size of the data collected and
processed in the data plane. Indeed, knowing how the
requirements of applications differ and different users
seek different information, effective visualization tech-
niques must be personalized and be made hierarchal.

2.5. Security Plane
A stream of attacks targeting various applications

such as smart healthcare and smart transportation have
recently given rise to discussions regarding the security
and privacy considerations of IoT and smart cities [51,
52, 53]. These attacks can be mostly attributed to de-
velopers failing to create comprehensive security pre-
serving mechanisms spread over all other planes of the
architecture. Instead, they often emphasize the secu-
rity of the communication plane (as off-the-shelf secu-
rity solutions are already available and expedient to em-
ploy), while neglecting sensing and data planes. With
ever growing influence of smart cities in our lives, the
repercussions of such cyber-threats can soon go beyond
their usual “extortion” scope and lead to catastrophic
outcomes, paralyzing the city and even endangering the

lives and safety of citizens. We provide an in-depth dis-
cussion of security and privacy aspects of smart cities in
Section 6.

3. Sensing Plane

In a smart city application, a set of sensors are de-
ployed within the city to facilitate the collection of
data for that application; these sensors are dedicated to
that application and are not typically shared with any
other application. Alternatively, in the emerging mobile
crowd-sensing concept [32], a set of participants (e.g.,
smartphone users) can perform the required sensing for
an application, which significantly reduces the amount
of investment that the city has to make for that appli-
cation. Since the sensors that are embedded into the
users’ smartphones are not dedicated to any specific ap-
plication, the users are free to participate any time they
want. The usage of sensors in this way is termed non-
dedicated sensing [2]. Despite its advantages in reduc-
ing the recurring and non-recurring expenses, this type
of sensing brings about challenges in incentivizing the
users [54, 33], as well as guaranteeing a certain cover-
age area. Moreover, user privacy and data trustwor-
thiness in mobile crowd-sensing are still two impor-
tant barriers that impede a large scale adoption of
mobile crowd-sensing [55]. The sensing plane consists
of either one (or a combination of) these two types of
sensors. In this section, we study both dedicated (Sec-
tion 3.1) and non-dedicated (Section 3.2) sensing.

3.1. Dedicated Sensing

While many different types of dedicated sensors ex-
ist, we investigate six different categories here.

3.1.1. Traffic Sensors
Traffic sensors are used in various applications such

as drive support, traffic monitoring, vehicle monitoring
and even pedestrian monitoring. All of these applica-
tions fall under the umbrella of intelligent transportation
systems.

In [56], a Cooperative Road Infrastructure Systems
for Drive Support, namely iRoad, is proposed that aims
at improving road safety. In the proposed infrastruc-
ture, road marking units (RMUs) are deployed over the
road surface to sense several phenomena such as di-
rectional surveillance of the moving vehicles, tracking
critical distances between the cars and the queue end.
The system consists of sensors, actuators, a processing
module, radio communication unit, and an energy sup-
ply block. The transmission unit utilizes IEEE 802.15.4

6
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transceivers. Road surface based sensors (e.g. inductive
loop detectors) can also be used for traffic flow predic-
tion. In a follow-up work, the authors in [57] use fuzzy
neural networks for flow prediction by using the sen-
sory data acquired from inductive loop detectors. An-
other study that also uses on-road loop detectors aims
to find the statistical links between turbulent traffic con-
ditions with the ultimate goal of minimizing the crash
events [58].

Detection and classification of the vehicles is an-
other application area that requires multimedia traffic
sensors in the sensing plane [59, 60, 61]. The authors
in [59] present an application that is executed in six
stages, namely segmentation, region tracking, dimen-
sional recovery of the vehicle, identification of a vehi-
cle, tracking of a vehicle, and finally the classification
of a vehicle. In another similar application, the authors
in [62] estimate vehicle density in a region by utilizing
a Kalman filter-driven approach on data that is acquired
from multimedia sensors (e.g., cameras). In [63], the
authors aim to estimate the density of a crowd by using
the same method. The usage of cameras and infrared
sensors are reported to be sensitive to traffic and weather
conditions whereas piezoelectric sensors and inductive
loops require high installation and maintenance costs.
Therefore, for the same application of vehicle classifi-
cation, the study conducted in [64] propose to use ac-
celerometers to detect vibrations and magnetometers to
measure the speed of vehicles. Furthermore, by running
an Axle Detection algorithm on the cloud, the authors
aim to estimate the number and spacing of the axles.

As for driver assistance, detecting stress levels of the
drivers in real time during driving utilizes ECG, EMG,
skin conductivity, and respiration sensors [65]. By us-
ing the data acquired from these sensors, two types of
analysis are conducted: (i) classifying the stress level
of the driver through a machine learning algorithm, (ii)
continuous quantification of the driver’s stress level.

In [66], a computer vision-based system is presented
to automatically monitor and analyze the status of an
intersection. The sensor plane requires multimedia
sensors (e.g., cameras), and a Hidden Markov Model
(HMM) is utilized to analyze various event patterns
of behavior for each vehicle in order to detect/classify
events such as bumping, passing, and jamming.

As mentioned earlier, traffic sensors are also used to
detect and track pedestrian behavior. This requires the
use of multimedia sensors so that a combination of the
shape, texture, and depth can be used to acquire data
that can be fed into a classifier [67].

3.1.2. Smart Environment Sensors
Smart environment sensors measure the environmen-

tal conditions (living conditions) of a user’s living en-
vironment (e.g., home). As an example smart envi-
ronment application, the MavHome project in [68] em-
ploys a dedicated sensor network to detect light, humid-
ity, temperature, smoke, gas, and motion to ensure user
comfort. Besides sensors to measure ambient data, in-
frared sensors are also deployed to track inhabitant lo-
calization.

Aiming to implement a human recognition system,
the work in [69] estimates the health condition and
lifestyle of individuals by running data mining algo-
rithms on the data acquired from accelerometers, RFID
tags, and multimedia sensors. A similar problem is in-
vestigated in [70] by deploying RFID tags and a dedi-
cated wireless sensor network in a smart home setting.

To ensure smart environments, actuators can also be
deployed along with sensors. For instance, the au-
thors [71] introduce a smart environment system using
three building blocks as follows: (i) Smart objects with
RFID tags and appliances with sensor network function-
ality; (ii) a home server connecting all smart devices;
and (iii) robots (i.e. actuators) collaborating with the
environment.

Smart environment applications can also utilize ex-
ternal dedicated sensors. CitiSense is a typical appli-
cation to improve geospatial environmental assessment
of air quality using wearables [72]. The wearables use
three electrochemical gas sensors, which are hardwired
to monitor exposure to CO, NO2, and O3. Addition-
ally, sensors for measuring humidity, temperature, and
barometric pressure are also included. The sensor board
communicates with the user’s smartphone via Bluetooth
Low Energy (BLE).

3.1.3. Smart Water Sensors
Water sustainability is crucial in a smart city. The au-

thors in [73] investigate the impact of smart metering
on water management and planning. Furthermore, an
integrated knowledge management system that brings
together smart metering, water consumption data, wire-
less communication networks, and information man-
agement systems is also crucial to provide information
to consumers and utilities. Tracking water consump-
tion through smart metering can also be used for wa-
ter leakage detection by applying intelligent sensory
data analysis techniques [74]. The underlying commu-
nication technology to handle smart metering commu-
nication in such scenarios is also a research concern;
the authors in [75] show that a Radio Frequency (RF)-
based mesh system using frequency hopping spread
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spectrum (FHSS) and routing the information via geo-
graphic routing can ensure reliable delivery of the smart
metering data in these scenarios.

3.1.4. Smart Metering Sensors
Smart metering was presented in Section 3.1.3 for

smart water management. However, smart metering can
also be used for smart power management, e.g., in smart
grids and smart microgrids. The data that is collected
by smart metering is mainly the real-time or near-time
measurement of the electricity usage and generation.
An example for an automated meter reading system is
the QUNDIS AMR, which was introduced in 2009, and
was capable of metering in the following three levels:
(i) Field devices level, (ii) LAN-level, and (iii) WAN-
level [76]. In smart metering, the main challenges in-
clude the possibility of an existing sensor network be-
ing hampered by communication interfaces, lack of pro-
grammability, and insufficient adaptability to novel sce-
narios because of the availability of the aggregate con-
sumption values, rather than individual meter values.
To cope with these challenges, the authors in [77] pro-
pose a sensor platform that is based on low-power hard-
ware and a reprogrammable microcontroller; due to the
compatibility of the radio receivers of the platform with
IEEE 802.15.4, integration with smart buildings is also
possible in this proposal.

Smart metering sensors and smart grid sensors are
highly related. In [78], the authors study the integration
of smart meters and smart grid sensors with the objec-
tive of an Automatic Voltage Control Strategy combined
with the wireless communication systems in smart me-
tering.

Another application area of smart meter sensors is
the monitoring of household assets that use home area
networks and the smart meter infrastructure. In [79], a
holistic system that consists of a microcontroller unit, a
motion sensor unit, and a communication unit registered
to a home network is presented. The system tracks mod-
ule location and raises alerts in the presence of a module
move.

3.1.5. Smart Grid Sensors
Application, opportunities, and challenges of WSNs

for electricity power systems have been comprehen-
sively studied in [80]; this study also presents exper-
imental research on the statistical characterization of
wireless channels under various environments including
a 500-kV substation, an industrial power control room,
and an underground network transformer vault. The
smart grid sensors used in the study are IEEE 802.15.4-
compliant operating in the 2.4-GHz frequency band. An

empirical evaluation and field tests reveal the spatiotem-
poral impacts of electric power system environments on
low-power wireless communication and show that LQI
(link quality indicator) can be a reliable metric for link-
quality assessment.

Partial discharge (PD) monitoring is crucial in the im-
plementation of the smart grid in order to effectively
assess the insulation conditions of high voltage equip-
ment. The authors in [81] present a PD measurement
method which is used to collect data from an electric-
ity distribution substation, and show that integration of
Fast Fourier Transform (FFT)-based de-noising into the
smart PD sensors can enable effective remote monitor-
ing of the smart grid.

Electrification of transportation is another smart grid
aim. To integrate the transportation system with the
smart grid, the authors in [82] introduce a new type of
sensor called the smart “stick-on” sensors, which are
low-cost, self-powered, and universal. Stick-on sensors
can be used to monitor various smart grid assets such as
cables, conductors, transformers, disconnect switches,
and so on. Furthermore, ambient energy harvesting is
also possible with stick-on sensors.

Demand management is one of the earliest problems
studied in smart grid research. The authors in [83] pro-
pose a wireless power meter sensor network to mon-
itor the power consumption of household appliances
and provide predictions for the next day. Note that the
same approach can be extended from a household to the
power grid to achieve automated reconfiguration.

3.1.6. Smart RFID Sensors

RFID devices can contain one or more sensors to
sense data and can also receive data transmitted from a
remote concentration device; they can also log and store
data [84]. There are many application areas of RFID
sensors in smart environments. For instance, smart la-
beling of products is a very popular application area. To
accomplish this goal, printed sensors on flexible poly-
meric foil can be used for radio frequency identification.
The authors in [85] argue that flexible foil with multi
sensors can be low-cost, low power, and can be used for
environment monitoring including gases, humidity, and
temperature. Another example use case for passive and
semi-active RFID tags is in food logistics.

The use of passive RFID tags can also enable the
smart skin technology, which incorporates cognition
and intelligence to monitor environmental parameters as
presented in [86]. Passive RFID-based sensors are ca-
pable of power harvesting, sensor integration, process-
ing, and modulation/demodulation without requiring a
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power supply, such as a battery [23]. In [86], the au-
thors conceptualize a nanotechnology-enabled gas sens-
ing platform that uses passive RFID tags, which leads to
zero-power operation and high sensitivity.

Tracking the real time movements of people is also
possible via RFID sensing. The authors in [87] present
a sensor network based on RFID wireless communica-
tion, which enables the acquisition of user movement
information in a transparent and reliable way in a dy-
namic environments.

3.2. Non-dedicated Sensing
With the wide adoption of smart mobile devices, mo-

bile phone sensing has appeared as a viable solution
to complement the dedicated sensor networks; smart-
phones are equipped with accelerometers, gyroscopes,
GPSs, microphones, cameras and several other sen-
sors that can be used for applications such as health
care, environmental, and traffic monitoring and man-
agement [91]. For instance, Google’s Science Journal
application [92] is a typical example of using built-in
smartphone sensors for real time monitoring of environ-
mental parameters such as light and sound. Based on
the mobile phone sensing concept, Sensing as a Service
(S2aaS) was first introduced by Sheng et al. in [93] as a
cloud-inspired distributed sensing model. In [94], Car-
done et al. provided a processing core of smartphone-
based Mobile Sensing Technology (MoST); they par-
ticularly focused on activity detection, geo-localization,
and geo-fencing in smart cities. Ericsson’s consumer in-
sight summary study [95] reported smart citizens as the
major drivers of smart cities. In [96], the authors de-
fined smart citizens as mobile device users who actively
contribute to the collection of sensor data for smart city
monitoring by dedicating the sensing and processing re-
sources of their mobile devices. Khan et al. classify
city-wide non-dedicated sensing under two categories,
namely participatory sensing and opportunistic sens-
ing [91]. The former denotes active user involvement
in the sensing process including accepting/declining the
application requests to access their mobile phone sen-
sors, while the latter does not require any intervention
during all stages of sensing.

Also known as crowd-sensing, non-dedicated sensing
applications in smart city settings are various. Magne-
tometers in smartphones can be used to detect available
parking spots in a populated area, and can be crowd-
sensed to inform drivers; a simple testbed to verify this
idea was Ciudad Real, Spain [88]. Indeed, one of the
most common non-dedicated city-wide sensing appli-
cation areas is public transportation. GPS sensors in
smartphones are used to acquire accurate location data

that is used over Google Maps in order to obtain spatio-
temporal traffic information in the city [89]. Smart
tourism is another field that can be improved by uti-
lizing crowd-sensed data from non-dedicated sensors.
In [90], a framework called Tresight is introduced for
the city of Trento in Italy. Tresight deploys wearable
bracelets to sense visitor activity (via accelerometers),
environmental conditions (through temperature and hu-
midity sensors), and location information for each mon-
itored region. By using the multidimensional crowd-
sensed data from visitors, as well as the information
collected from WiFi hotspots, Tresight builds a context-
aware recommendation system. Community health is
another field that crowd-sensing can benefit. For
instance in [97], Allergymap, an integrated mobile
health-crowdsensing platform is presented to investi-
gate and manage diseases that are the consequences
of allergic reactions. To this end, Allergymap con-
sists of four planes, namely the crowdsourcing plane
to acquire subjective inputs from users, the crowd-
sensing plane to acquire environmental sensory data
in large scale, and the analytics and visualization
planes to investigate allergens, irritants and methods
to improve patient experience and well-being.

The authors in [98] identify three primary com-
ponents for crowd-sensing systems: (i) tasks, (ii)
servers, and (iii) crowd; they provide a qualitative
classification of crowd-sensing tasks under three cat-
egories: tasks whose marginal contribution is pro-
portional to their size, tasks whose marginal con-
tribution is proportional to the progress, and tasks
whose marginal contribution is reversely propor-
tional to their progress. With these in mind, the
authors propose a crowd-task matching policy that
aims at the efficiency of task execution and effec-
tive budget management. They conclude that to
meet the budgetary and task execution efficiency tar-
gets, quantitative optimization of participants with
the highest quality, the progress of task execution,
and the impact of communication network have to
be taken into account.

Development of user centric approaches are of
paramount importance. The authors in [99] tackle
the utility and dependability effects of delegating
finalization of user-task matching to participating
devices. Indeed, this is expected to be supported
by edge computing functionality. Battery limita-
tion of smart mobile devices is one of the barri-
ers against a wide adoption of crowd-sensing sys-
tems. In [100], the authors propose to consolidate
continuous user profiling with effective incentives
to ensure maximum platform utility and minimum
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Table 1: Overview of Sensing Plane Applications, Sensor Types and Communication Interfaces

Sensing Application:
Sensor Type

Example Objectives
and Problem

Communication

Smart Transportation:
Road Marking Units (RMU) [56]

Inductive Loop Detector (ILD) [57]
On-Road Loop Detector [58]

Multimedia Traffic Sensor [59, 60]
Infrared Sensors [62]

Accelerometers/ Magnetometers [64]
ECG/ EMG/ Respiration Sensor [65]

Non-Dedicated Availability: 7

Road Safety [56, 57, 58]
Vehicle Classification and
Identification [59, 61, 62]

Driver Assistance [65]
Intersection Monitoring [66]

Pedestrian Behavior [67]

IEEE 802.15.4
[56, 57, 58]

/

Hard-wired
[65, 66, 67]

Smart Environment:
IR, RFID, Multimedia Sensors [68]

Electrochemical Gas Sensors, Humidity,
Temperature, Barometric Pressure [72]

Non-Dedicated Availability: 7

Localization/Activity
Recognition [68]

Smart Home Monitoring [71]
Environmental Monitoring [72]

Common Object Request
Broker Arch. RFID and

Hard-Wired [68]
/

RFID Tags [71]
Bluetooth [72]

Smart Water:
Smart Metering Sensors [74, 75]
Non-Dedicated Availability: 7

Water Leakage Detection RF-Based Mesh

Smart Metering:
Smart Metering Sensors [76, 79]
Non-Dedicated Availability: 7

Automatic Voltage Control [76]
Monitoring Household Assets [79]

Ethernet, WLAN,
IEEE 802.15.4 [76]

/

IEEE 802.16, Satellite,
RF [79]

Smart Grid:
Partial Discharge Sensor [81]
Smart Stick-On Sensors [82]

ACmes [83]
Non-Dedicated Availability: 7

Partial Discharge Monitoring [81]
Transportation Electrification [82]

Coax, Cellular [81]
IEEE 802.15.4 [82]

Smart RFID Sensor:
Printed Gas, Humidity,

Temperature Sensors [85]
Gas Sensors, RFID Tags [86, 87]
Non-Dedicated Availability: 3

Environment Monitoring [85]
Smart Skin Technology [86]

Tracking People [87]
RFID

Smart Parking and Driving:
Magnetometers

Smartphone GPS Sensor
Non-Dedicated Availability: 3

Available Parking Spots Detection
In A Populated Area [88]

Spatiotemporal Traffic Data
Acquisition [89]

Cellular
/

WiFi

Smart Tourism:
Wearable Accelerometers, Temperature,

Humidity Sensors [90]
Non-Dedicated Availability: 3

Visitor Activity Sensing,
Environmental Monitoring,

Location Recommender [90]
WiFi

battery drain. The proposed scheme, Sociability-
Oriented and Battery Efficient Recruitment for Mo-
bile Crowd-Sensing (SOBER-MCS) exploits social
activity signatures of the participants to predict a

map of battery usage-social activity for every partici-
pant so as to make wiser decisions in the recruitment
process.

It is worth noting that building a federation of
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crowd-sensing platforms experiences several human-
in-the-loop challenges. These include security of
the crowd-sensed data, privacy of the participants,
and anonymity of participation. The study in [101]
presents a clear roadmap for the integration of dif-
ferent crowd-sensing platforms by considering these
parameters. This integrative vision is introduced as
Testbed as a Service in [102], particularly as a key
enabler for IoT experiments.

4. Communication Plane

The communication plane provides the link between
in-field data sensing and the data plane. Functionality
of this plane can be divided into three categories: (i)
In-field communication front-end embodies resource-
constrained sensing nodes that collect raw data from
various types of sensors and forward them to in-field
gateways or Access Points (APs) over either a wireless
or wired connection. (ii) Aggregation and adaptation
involves cluster heads, gateways, cloudlets, and APs,
which are relatively more computationally-capable than
the field sensors. In certain cases, with the assistance
of a cloudlet, cluster heads perform preliminarily pre-
processing and aggregation to further decrease energy
consumption and facilitate the fulfillment of QoS ob-
jectives. Adaptation functionality interfaces heteroge-
neous network technologies that co-exist in a typical
smart city implementation. It ensures interoperability
with the internet, through which the accessibility to the
cloud and its numerous services is established. Finally,
(iii) Network application component standardizes mes-
sage exchange among centralized or distributed cloud-
based servers and field devices, regardless of their ven-
dor, topology, and functionality.

We analyze the fundamental requirements of smart
city communication plane in Section 4.1 and discusses
how IoT communication is differentiated from legacy
WSNs. In Section 4.2, we elaborate on the implemen-
tation details of smart city communication architecture.
Data aggregation, adaptation, and communication func-
tionalities are detailed in Section 4.3, Section 4.4, and
Section 4.5, respectively. We dedicate Section 5 to a
detailed study of the in-field network front-end.

4.1. Communication Requirements
Communication plane bridges the gap between sens-

ing and data processing. This functionality evidently
resembles the objectives of traditional Wireless Sensor
Networks (WSN). However, unlike WSNs, smart city
communication platforms must ensure that every sin-
gle device in the network is uniquely identifiable and

addressable through the internet, which makes internet
compatibility the underlying requirement of this plane.
Aside from this, smart cities’ scale and dynamism also
entail additional requirements. The former poses in-
terference and co-existence challenges, while the latter
complicates the implementation by necessitating com-
plementary services such as plug-and-play and mobil-
ity. Particularly, co-existence among a wide spectrum
of protocols and implementations is proven a festering
complication. The first generation of smart city applica-
tions neglected expandability and compatibility to gen-
erate a set of working applications rather quickly. The
absence of a universal standard has exacerbated the sit-
uation, leaving the smart city communication plane an
amalgamation of incompatible protocols and standards.
The diffusion of deep learning and machine learning
techniques has made overcoming this non-uniformity
even more critical, as they allow the fusion of seemingly
unrelated data —collected from sensors designed for in-
dependent applications with different requirements— to
obtain invaluable information, laying the foundation for
a a new generation of smart city applications.

In-field deployment of communication front-ends im-
plies their constant interaction with both residents and
the city environment. These interactions create an in-
tensely dynamic context, where communication mod-
ules are subject to frequent changes. This makes mo-
bility and plug-and-play the key requirements of many
smart city communication planes. Intuitively, mobility
plays an integral role in applications such as smart trans-
portation and smart healthcare —which involve track-
ing moving objects and individuals. However, seem-
ingly stationary sensing —in applications such as smart
grid and smart metering— might also be subject to oc-
casional movements as a result of changes in their envi-
ronment; this introduces a distinction among highly mo-
bile, mobile, and stationary communication. The plug-
and-play feature is also required to further facilitate a
network’s potential adaptations; the smart city commu-
nication plane must automatically detect and integrate
new devices. It must also be able to resume its normal
operation unhindered upon exclusion of some nodes.

Due to the inherent characteristics of M2M com-
munication, data traffic patterns within the smart city
communication plane are known to be more sophisti-
cated than legacy WSNs. A vast range of smart city
applications are event-based, where data tends to ar-
rive in bursts rather than in a constant stream. Con-
trolling bursty data involves more sophisticated in-field
pre-processing, routing, and QoS management. Ensur-
ing QoS standards is further complicated by the delay
sensitivity of many smart city services, such as smart
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Table 2: The list of primary requirements of the smart city communi-
cation plane. Each requirement can be associated directly with others,
implying intricate tradeoffs among them.

Requirements Implications
Common
Solutions

Low Power
Consumption

Cost • Energy
Harvesting

[103]
• Hierarchal
Structuring

[104]

TCP/IP Compatibility
Plug-and-Play

Mobility
Interoperability
QoS (Various)
Expandability

TCP/IP (v6)
Compatibility

Power Consumption • Hierarchal
Structuring

[105]
QoS

(Adaptation Delay)
Expandability

Mobility

Power Consumption •Mesh
Topology

[106]

Plug-and-Play
QoS (Routing Delay)

Expandability

Inter-
operability

Power Availability

• Adaptation
Layer [107]

TCP/IP Compatibility
Mobility

QoS
(Adaptation Delay)

Expandability

QoS
(Various)

Power Availability • Aggregating
[108]

• Prioritizing
[109]

TCP/IP Compatibility
Mobility

Interoperability
Expandability

transportation and smart health, which calls for addi-
tional techniques for traffic prioritizing and redundancy
reduction. From another perspective, smart city data
traffic can be categorized into scalar and multimedia.
The former involves information that can be represented
in small chunks of data, with each chunk being indepen-
dent from others. For example, temperature, pressure,
and air quality monitoring sensors typically generate
scalar traffic. In contrast, the prevalence of a new fam-
ily of smart city applications that revolve around voice
commands and video processing services has increased
the share of multimedia traffic in communication load.
It can be expected that entanglement of these two types
of data will continue to increase in the foreseeable fu-
ture. Table 2 summarizes the primary requirements of
the smart city communication plane. Due to their intri-
cate interplay, addressing each requirement often affects
others.

4.2. Communication Architecture

Establishing a universal framework capable of sat-
isfying the requirements of smart city communication
is a non-trivial task. Since the advent of IoT, vari-
ous networking architectures have been experimented
with, ranging from single-hop flat topologies, to more
resilient multi-hop hierarchal architectures. A rising
star in this arena, crowd-sensing seems a viable solu-
tion for a wide spectrum of smart city applications. By
leaving the communication burden on volunteering indi-
viduals, crowd-sensing solutions effectively reduce the
complexity of this plane, inducing a substantial reduc-
tion in RE and NRE [2]. Furthermore, by exploiting
mobile edge computing, it is possible to improve the
effectiveness of crowd-sensing campaigns and the ef-
ficiency of recruitment, as well as the data acquisi-
tion process [110, 99]. Nonetheless, whether the net-
work is formed by independent volunteers or managed
by a centralized administration, the continuous evolu-
tion of smart city communication has gradually con-
tributed to the obsolescence of flat implementations in
favor of hierarchal architectures. Multiple impetuses
have expedited this transition. Most noticeably, bor-
rowed from traditional WSNs, hierarchal implementa-
tions [111] (e.g., LEACH [112]) are proven effective to
manage/reduce power consumption in large-scale net-
works. Furthermore, considering that the adoption of
the TCP/IP protocol for IoT applications faces numer-
ous challenges, satisfying internet compatibility and en-
suring interoperability implicitly necessitate a multi-
level architecture. The unsuitability of the TCP/IP pro-
tocol for smart city communication stems from its inher-
ent characteristics: (i) TCP/IP is not originally tweaked
for power consumption optimizations, hence failing to
meet the most important requirement of smart city com-
munication, (ii) fragmenting and re-assembling pack-
ets complicate the protocol, degrade the performance,
and raise security and privacy concerns, and (iii) lack
of built-in security measures must be offset by the ad-
dition of sub-layers, which further reduces the per-
formance [107]. Multi-level architectures also facili-
tate complementary services such as aggregation, pre-
processing, outliers detection, etc., paving the way for
improved QoS management.

Figure 3 depicts the high-level implementation of the
smart city communication architecture. The commu-
nication functionality is typically divided among three
components: The in-fiend communication front-end col-
lects raw data from sensors and transmits them to local
aggregators for further analysis. Data adaptation and
aggregation is relatively less constrained by stringent

12



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

WBAN WLAN LPWAN

PLC

APPLICATION

CoAP

BLE 

RFID

WiFi

IEEE 802.15.4

LoRaWAN

SIGFOX NB

IEEE 1901-2010

IEEE 1901.2

CELLULAR

4G 
5G 

4G LTE

5G

VLC

IEEE 1901-2010

IEEE 1901.2

PHY

MAC

Band, OFDM

(A)synchronous

ARP, NDP

LINK

AGGREGATION

Min, Max, Mean

ADAPTATION

6LoWPAN

PREPROCESS

Feature Extraction

APPLICATION APPLICATION

MQTTMXPP

NTW

RPL, DODAG

APP

MQTT-SN / XMPP

C
O

M
M

U
N

IC
A

T
IO

N
 F

R
O

N
T
-

E
N

D
A

D
A

P
T
A

T
IO

N

A
G

G
R

E
G

A
T

IO
N

A
P

P
L

IC
A

T
IO

N

IMPLEMENTATION: STANDARDS AND PROTOCOLS PROTOCOL STACK

Figure 3: High-level architecture of a hierarchal smart city communication platform. The communication apparatus consists of three components:
(i) in-field front-end, (ii) aggregation and adaptation, and (iii) application. This distribution of functionality reduces power consumption, while
facilitating interoperability and internet compatibility.

power limitations, which enables it to provide more reli-
able communication and perform rudimentary data pro-
cessing as well as interface the Internet with the local in-
field network via its IP/non-IP adaptation functionality.
This interface opens the door to a vast range of cloud-
based services, where sophisticated and demanding data
analytics can be employed virtually free of any power
availability concerns. Finally, bringing together all con-
stituents of a smart city, the application component pro-
vides higher level services to facilitate various types of
message exchange within the network, e.g., device-to-
device, device-to-server, and server-to-server.

In-field front-end encompasses a multitude of com-
munication modules, which are hosted within sens-
ing devices. The networking approaches suggested in
the literature can be broadly categorized into (i) Wire-

less Body Area Networks (WBAN), (ii) Wireless Per-
sonal Area Networks and Wireless Local Area Net-
works (WPAN/WLAN), (iii) cellular networks, (iv)
Low Power Wide Area Networks (LPWAN), (v) Visi-
ble Light Communication (VLC), and (vi) Power Line
Communication (PLC). These networking frameworks
are evolved by tweaking different tradeoffs among var-
ious requirements of IoT communication (see Table 2);
consequently, whether to choose one over another de-
pends on the target application and its requirements.
Each of these front-end data acquisition networks in-
cludes multiple standards, many of which leverage a hi-
erarchal implementation. Therefore, each level of the
architecture, shown in Fig. 3, is often structured as a
multi-level multi-dimension platform. Due to its broad
context, we detail the most common protocols used in
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the communication front-end in a separate section (Sec-
tion 5).

Data aggregation and adaptation plays a pivotal
role in seamlessly bridging IoT and the internet, while
facilitating the fulfillment of QoS goals. Three ma-
jor services can be associated with this sub-plane. (i)
Data aggregation involves algorithms that can reduce
network traffic, thereby enhancing communication per-
formance at the expense of increased complexity and
computation energy consumption. (ii) Cloudlets are
sufficiently powerful devices placed closer to the front-
end. They can perform demanding computation on col-
lected raw data. Relegating some of the cloud services
to the cloudlets effectively decreases the distance be-
tween the cloud and field devices. This has proven ef-
fective against multiple challenges in smart city com-
munication. We provide the details of data aggregation
and cloudlets in Section 4.3. (iii) Adaptation involves
the link layer and the network layer services that en-
sure interoperability among various protocols and the
TCP/IP architecture, which is the underlying platform
of the Internet. We study adaptation in Section 4.4.
Although these three aforementioned services are log-
ically distinct, many network implementations combine
all these services into a single device, thereby reducing
the physical complexity of the network. Alternatively, a
hierarchically-distributed implementation of these ser-
vices can also enhance the performance in certain im-
plementations [108].

Application sub-plane aims to enhance interoper-
ability by standardizing communication between vari-
ous parts of the system, as the diversity and hetero-
geneity of smart city communication cannot be fully ad-
dressed by merely relying on adaptation and front-end
sub-planes. The majority of the proposed protocols such
as MQTT, XMPP, and AMQP are originally designed
for the TCP/IP stack and are tuned for H2H commu-
nication. MQTT-SN is an amendment of MQTT pro-
tocol that is particularly optimized for M2M message
exchange. While applying these protocols to smart city
services can be beneficial in some implementations, it
can be detrimental in others. Addressing the needs of
the smart city community, IETF has recently developed
CoAP for IoT applications. CoAP is available publicly.
It is lightweight and compatible with popular HTTP,
which paves the way for integration of smart city and the
web. However, its limitations and shortcomings must be
fully considered before choosing CoAP over its alterna-
tives. We provide a comparative study of major smart
city protocols in Section 4.5.

4.3. Data Aggregation and Pre-Processing Sub-Plane
Data aggregation and pre-processing aim to improve

smart city communication performance by minimiz-
ing data redundancy. In data aggregation, a subset of
field devices (typically those that are relatively more re-
sourceful, either in terms of energy availability or com-
putational power) are selected as aggregators. Being a
local convergent node for other sensing devices, aggre-
gators perform rudimentary data processing algorithms
to compress, combine, and summarize raw data. To
further improve the scalability of the network, aggre-
gators can also be implemented in a hierarchal fash-
ion. These services reduce network traffic, which in
turn, leads to more relaxed requirements for the com-
munication infrastructure, consequently reducing both
recurring and non-recurring expenses. However, dele-
gating additional computation tasks to aggregators in-
creases their energy consumption. This computation-
vs-communication tradeoff is the underlying enabler for
data aggregation.

Redundancy typically exists in an application’s
sensed data as a result of sensor density, where a large
number of sensors measure and report the same phys-
ical parameters. For example, all sensors measuring
the temperature in a room often report the same value.
Transmitting that single value instead of multiple copies
can substantially reduce network burden, provided that
an aggregator compares the incoming traffic and drops
duplicates before transmission. Furthermore, a vast va-
riety of smart city applications are event based, where
data tend to arrive in burst with substantial amount of re-
dundancy. Applying simple event-detection algorithms
can significantly reduce long-range transmission to the
cloud. Because communication consumes orders of
magnitude more power than computation, this mecha-
nism can substantially contribute to overall energy ef-
ficiency. However, communication/computation trade-
off typically provides diminishing returns, implying that
running complex algorithms on resource-constrained
devices might not be beneficial. To address this limi-
tation, the authors in [113] develop models that can an-
alyze gain and losses of data aggregation in a particu-
lar network. Aside from eliminating duplicates, aggre-
gators combine and compress the payload of multiple
packets into a single frame, hence reducing packet over-
head.

Simple operations such as maximum value, mini-
mum value, average, and median can be executed on
raw data to significantly reduce data traffic, without em-
ploying demanding and complicated algorithms. How-
ever, two drawbacks can be associated with these tech-
niques: First, lossy operations such as min, max, and
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average eliminate a bulk of the information. Second,
even small number of defective nodes can severely af-
fect the accuracy of the entire network. For example, a
maximum-value aggregating technique can drop correct
measurements of healthy sensors in favor of data gen-
erated by a faulty —or uncalibrated— device. Studies
conducted in [114] propose an adaptive weighted aver-
age based on spatial correlation that can alleviate these
problems. Nonetheless, such solutions often complicate
the system and may not be applicable to highly dynamic
and mobile networks. Furthermore, although aggrega-
tion is proven to be an effective method to reduce net-
work traffic, it can negatively affect QoS by introduc-
ing additional latency. Processing raw information in-
evitability entails decrypting data, which poses security
and privacy concerns. Homomorphic encryption tech-
niques have been proposed as a solution [115, 116, 117],
however, considering computational power limitations
of the sensing devices, practicability of such methods
remains limited for a foreseeable future [117, 116].

Cloudlets have recently received attention as a new
approach to multi-level network architecture. Cloudlets
are often defined as substantially resourceful devices,
in comparison to field sensing nodes, with broadband
internet connectivity. Being orders of magnitude sim-
pler than cloud-based servers [118], yet incorporating
computationally-capable hardware (e.g., GPUs [119]),
cloudlets can be deployed in the vicinity of the sens-
ing networks, typically at a single hop distance, thereby
bridging the distance between the cloud and sensing
nodes. Authors in [120, 118] enumerate application of-
floading, data storage and caching, and network man-
agement services as the main functionality of a cloudlet.
In application offloading, field devices can delegate
a portion or the entirety of the execution to a local
cloudlet. The result of the operation can be sent back to
end-devices for further execution, visualized and stored
in the cloudlet, or forwarded to the cloud for multi-
user access and sharing purposes. The vast storage re-
sources of cloudlets can also be used as a proxy between
users and the servers. When augmented with intelligent
behavior prediction algorithms, cloudlets can down-
load and cache the required information of the users.
Cloudlets can also supervise network operation by pro-
viding services such as VPNs, firewalls, traffic monitor-
ing and optimization [121]. Multiple aspects of smart
city communication benefit from bringing the services
of the cloud to the field-networks. First, cloudlets can
reduce the latency imposed by the core network. Sec-
ond, decreasing the communication range sometimes
allows system developers to employ higher bandwidth
communication standards (by trading off coverage for

throughput). More importantly, cloudlets can provide
offline services independent from the cloud. They can
also reduce costs by eliminating subscription fees for
the cloud processing and cloud connectivity [122].

4.4. Protocol Adaptation Sub-Plane
As discussed in Section 4.1, heterogeneity in net-

working technologies is an inherent characteristics of
smart city applications. It is therefore crucial to en-
sure interoperability among these diverse range of tech-
nologies. Particularly, almost all smart city applica-
tions must be compatible with the TCP/IP protocol, as
IoT nodes are differentiated from legacy WSN devices
through their internet accessibility. In many scenar-
ios, interoperability is assigned to the adaptation sub-
plane. For technologies such as BLE and WiFi (star
topologies), this adaptation is conducted by the Op-
erating System (OS) and their specific drivers. Dis-
tributed resource-constraint implementations, however,
require a more efficient and more standardized solu-
tion. IPv6 over Low power Wireless Personal Area
Networks (6LoWPAN) is particularly designed for the
IEEE 802.15.4 standard (and its variants) to address this
problem. In this section, we study the main charac-
teristics concerning a 6LoWPAN-based adaptation sub-
plane.

The incompatibility of IEEE 802.15.4 with IPv6 can
be traced back to the differences in their Maximum
Transmission Unit (MTU) sizes. While IEEE 802.15.4
sets the MTU to 127 bytes (up to 25 bytes of it can be
used for the header), IPv6 allows packet sizes to reach
as large as 1280 bytes. Consequently, the majority —
but not all— of the IPv6 packets cannot be fit in IEEE
802.12.5 frames. 6LoWPAN specifies two procedures
to circumvent MTU differences in these two architec-
tures: (i) Header Compression (HC) and (ii) Fragmenta-
tion and Re-Assembly (FRA). HC is mostly achieved by
omitting some of the IPv6 header fields such as Traffic
Class (8-bits), Payload Length (16-bits), and Flow La-
bel (20-bits) [123]. If the packet still fails to fit in IEEE
802.15.4 frames, FRA procedure breaks IPv6 packets
into multiple fragments. This process is typically re-
ferred to as fragmentation. Similarly, multiple frag-
mented frames can be re-assembled into a single IPv6
packet before forwarding to the TCP/IP network. Al-
though HC and FRA allow IPv6 traffic over an IEEE
802.15.4 network, they contribute to packet delivery de-
lays. This contribution is twofold. First, FRA adds
packet processing delays. Second, transmitting multi-
ple packets instead of a single one increases the over-
all latency (because the latency of each fragmentation is
added to the overall delay). Furthermore, FRA increases
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packet loss incidents, as the loss of only a single frag-
mentation can render the entire packet invalid. The lat-
ter drawback can be alleviated by the method proposed
in [124], where authors intentionally add redundancy to
fragmentation. This enables the adaptation layer to re-
cover the entire packet from even a subset of fragments.
As the authors discuss in [125], 6LoWPAN is also sus-
ceptible to multiple security attacks targeting address-
ing, mesh routing, and neighbor discovery. Considering
the scant amount of resources available to IoT WSNs,
6LoWPAN does not adopt the IPSec protocol.

Adaptation layer can also provide routing protocols
compatible with IPv6. Particularly, IETF developed a
Routing Protocol for Low Power and Lossy Networks
(RPL) to satisfy this requirement. RPL is compat-
ible with 6LoWPAN and is designed for low-power,
large-scale, and multi-hop mesh topologies. Routing is
conducted by employing Destination Oriented Acyclic
Graphs (DODAG), which establishes an optimum loop-
free route between every node and a sink. Multiple
DODAGs can be established in a network with multiple
sinks. The suitability of a route is determined by an Ob-
jective Function based on parameters such as hop-count,
expected transmission count (ETX), and even energy
consumption [126]. Hop count describes the number
of nodes a packet passes through before it reaches the
sink, whereas ETX denotes the expected number of re-
transmission for a packet to successfully reach the desti-
nation. Due to the dynamic nature of large-scale WSNs,
ETX is typically preferred to hop count, especially con-
sidering that interference and fading constantly change
the status of links [127].

4.5. Application Sub-Plane
Seamless end-to-end communication among nodes

in smart city services cannot be attained without stan-
dardized application layer protocols. Parallel efforts
are being undertaken by various organizations and re-
search communities to provide an IoT-friendly appli-
cation layer protocol, capable of satisfying the require-
ments discussed in Table 2. We overview the status of a
select number of these protocols below, such as Con-
straint Application Protocol (CoAP), Message Queue
Telemetry Transport (MQTT), Extensible Messaging
and Presence Protocol (XMPP), an Advanced Message
Queuing Protocol (AMQP).

CoAP: Constraint Application Protocol (CoAP) is
developed by the Internet Engineering Task Force as
a simplified and IoT-friendly replica of the popular
HTTP. CoAP utilizes the same Representational State
Transfer (REST) architecture, where a client and server
can transfer resources by using familiar GET, PUT,

POST, and DELTE commands. As the study con-
ducted in [128] shows, CoAP interoperability with
HTTP bridges IoT and the Web through transparent
CoAP proxies. CoAP relies on 6LoWPAN for IPv6
compatibility, which not only facilitates Internet access
for IoT nodes, but also improves interoperability with
HTTP. Packet fragmentation and assembly of 6LoW-
PAN, however, substantially impacts the performance
of the network. Considering the inherent resource limi-
tations of IoT devices, CoAP significantly reduces mes-
sage overhead to alleviate this problem (header size is
decreased to 4 bytes). Unlike HTTP, CoAP adopts User
Datagram Protocol (UDP) in its Transportation layer.
Multiple advantages can be associated with UDP in the
context of smart city and IoT applications. First, its in-
herent simplicity —when compared to TCP— makes it
suitable for resource-constrained devices. UDP can also
provide multicasting, a crucial requirement for many
IoT applications. Furthermore, CoAP allows appli-
cations with stringent security requirements to adopt
Datagram Transport Layer Security (DTLS) protocol as
well. Substituting TCP with UDP, however, has multi-
ple drawbacks. Most noticeably, UDP does not provide
a strong congesting control mechanism. Congestion in
smart city services can be associated with the large num-
ber of devices and event-based characteristics of some
applications, where data tends to arrive in bursts. The
built-in Retransmission Timeout (RTO) mechanism of
CoAP is proven ineffective in many scenarios. IETF is
developing Congestion Control/Advanced (CoCoA) to
address this issue [129, 130]. Using the UDP DTLS
protocol also eliminates the protocol’s ability to multi-
cast. Diversifying its QoS management, CoAP supports
both confirmable (CON) and non-confirmable (NON)
messages [131].

MQTT-SN: Message Queue Telemetry Transport for
Sensor Networks (MQTT-SN) [132] is an open commu-
nication technique designed specifically for resource-
constrained devices, which operates in lossy networks
with limited throughput. Instead of the REST protocol
used in CoAP, MQTT-SN adopts a Publish/Subscribe
(Pub/Sub) mechanism due to its superior scalability and
improved compatibility with dynamic WSNs. MQTT-
SN embodies multiple modifications aiming at IoT de-
vice requirements. For example, unlike MQTT, this
protocol does not necessarily require TCP/IP commu-
nication (i.e., it is UDP-compatible), it includes mes-
sage overhead reduction, and provides a new sleeping
mode mechanism tailored to battery-powered IoT de-
vices. MQTT-SN is originally developed for ZigBee-
based WSNs; however, it is also compatible with any
bi-directional communication technology. An MQTT-
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SN-based WSN is formed by three components: clients,
forwarders, and gateways (GWs). Clients use MQTT-
SN to send their message to GWs either directly or in
a multi-hop connection consisting of one or more for-
warders. Gateways bridge clients to MQTT servers by
converting the MQTT-SN syntax to MQTT and vice
versa. A gateway can be implemented either as a stand-
alone device or be integrated into the server. Two types
of GWs are defined in MQTT-SN specifications. Trans-
parent GWs create a one-to-one connection between
every client and a server. For example, a GW associ-
ated with five clients establishes five simultaneous con-
nections to the server. Transparent GWs are simple to
implement; however, some MQTT servers have limita-
tions in the number of simultaneous connections. In this
case, MQTT-SN suggests aggregating GWs, which en-
capsulates all communication among clients into a sin-
gle connection between the GW and the MQTT server,
which reduces the number of concurrent connections.
Aggregating GWs, however, are more complicated than
transparent ones. MQTT-SN also includes a new sleep-
ing mode, where clients can inform the gateway of
their sleeping period through a DISCONNECT mes-
sage. During this period, all data destined to a sleeping
client is buffered in the GW.

XMPP: Extensible Messaging and Presence Proto-
col (XMPP) is an open protocol originally designed to
facilitate real-time exchange of structured data, which
can be encapsulated in small packages (XML stanza).
XMPP uses a distributed server-client architecture,
where clients must establish a connection to a server
prior to exchanging any information with other clients.
Overall, XMPP architecture includes three types of de-
vices: clients, servers, and gateways. Clients cannot
exchange messages directly. Instead, all communica-
tions must pass through XMPP servers. These servers
are interconnected to allow message exchange between
clients associated with different servers. Protocol gate-
ways are used by the servers to provide interoperability
with other Instant Messaging (IM) protocols. Although
IM can be considered as an XMPP main target appli-
cation, the aforementioned characteristics coupled with
its remarkable extensibility and flexibility renders this
protocol suitable for delay-sensitive IoT networks with
scalar traffic. Particularly, the decentralized nature of
the XMPP seems applicable to distributed and hetero-
geneous smart city applications. XMPP utilizes TCP to
provide lossless communication between either servers
or servers and clients. Despite its reliability and embed-
ded congestion control mechanisms, TCP can increase
the overhead for smart city devices. Transport Layer
Security (TLS) is also available as an optional choice to

meet security and privacy requirements [133]. In spite
of its many desirable characteristics, XMPP is not orig-
inally designed for IoT applications; therefore, it cannot
be deployed in its current form on resource-constrained
WSNs, which typically involve periodic data collection
(in contrast to event-based data interaction of instant
messaging) [134]. Consequently, extensive research in
the literature has been conducted to provide lightweight,
IoT-friendly variations of XMPP [134, 135]. XMPP
does not support acknowledged communication either.

AMQP: Advanced Message Queuing Protocol
(AMQP) is an open standard developed for reliable
point-to-point communication. It is originally de-
signed for banking services, which involve queuing a
large number of transactions and reliably delivering
them later. This emphasize on reliability coupled with
built-in support for scalability makes AMQP suitable
for mission-critical smart city applications. Overall,
the protocol consists of a transport layer, which pro-
vides connection between two nodes, and a message
layer, which facilitates message exchange among nodes.
Nodes can assume one of the three defined roles in
the AMQP architecture: Producers, consumers, and
queues. Producers and consumers are application layer
processes that respectively generate and receive mes-
sages, while queues provide store-and-forward services.
The Transport layer connects a producer/consumer pair
through full-duplex bidirectional connections. Each
connection embodies a group of unidirectional chan-
nels, which provide reliable communication over lossy
links. The frame header is defined to have an 8-bit wide
fixed field and an extensive field, which is reserved for
future use. AMQP utilizes TCP and the communica-
tion is secured by employing Transport Layer Security
(TLS) and Simple Authentication and Security Layer
(SASL) [136].

5. In-field Communication Front-End

Being the first tier in the smart city networking hierar-
chy, field communication front-end involves collecting
raw data from a diverse range of devices and forwarding
them to the data aggregation and adaptation sub-planes.
Its physical connection with the sensing devices often
entails a distributed deployment in a smart city, where
reliable communication must be provided over an unre-
liable infrastructure. Although the networking society
has been remarkably successful in fulfilling this objec-
tive via the implementation of a mature TCP/IP protocol
stack (and its sub-layers), fledgling smart city front-end
protocols often struggle to catch up. Thus, the design-
ers are forced to make trade-offs, which is the fact that

17



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

caused the introduction of a wide spectrum of protocols,
where variety is viewed as a trade-off to counterbalance
non-ideality. Even in the absence of a perfect com-
munication solution, system developers can still browse
through existing protocols to choose ones that match the
requirements of the target application almost perfectly.
However, utilizing this impressive diversity and select-
ing the most compliant implementation burdens devel-
opers with the task of analyzing and comparing the ad-
vantages and disadvantages of every proposed solution
and makes it crucial for them to gain knowledge about
the most recent advances in the field. In this section,
we compare existing protocols. Numerous comprehen-
sive surveys exist in the literature that delve into low-
level implementation of these protocols [137, 138, 139].
Therefore, instead of focusing on technical aspects, we
investigate every protocol from an application-oriented
perspective, concentrating on the strengths and short-
comings of available solutions in practical deployments.

Smart city communication infrastructure can be cat-
egorized either retrospectively or based on their cov-
erage. First generation of protocols are directly bor-
rowed from legacy WSNs. These protocols (e.g., Zig-
Bee, Z-Wave, WirelessHART, etc.) are proven ade-
quate in many smart city applications as an off-the-shelf
and easy-to-deploy solution. Nonetheless, the emer-
gence of IoT coupled with its ever-increasing complex-
ity has dictated a new set of rules that cannot be ful-
filled unless alternative communication protocols are
introduced. Hence, a new category of protocols such
as LoRa, Bluetooth Low Energy (BLE), and IEEE
802.11ah have emerged to addressed these challenges
and potentially open the door to a new era of smart city
services.

Although a retrospective review reveals valuable in-
formation about the technological trends, choosing a
protocol primarily depends on its ability to address the
key requirements of the target application (see Table 2).
Therefore, considering the application-focused orienta-
tion of this section, we classify these protocols based
on their practicality for each set of applications. Since
the scale of a network substantially affects its other
fundamental characteristics (such as rate, range, power
consumption, and traffic propagation), we investigate
the existing protocols in the following categories: (i)
WBAN, (ii) WLAN, (iii) LPWAN, (iv) cellular net-
works, (v) VLC, and (vi) PLC.

5.1. Wireless Body Area Network (WBAN)

WBANs are designed to connect multiple sensors in
a range of ≈100 meters. Smart healthcare is the niche

application of WBAN. Low power consumption, mo-
bility, ubiquity, user-friendliness, security, and privacy
are the main requirements of such networks, particularly
when they are used within the context of smart health-
care. Different protocols have been experimented with
as the primary ingredient of WBANs, beginning from
ZigBee and Bluetooth to the more refined and more IoT-
compliant Bluetooth Low Energy (BLE). Exclusively
targeting IoT, BLE is known to be adequate for numer-
ous smart city applications. Owing to its constantly ex-
panding market share, BLE can eventually become the
universal standard for WBAN by making its competi-
tors, such as WiFi and ZigBee, obsolete. Therefore, we
investigate BLE in this section, while leaving the dis-
cussion for ZigBee and WiFi for Section 5.2.

Bluetooth Low Energy (BLE): BLE is designed to
provide short-range, low-power, low-delay, and low-
rate connectivity. Like many of its competitors, BLE
operates in the 2.4 GHz frequency band, which makes
it prone to interference with existing wireless proto-
cols such as WiFi and ZigBee. Adaptive (dynamic) fre-
quency hopping is therefore implemented in its MAC
layer to reduce the probability of interference. Two
types of communication are supported by this proto-
col: (i) piconet, in which multiple nodes (slaves) can
be connected to a single master, and (ii) broadcasting,
in which a node can broadcast its data to every device
within its range. In the piconet scenario, slaves cannot
communicate directly, making it a star topology. BLE
frequency band is divided into forty 2 MHz-wide chan-
nels, out of which 3 are used for advertising (broadcast-
ing) and 37 are used for data transfer after a connec-
tion is established. The coverage area can be adjusted
based on power availability, with a maximum radius of
≈70 m [9]. The latest version of BLE (version 5 [145])
can support data transfer rates up to 2 Mbps.

The fundamental advantages of BLE emanate from
its IoT-centric design. BLE is inexpensive and requires
only 40% of ZigBee’s power demand [146], while pro-
viding higher data transfer rates [18]. These two charac-
teristics of BLE alone make it a suitable choice for a vast
range of smart city applications. For example, authors
in [16] use inexpensive coin battery-powered BLE tags,
which last up to a year, to track the movements of in-
dividuals; this is an application that is typically consid-
ered a niche market for passive RFID tags. Furthermore,
BLE star topology can theoretically include an unlim-
ited number of slaves, which addresses the scalability
requirement of many smart city services. The built-
in low-latency characteristic of BLE also satisfies the
low-delay requirement of many IoT applications. Un-
like WiFi, which uses 50 frequency channels to adver-
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Table 3: A summary of the BLE technology and its applications in the smart city arena. Example applications includes some of the widely used
services in which BLE is used; this column includes non-WBAN implementations as well. The data represented in this paper is not exhaustive,
meaning that there may applications and sensors compatible with BLE not listed in the table.

Technology/

Characteristics

Advantages/

Disadvantages
Example Applications

Suggested

Application

Bluetooth Low

Energy (BLE)

/

2.4 GHz ISM Band

Low-Rate (≤ 2 Mbps)

Low-Range (≤ 100 m)

Low-Energy

⇑ Low Power

⇑ Inexpensive

⇑ Ubiquitous

⇑ Low Delay

⇑ Scalability

⇓ No Multi-Hop

⇓ Limited Scalability

⇓ No Mesh/Cluster

⇓ No Multi-Casting

⇓MAC Layer Inflexibility

⇓ Utilizing 2.4 GHz Band

Location Fingerprinting [140]

Smart Home (HVAC) [18]

Crowd Tracking [16]

Smart Vehicle (IVWSN) [18]

Smart Healthcare (WBAN) [141]

Smart Environment[142]

Driver Assist [143]

Activity Recognition [144]

Human-Centric

Stationary/

Quasi-Stationary

Networks

(Scalar Traffic)

tise its SSID, BLE utilizes only three channels for pair-
ing purposes. This utilization of fewer number of ad-
vertising channels, coupled with a low-complexity pair-
ing mechanism, substantially reduces advertising de-
lay [140]. Complementing these offerings, BLE’s re-
markable ubiquity translates to user-friendliness, non-
invasiveness, and compatibility with existing and poten-
tial implementations. In contrast to ZigBee, almost all
portable smart devices, such as smartphones, laptops,
and smart wearables are shipped with built-in BLE-
compatible chips.

Multiple shortcomings of BLE have been noted in the
literature. For example, aside from broadcasting, BLE
is only compatible with the star topology, which can re-
strict its scalability and introduce various security and
privacy concerns [107]. Other competitors such as Zig-
Bee support alternative topologies including mesh and
cluster. Additionally, the single-hop master-slave im-
plementation of BLE limits its expandability and makes
it difficult to provide a wide-area coverage. Multi-
casting (a crucial requirement for many smart city appli-
cations) is not supported, which complicates QoS man-
agement [107]. Although the specifications do not im-
pose a maximum on number of connections to a master,
the practical size of the network is typically determined
by interference and the computational capability of the
master. Finally, BLE’s MAC layer flexibility is inferior
to its competitors, since it only supports time-division

multiple access (TDMA) [18].

Despite its drawbacks, BLE seems to be a viable
solution for short-range communication among rela-
tively stationary sensors. Aside from WBAN —which
is the traditional domain of BLE— authors in [18] uti-
lize this technology to reduce the costs and weights of
Intra-Vehicular WSNs (IVWSN). BLE is suitable for
IVWSNs since it can effectively address its main re-
quirements by providing low-rate, delay-sensitive, and
prioritized communication for stationary sensors even
in harsh deployment environments. BLE can also be
used for networking non-stationary sensors, for exam-
ple in crowd and individuals tracking applications [16,
142]; in these settings, the nodes are typically config-
ured to operate only in advertisement mode to reduce
power consumption and avoid pairing delays. BLE
is also shown to be compatible with a wide spectrum
of sensors that generate different types of data traf-
fic; these include (i) event-based sensors such as Infra
Red (IR) presence detectors, temperature, and humid-
ity sensors [9], which generate discrete samples and (ii)
sensors that generate continuous streams of real-time
data such as photoplethysmogram (PPG) [143]. Intu-
itively, BLE is not suitable for applications that require
wide bandwidth such as high frame-rate real-time video
recording. Table 3 summarizes BLE and its main char-
acteristics.
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5.2. Wireless Personal Area Networks (WPAN)
WPAN protocols are designed to provide wireless

connectivity in a radius of ≈100 meters. Unlike WBAN,
WPAN protocols allow a multi-hop implementation, ex-
tending their coverage area to hundreds of meters. Hav-
ing its roots in legacy WSN, the transition from WSN
to IoT has contributed to the emergence of new adapta-
tions, making WPAN protocols more IoT-friendly. They
typically emphasize co-existence with existing technol-
ogy, management of heterogeneous traffic, and address-
ing security and privacy considerations. In this section,
we investigate the most commonly used protocols along
with their strengths and shortcomings in their target ap-
plications.

IEEE 802.15.4: This protocol is designed to pro-
vide low-power, low-range (≈ 10 m) and low-rate (≈
250 kbps) communication, although practical data rates
are typically lower [147]. Targeting simplicity, IEEE
802.15.4 is implemented on top of a 2-layer protocol
stack. Although this simplified implementation fails to
offer higher level services, it provides a robust basis
for more advanced protocols such as ZigBee and Wire-
lessHART (both of which utilize IEEE 802.15.4 PHY
and MAC layers), thereby fortifying its omnipresence
in the smart city field. Like many of its competitors,
IEEE 802.15.4 operates in the 2.4 GHz ISM frequency
band, which leaves it exposed to interference and fading
effects. Multiple amendments have been added to IEEE
802.15.4 (i.e., IEEE 802.15.4a, IEEE 802.15.4c, IEEE
802.15.4d, and IEEE 802.15.4e), which incorporate a
wider frequency band, add support for additional mod-
ulation techniques, and improve the MAC layer perfor-
mance [125]. IEEE 802.15.4 MAC layer regulates chan-
nel sharing using either synchronous or asynchronous
access. The latter involves a limited contention period,
which is broadcasted by a beacon, while the latter is
based on a CSMA/CA mechanism. By dividing the
communicating nodes to Full Function Devices (FFD)
and Reduced Function Devices (RFD), IEEE 802.15.4
implements a hierarchal topology; RFDs require mini-
mal communication capability to forward their data to
relatively more resourceful FFDs in either star, peer-to-
peer, or tree topologies. By outsourcing their function-
ality to FFDs, this hierarchal implementation enables
RFDs to substantially reduce their power consumption.

Although BLE is proven superior in terms of low-
energy consumption and low cost, IEEE 802.15.4 (and
its variants) can still be considered a viable alterna-
tive even for state-of-the-art smart city implementations.
IEEE 802.15.4 boasts a more predictable behavior due
to its maturity, because numerous studies and imple-
mentations have revealed its strengths and weaknesses

since its introduction in 2003. In contrast, behavior
of the fledgling BLE in complex settings still requires
more research [148]. Furthermore, being one of the old-
est standards in WSN and the IoT networking realms,
IEEE 802.15.4 lends itself well to inclusion of higher-
level layers. This has led to the introduction of cus-
tomized complementary standards such as 6LoWPAN,
RPL, UDP, and CoAP that can substantially enhance
the applicability of this protocol. Particularly, 6LoW-
PAN ensures IPv6 compatibility, opening the doors of
local WPANs to the global Internet. Another major ad-
vantage of IEEE 802.15.4 comes from simplicity. The
study conducted in [148] shows that the IEEE 802.15.4
protocol stack implementation requires approximately
4 times less memory than its competitors, giving it a
competitive edge in resource-constrained smart city net-
work implementations. Additionally, supporting vari-
ous networking topologies such as peer-to-peer, mesh,
tree, and star enhances the flexibility and applicability
of this protocol. For example, mesh topology can be se-
lected to implement multi-hop networks that can cover
a wide area, making IEEE 802.15.4 ideal for environ-
mental monitoring.

Despite multiple attempts to make IEEE 802.15.4
more IoT-compliant, the majority of the disadvantages
of this protocol emanate from the discrepancies between
IoT and WSNs. Particularly, considering the coexis-
tence issue, IEEE 802.15.4 cannot compete with its
main alternatives, thereby failing to satisfy a major re-
quirement of smart city applications. Lacking a pow-
erful priority-based packet delivery mechanism further
restricts the applicability of IEEE 802.15.4 in IoT and
smart city applications. Additionally, collision preven-
tion techniques employed in its MAC layer are not ef-
fective in handling dynamic (typically event-based) traf-
fic of a smart city. Particularly, non-adaptive selection
of back-off period is known to degrade network perfor-
mance during congestion, when the collision rate in-
creases substantially [149]. Selecting a back-off period
regardless of the status of the network also decreases
the throughput of the network, because it may lead to
an occasional low utilization rate of the medium. IEEE
802.15.4 does not include a PHY layer security mech-
anism and suffers from the hidden terminal problem.
Furthermore, peer-to-peer communication is only sup-
ported in asynchronous operating mode, which has an
inferior performance to the synchronous mode in terms
of power consumption [127]. Finally, although this pro-
tocol can become compatible with IPv6 using standard-
ized adaptation layers, 6LoWPAN is known to impact
the performance of a network negatively, particularly,
in terms of latency [150].
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Original IEEE 802.15.4 is not widely used in state-
of-the art applications, since its variants such as ZigBee
can offer superior performance while providing the ad-
vantages of basic IEEE 802.15.4. These two protocols
are interwoven to the extent where many system devel-
opers use the terms IEEE 802.15.4 and ZigBee inter-
changeably. In this paper, although we make a distinc-
tion between the two when describing the strengths and
advantages of each protocol, we group both protocols
into a single summary table. Aside from the popular-
ity of ZigBee, some relatively recent papers investigate
the use of IEEE 802.15.4 in various branches of smart
city, including smart transportation [151], smart health-
care [152], smart structural health monitoring [153], and
smart agricultural applications [154]. Being a mature
WSN protocol, IEEE 802.15.4 has proven itself a low-
cost and low-power solution for static and stationary (or
quasi-stationary [151]), networks, in which a substantial
portion of the network traffic consists of scalar data.

ZigBee: Utilizing the PHY and MAC layers of IEEE
802.15.4-2006, the ZigBee Alliance [155] (a consor-
tium of several companies including Samsung, Texas
Instruments, and Motorola) offers an inexpensive, low-
range (≤ 100 m), low-rate (up to 250 kbps using Direct
Sequence Spread Spectrum (DSSS)), and low-energy
technology for PANs. ZigBee operates in the 2.4 GHz
ISM frequency band and adopts the same synchronous
(beacon-based) and asynchronous communication; its
PHY and MAC layers have the same characteristics as
IEEE 802.15.4. Similar to its ancestor, ZigBee nodes
are categorized into Reduced Function Devices (RFD)
and Full Function Devices (FFD). The former support
basic functionality and are typically used as leaves in
the network hierarchy. The latter are mostly used as
parents and host additional NTW and APL layers atop
IEEE 802.15.4 PHY and MAC. Although this increases
their resilience and augments their applicability, it also
increases the power consumption of FFDs. Each Zig-
Bee device can undertake one of the three responsibil-
ities defined in this standard: (i) ZigBee End Devices
(ZED) are used as the leaves of networks to collect and
forward raw data from field sensors, (ii) ZigBee Routers
(ZR) can be used to extend the coverage of ZigBee net-
works, and (iii) ZigBee Coordinators (ZC) are used as
the central nodes to provide centralized control. ZRs
can have up to 12 children, whereas ZCs cannot have
more than 10 children. Overall, ZigBee networks can
encompass up to 65000 nodes.

The addition of the NTW layer to the IEEE 802.15.4
protocol stack enables ZigBee to perform more robust
routing. Particularly, the MAC layer executes the Ad
hoc On-demand Distance Vector (AODV) algorithm,

which makes ZigBee suitable for mobile and dynamic
connectivity. The NTW layer also uses acknowledge-
ment packets to enhance reliability. Furthermore, data
transmission is secured using AES-128 encryption to
address both security and privacy concerns. Applica-
tion profiles are added to the APL layer of ZigBee
to provide support for interoperability and distributed
processing. These predefined application profiles stan-
dardize message formats and processing actions, which
enables communication among ZigBee-compatible de-
vices manufactured by different vendors [156].

Benefiting from the same PHY and MAC layers of
IEEE 802.15.4, ZigBee retains major strengths of its an-
cestor; it surpasses cellular networks in terms of cost
and power consumption, provides considerably lower
power consumption than IEEE 802.11, and unlike BLE,
it can be structured to offer wide area coverage. Further-
more, implementing the AODV routing algorithm re-
sults in a self-healing feature, which increases network
reliability and adds support for mobility. The NTW
layer also uses ACK packages, supports mesh topology,
and employs 128-AES encryption to improve both reli-
ability and security even further [157]. The implemen-
tation of application profiles in the APL layer boosts
the interoperability of the system. Additionally, unlike
BLE, ZigBee supports multi-casting, which can facili-
tate QoS management [107].

The shortcomings of ZigBee in practical deployments
have been well documented in the literature (which can
be counted as one of the advantages of ZigBee due to
its maturity). A portion of these limitations are inher-
ited from IEEE 802.15.4. For example, non-adaptive
selection of the back-off period imposes the same per-
formance impact [158]. Additionally, depending on the
requirements of their target applications, smart city ser-
vices —particularly applications which solely involve
scalar traffic— should be able to reduce networking
power consumption by either lowering data rate or lim-
iting communication range. Such functionality, how-
ever, is not implemented in ZigBee [159]. Although
ZigBee can be used in Wireless Dynamic Sensor Net-
works (WDSN), its deployment is such networks faces
multiple challenges; studies in the literature [160] show
that ZigBee suffers from performance degradation as the
number of mobile nodes increases. Furthermore, due to
its 10-second refreshment delay, AODV routing algo-
rithm fails to efficiently re-route the network in highly-
mobile networks. Relying on ACK packages to improve
reliability leads to an inexorable increase in network
traffic (when ACK packages are lost during transmis-
sion), affecting delay and other QoS parameters. Zig-
Bee also suffers from significant performance penalties
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when deployed in coexistence with WiFi, particularly
because transmission power of WiFi is orders of mag-
nitude higher than ZigBee. (While ZigBee/WiFi inter-
ferences significantly reduce ZigBee performance, their
effects are less detrimental to WiFi, as ZigBee transmis-
sions are not strong enough to interfere with WiFi sig-
nals.) Regarding the omnipresence of WiFi in a mod-
ern city, this drawback substantially affects the appli-
cability of ZigBee in smart city applications. Numer-
ous solutions are suggested in the literature to abate
this problem [161, 162, 163]. These proposed solu-
tions, however, negatively impact the performance and
power consumption of ZigBee and WiFi communica-
tion [164]. Finally, although a multi-hop architecture
can be used to substantially extend the coverage area of
ZigBee, such implementations typically suffer from un-
balanced distribution of traffic; nodes closer to the gate-
ways are flooded with numerous converging streams of
data, which degrades the network throughput.

The maturity, reliability, low cost, and low-power
consumption of ZigBee have made it a natural choice
for a variety of smart city applications, including smart
grid [165, 166, 167], smart transportation [168], smart
healthcare[169, 170], environmental monitoring [157,
171], smart home [172] and surveillance [173]. ZigBee
communication is suitable for mission-critical harsh in-
dustrial applications which mostly involve scalar data
transmission. Extending the coverage area of the Zig-
Bee networks or increasing the density of the nodes can
degrade their network performance; therefore, alterna-
tive solutions must be considered in these scenarios.
Table 4 summarizes ZigBee and other IEEE 802.15.4-
based protocols.

WirelessHART: WirelessHART is the wireless ex-
tension of Highway Addressable Remote Transducer
(HART) protocol, which was debuted in 2007. It is
designed to provide a low-power (maximum transmit
power of 10 mW), short-range (≈100 m), and low-rate
(250 kbps) wireless connectivity for industrial applica-
tions. Generally, these applications tend to be mis-
sion critical and delay-sensitive, where a failure to meet
these requirements can lead to catastrophic outcomes,
endangering the safety of personnel and incurring sub-
stantial financial cost. Ensuring reliability in indus-
trial wireless communications, however, is a daunting
task, especially considering their harsh deployment en-
vironment. WirelessHART meets this requirement by
defining complementary functionality atop the IEEE
802.15.4 PHY layer. It leverages a centralized hierar-
chal structure, because such architectures surpass flat
and distributed networks in terms of reliability. Wire-
lessHART defines six major types of devices: field de-

vices are in-field sensing nodes that collect raw data and
forward them to a gateway, which interfaces host appli-
cations with field devices. A centralized network man-
ager supervises the entire network providing services
such as transmission scheduling, routing, traffic priority
control, etc. Network managers typically host a secu-
rity manager to control key sharing (join, session, and
network [174]). In-field operators can use their hand-
held devices to configure, calibrate, and diagnose field
devices. Finally, non-wireless HART devices can be in-
terfaced with WirelessHART using network adapters.
The MAC layer utilizes TDMA, where the centralized
network manager assigns each node a dedicated time
slot to transmit its package. Each time slot is 10 ms
long, which is enough for a node to send its 133-byte
packet and receive its associated ACK. This approach
improves the reliability of the network by making it
more predictable. Dedicated time slots also enable each
node to remain in sleep mode for a pre-defined period
of time, which helps reduce the overall power consump-
tion of the network [175]. The NTW layer uses graph
and source routing [176, 177], allowing it to support
both mesh and star topologies. Although not manda-
tory, packet delivery can be confirmed using ACK pack-
ages. WirelessHART application layer standardizes a
set of mandatory and optional commands, which facili-
tate the inter-operation of devices manufactured by dif-
ferent vendors.

Although WirelessHART was originally designed for
process automation applications, its low-power con-
sumption coupled with its outstanding reliability makes
it suitable for some mission-critical smart city appli-
cations. In order to reduce the noise and interfer-
ence effects of the crowded 2.4 GHz ISM band, this
technology leverages frequency hopping and channel
blacklisting. Unlike other IEEE 802.15.4-based stan-
dards such as ZigBee, the centralized approach to the
TDMA technique substantially improves predictability,
manageability, and reliability of the network. Further-
more, NTW layer support for multi-path routing and in-
clusion of mesh and star topologies augment the per-
formance of WirelessHART [178]. The inclusion of
multi-hop topology also implies that the network can
be extended to cover relatively wide areas. Using net-
work adapters, any HART-capable device can be in-
tegrated into a WirelessHART network, which pro-
vides backward-compatibility and facilitates the transi-
tion from wired network to wireless implementations.

WirelessHART suffers from multiple drawbacks that
limit its applicability to a small set of smart city appli-
cations. Although it boasts higher reliability, the cen-
tralized management of the network inexorably leads
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to an unbalanced load problem, where nodes closer to
the central sink are often flooded with converging traffic
from the remaining nodes [179]. Limited coexistence
capability can further limit the applicability of this tech-
nology, where the network performance is known to de-
grade in presence of other wireless standards, such as
IEEE 802.11 variants. WirelessHART is even incom-
patible with other IEEE 802.15.4-based protocols that
use less centralized beaconing techniques (such as Zig-
Bee [174]). More importantly, WirelessHART fails to
match its competitors in terms of scalability. Practical
considerations including limited computation capability
of the central nodes and unbalanced traffic load problem
restrict the maximum number of field devices to ≈100.
To resolve this problem, system designers are typically
compelled to either reduce the sampling rate of field
devices [180] in order to reduce the traffic load or use
multi-network hierarchal approaches, which inevitabil-
ity increases interference [181]. Mandatory inclusion
of security features reduces the flexibility of the net-
work; in cases when security is not a concern, system
developers cannot disable security features to improve
the battery life of the nodes. Additionally, concentrat-
ing the security management into a single device leaves
the entire network susceptible to cyberattacks as soon
as the security manager is compromised [180]. Wire-
lessHART also does not support multi-casting [174],
making it less friendly to QoS management in the smart
city context.

Although WirelessHART was originally designed for
industrial applications, the emergence of a new genera-
tion of hybrid smart city services has increased its ac-
ceptance in the IoT and smart city arenas. For example,
the system developed in [182] employs WirelessHART-
based communication in a smart transportation to mea-
sure the vibration of rail roads. Authors in [183] uti-
lize WirelessHART for in-vehicle networking, reduc-
ing the cost and weight of vehicles and improving their
efficiency. Alternatively, authors in [184] use Wire-
lessHART for localization, i.e., estimating the location
of operators in a process plant. When aiming at mission-
critical small to medium scale applications, smart city
service providers may choose WirelessHART over its
competitors as a viable alternative.

IEEE 802.11 ah (HaLow): Various amendments of
IEEE 802.11 have long been an integral part of a smart
city. The latest amendment, the IEEE 802.11ac, is capa-
ble of supporting data rates of up to 6.9 Gbps, making it
ideal for real-time multi-media content delivery. How-
ever, despite their ubiquity and impressive data trans-
fer rate, classic variations of IEEE 802.11 are not par-
ticularly suitable for smart city applications; they fail

to meet the major requirements pertaining to scalabil-
ity and power consumption. To make IEEE 802.11 IoT-
friendly, Task Group 802.11 ah (TGah) introduced IEEE
802.11ah amendment in 2017 [187], which is designed
to provide low-power, low-data rate (150 kbps), and rel-
atively long range (≈1 km) connectivity; IEEE 802.11ah
can either be used in a sensor or a backhaul network
(due to its relatively broader coverage). Scaling down
the PHY level implementation of IEEE 802.11ac by a
factor of ten, IEEE 802.11ah operates in the sub-GHz
(902–928 MHz in the US) ISM frequency band. The
narrower frequency band (26 MHz vs. 100 MHz, and
150 MHz in 2.4 GHz and 5 GHz ISM frequency bands,
respectively) implies limited throughput. Nonetheless,
its superior propagation characteristics result in reduced
power consumption and wider range. The 26 MHz-
wide band can be divided into 1 MHz, 2 MHz, 4 MHz,
8 MHz, and 16 MHz channels, providing support for
throughputs of 150kbps to 346Mbps [188], although,
compatibility with channels wider than 2 MHz is op-
tional. The MAC layer of IEEE 802.11ah supports a
single-hop start topology with the exception of relays,
which can be inserted between stations and the AP to in-
crease the coverage of the network [189]. 6000 stations
(STAs) can be connected to each AP, addressing the
scalability requirement of IoT applications. Medium ac-
cess is controlled using CSMA/CA techniques. A spe-
cific contention mechanism, called Restricted Access
Window (RAW) is employed by TGah to limit collision
probability. AP periodically broadcasts RAW frames,
each of which encompasses multiple time slots. Only
a portion of the STAs can compete for the channel ac-
cess during a time slot. Time slots are assigned to STAs
based on their Association Identifier (AID). This divide-
and-conquer strategy reduces collision and extends the
sleep time of STAs.

Similar to BLE, targeting smart city and IoT applica-
tions exclusively arms IEEE 802.11ah with various ad-
vantages over its classic competitors such as ZigBee and
WirelessHART. Specifically, operating in the sub-GHz
frequency band, where signals possess superior propa-
gation characteristics and a +10 dB higher SNR as com-
pared to the 2.4 GHz band, enables IEEE 802.11ah to
offer extended coverage for outdoor or alternatively low
power consumption for indoor implementations [190].
It demonstrates improved efficiency when coexisting
with other wireless standards such as BLE, ZigBee,
and classic WiFi. Additionally, IEEE 802.11ah is de-
signed with flexibility as a built-in feature, where power
consumption, coverage range, and throughput can be
tuned according to the requirements of an application.
This allows its data transfer rate to range from 150 kbps
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Table 4: A summary of WPAN technologies and their applications in the smart city arena. Example applications includes some implementations,
in which each technology is widely used (this column includes non-WPAN implementations as well). The information represented in this table
is not exhaustive. Although WirelessHART is mentioned in numerous papers as a viable solution for a wide range of smart city applications, its
actual implementation in this area is rarely investigated.

Technology/

Characteristics
Advantages/Disadvantages Example Applications

Suggested
Application

IEEE 802.15.4
(ZigBee)

/

2.4 GHz ISM Band
Short Range (≤ 100 m)
Low Rate (≤ 250 kbps)

Low Power

⇑ Low Power Consumption
⇑ Inexpensive

⇑Maturity/Simplicity
⇑ IPv6 Compatibility (6LoWPAN)
⇑ P2P and Mesh Topologies
⇑ Self-Healing/Reliability
⇑Multi-Cast Support

⇓ Static Power Management
⇓ High Routing Delay
⇓ Poor WiFi Coexistence

⇓ Unbalanced Traffic Distribution
⇓ Dense Network Incompatibility
⇓ Hidden Terminal Problem
⇓ Utilizing 2.4 GHz Band

Smart Grid [167]
Smart Road [168]

Smart Healthcare [170]
Smart Utility [185]

Smart Home
Smart Surveillance

Industrial
Stationary/

Quasi-Stationary
Networks

(Scalar Traffic)
/

Low Density
Wide Area
Monitoring

(Scalar Traffic)

WirelessHART
/

2.4 GHz ISM Band
Short Range (≤ 100 m)
Low Rate (≤ 250 kbps)

Centralized Management

⇑ Low Power Consumption
⇑ Inexpensive

⇑ Backward Compatibility
⇑ Star and Mesh Topologies
⇑ Self-Healing/Reliability
⇓ No Multi-Cast Support
⇓ Inflexible/Unscalable
⇓ Poor WiFi Coexistence

⇓ Unbalanced Traffic Distribution
⇓ Utilizing 2.4 GHz Band

Process Automation [186]
Smart Road [182]
Localization [184]

Smart Vehicle (IVWSN)
Smart Grid

Medium Scale
Industrial
Stationary
Networks

(Scalar Traffic)
/

Mission-Critical
Monitoring

(Scalar Traffic)

IEEE 802.11 ah (HaLow)
/

sub-GHz ISM Band
Medium Range (≤ 1 km)
Centralized Management

⇑ Low Power Consumption
⇑ Inexpensive

⇑ Superior Coexistence Behavior
⇑ Dense Network Compatibility

⇑Multi-Cast Support
⇑ Flexible/Scalable

⇑ Relatively Wide Coverage
⇓ Hidden Terminal Problems
⇓ Flat Fading Susceptibility
⇓ No Backward-Compatibility
⇓ Stringent Sub-GHz Regulations

Smart Grid
Smart Transportation
Smart Environment

Smart Utilities
Smart Metering

Dense, Stationary
Networks With

Large Packet Size
(Multimedia

Traffic)
/

Large Scale
Backhaul
Networks

(Scalar Traffic)

(when utilizing 1 MHz channels) to 346 Mbps. Control-
ling medium access using Restricted Access Window
(RAW) coupled with a hierarchal implementation of
AID ensures scalability, particularly for the dense smart
city oriented networks [191]. Considering the small
payload size of IoT packets, IEEE 802.11ah MAC layer
employs various techniques to reduce the overhead of
the network, including abridged MAC headers (Frame

Control field of the header determines if the header is
abridged or not) and short AP beacons [192]. Addition-
ally, its MAC layer utilizes Null Data Packets (NDP)
to reduce the overhead of ACK packet exchanges. Re-
duction in overhead oftentimes translates to decreased
power consumption. IEEE 802.11ah prioritizes medium
access by categorizing STAs into Traffic Indication Map
(TIM), Non-TIM, and unscheduled devices, which are
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suitable for heavy, low, and sporadic traffic, respec-
tively [193]. Further extending its compatibility with
IoT, IEEE 802.11ah encompasses a wide range of power
saving features such as extended sleep time (up to ≈5
years), bi-direction Transmit Opportunity (TXOP), and
Target Wakeup Time (TWT). Bidirectional TXOP is in-
herited from classic IEEE 802.11 amendments, where
multiple frames can be transmitted after the medium ac-
cess is won by a STA. However, IEEE 802.11ah allows
both transmission and reception of the frames during
TXOP. By agreeing on a pre-defined wakeup time, TWT
allows an AP to prefetch the data and contend for the
medium access, while STA is still in sleep mode, which
reduces STA idle time and increases its sleep time [190].

One major drawback of the sub-GHz frequency band
is associated with its stringent regulations, which gov-
ern PHY layer characteristics. For example, authors
in [194] investigate the impact of duty cycling (the dura-
tion of time for which an STA can hold the channel and
transmit data) on the performance of the network. Their
study confirms that duty cycling can significantly affect
the performance of networks, particularly in sparse im-
plementations. Duty cycling effect seems to be allevi-
ated as the networks get denser. Operating in the sub-
GHz frequency band makes IEEE 802.11ah incompat-
ible with existing amendments of IEEE 802.11, which
curbs its ubiquity [195]. Furthermore, due to its utiliza-
tion of a narrower channel width, IEEE 802.11ah is sus-
ceptible to multi-path fading [190]. Extending the com-
munication range in a CSMA-based networks such as
IEEE 802.11ah inevitably deteriorates hidden terminal
problems, which can lead to occasional ”chain of colli-
sions,” which degrades both the throughput and power
consumption [196]. Additionally, although the imple-
mentation of RAW improves the performance in dense
network scenarios, the efficacy of this mechanism sig-
nificantly lays upon algorithms that assign STAs to the
time slots of RAWs. Studies conducted in the literature
confirm that an effective grouping must be conducted
dynamically and in accordance with the status of the
network traffic and its QoS requirements [197]. IEEE
802.11ah also fails to compete with emerging Low
Power Wide Area Network (LPWAN) networks in terms
of power efficiency and communication range [198];
however, it can provide substantially higher through-
put. Finally, considering that the standard has been fi-
nalized recently, to our best knowledge, no commercial
IEEE 802.11ah-compatible device is yet available in the
market. Consequently, all related research in the litera-
ture is carried out based on simulations and theoretical
analyses. Although these studies provide insight to nu-
merous aspects of the standard, their initial assumptions

may not always be consistent with real-world deploy-
ments [191].

IEEE 802.11ah targets IoT and smart city commu-
nication front-end, where its advanced MAC features
make it particularly suitable for dense networks. In con-
trast to its competitors such as IEEE 802.15.4-based
standards, flexible data rates renders IEEE 802.11ah
a viable option for some real-time multi-media traffic
handling as well. Alternatively, its extended coverage
can be utilized to provide a low-cost and low-power
backhaul network for scalar data traffic. This technol-
ogy is expected to become the de facto standard in many
smart city applications such as smart grid, smart envi-
ronment, and smart transportation.

5.3. Cellular Networks
By operating in licensed spectrum, cellular networks

present a unique opportunity for smart city applica-
tions, as they can better ensure various QoS require-
ments in comparison to already-congested license-free
frequency bands. However, cellular networks are tra-
ditionally designed for human-centric VoIP services,
with the support for high-definition multimedia con-
tent recently added to the latest generations. Conse-
quently, regardless of their many strengths, traditional
cellular networks are impractical for typical smart city
and IoT applications, because their Human-to-Human
(H2H) communication model deviates from addressing
IoT’s major requirements pertaining to its scale, hetero-
geneity, power consumption, and QoS policies. With
the smart city paradigm gaining momentum, industry
and academia have recently undertaken substantial ef-
forts towards designing IoT-friendly cellular communi-
cation. This points to a new era for cellular networks
to the extent that they can dominate smart city expan-
sion during the next decade. In this section, we review
recent developments in IoT-centric cellular communi-
cation and study the their main enablers. The summary
of our discussion about these transitions is tabulated in
Table 5.

4G/LTE: First introduced in 2008, Long Term Evo-
lution (LTE) Release-8 (R-8) operates in the licensed
spectrum (between 600 MHz to 3.5 GHz) and originally
targets high-throughput Human Type Communication
(HTC). Since its inception, LTE has been subject to ma-
jor HTC-oriented improvements, where newer releases
have been constantly adding gradual efficiency enhance-
ments and complementary features such as public warn-
ing and Voice over LTE (VoLTE). Although LTE has
been proven to be effective for HTC communication,
its applicability to IoT implementations remained lim-
ited to high-throughput low-latency backhaul networks
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tuned for multimedia services. Even Category-1 (CAT-
1) devices with reduced data rates of up to 10 Mbps for
downlink (connection form evolved NodeB (eNB) to
User Equipment (UE)) and 5 Mbps for uplink (connec-
tion from UE to eNB) could not satisfy low-power and
low-complexity requirements of many smart city appli-
cations.

LTE R-12: The first major development toward Ma-
chine Type Communication (MTC—a term used by
Third Generation Partnership Project (3GPP) to de-
scribe machine-to-machine communication) transpired
in Release 12 (R-12) by defining Category 0 (CAT-0)
devices with low-power and low-rate (up to 1 Mbps for
both uplink and downlink) capability. To provide sim-
plicity and low implementation cost, CAT-0 devices uti-
lize single-chain antennas and provide Frequency Di-
vision Duplex. With the release of R-12, the carrier
bandwidth was reduced to 20 MHz to trade off QoS
for reduced complexity, cost, and energy consumption.
R-12 also introduces LTE Proximity Services (ProSe,
also called LTE Direct), which allows device-to-device
(D2D) communication, with or without the interven-
tion of eNB. Sidelinks (direct connections between two
UEs), use Physical Uplink Shared Channel (PUSCH)
resources and are supported through a new interface re-
ferred to as PC5 [199]. Original specifications of LTE
ProSe emphasize public safety services as the main ap-
plication; note the efforts to investigate social and eco-
nomic aspects of ProSe [200]. The most important step
taken toward making LTE more IoT-friendly in LTE R-
12, however, can be associated with introduction of Nar-
row Band-IoT (NB-IoT); a major overhaul to make LTE
a viable candidate for Low Power Wide Area Networks
(LPWAN). Although NB-IoT is defined as a subset of
LTE, we dedicate a separate section to it due to its im-
portance.

LTE Advanced Pro: Further enhancing LTE com-
patibility for IoT, LTE Advanced Pro (R-13 and beyond)
define CAT-M1 devices for enhanced MTC (eMTC).
While reducing device bandwidth to 1.4 MHz, CAT-
M1 devices offer half-duplex FDD connectivity. Re-
ducing the transmission power simplifies the hardware
implementation of an IoT device, which not only de-
creases deployment costs but also improves power effi-
ciency. To further reduce latency and power consump-
tion, R-13 MTC includes simplified handshaking and
semi-persistent scheduling [201]. Employing a Multiple
Input Multiple Output (MIMO)-based beam-forming,
R-13 uses spatial multiplexing to substantially improve
spectrum efficiency and support a larger number of de-
vices per cell; a maximum of 16 antennas are sup-
ported [202]. R-13 MTC also deploys signal repeti-

tion and frequency hopping in Physical Random Access
Channel (PRACH) to trade off latency for reduced path
loss and extended range. Regarding ProSe, R-13 MTC
includes modifications that allow multi-hop D2D con-
nectivity [203]. CAT-M1 devices benefit from extended
sleep durations (for days) without losing their network
registration [198]. New in R-13, LTE MTC can oppor-
tunistically utilize unlicensed 5 GHz frequency bands to
further improve the performance of its downlink chan-
nel. Considering that the popular IEEE 802.11ac also
operates in this frequency band, the Listen Before Talk
(LBT) mechanism is employed to address coexistence-
related issues and ensure fair medium access. This Li-
censed Assisted Access (LAA) can be utilized to extend
LTE range in indoor deployments [202].

High-throughput, long range, low-latency, and reli-
ability that arises from the utilization of licensed fre-
quency bands have created a niche market for traditional
LTE in smart city applications that utilize LTE as the
backhaul network for high-bandwidth multi-media traf-
fic cameras. Except LTE, none of the Radio Access
Technologies (RATs) discussed so far are capable of
satisfying the requirements of such applications, which
renders LTE an indispensable constituent of IoT, even
without considering numerous MTC-oriented enhanced
services introduced in R-13 and R-14. eMTC CAT-M
devices target the in-field communication front-end, di-
rectly challenging technologies such as IEEE 802.11ah
and emerging LPWANs; CAT-M devices are superior
to traditional CAT-1 devices, as they can offer: (i) re-
duced complexity (80% less complex than CAT-1 de-
vices), which leads to reduced implementation costs (as
low as $1 USD, which is around 20% less expensive
than Enhanced GPRS [204]), (ii) additional Power Sav-
ing Modes (PSMs) that can prolong the battery life of
smart city devices [205], (iii) full backward compati-
bility with 2G, 3G, and 4G technologies, (iv) mobility
support of up to 150 km/h, and (v) wider coverage due
to increased SNR [204], while maintaining a throughput
of 1 Mbps for both uplink and downlink channels. Ad-
ditionally, built-in compatibility with IP arms LTE with
another advantage over its competitors [206]. Further-
more, D2D connectivity introduced in R-12 enhances
throughput and spectrum efficiency. Bypassing eNB
and Evolved Packet Core (EPC) substantially improves
network latency as well [207]. Calibrating LAA param-
eters (such as energy threshold and freeze period) pre-
cisely not only increases the coverage of macro cells,
but also enables LTE to support dense networks and
larger number of devices [208]. LTE also benefits from
robust security and privacy measures.

Leaving aside its niche market, major obstacles hin-
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der the widespread employment of HTC LTE in IoT
and smart city applications. Most notable than others,
LTE Advanced (R-10 and beyond) devices are known to
be power-hungry and cost an order of magnitude more
than their competitors (even in comparison to older 3G
and 3G technologies) [209]. Furthermore, LTE-A suf-
fers from limited scalability and fails to maintain a large
number of simultaneous connections [210]. Even MTC
and eMTC fail to fully address requirements of smart
city front-ends. A major limitation can be associated
with the heterogeneity of IoT; merely categorizing de-
vices to CAT-0 and CAT-1 is insufficient to satisfy the
diverse QoS requirements of smart city applications.
Hence, more complicated grouping techniques are nec-
essary [211]. Furthermore, although the Random Ac-
cess Channel (RACH) mechanism employed in MTC
effectively avoids the coordination overhead of central-
ized techniques, its performance degrades as the num-
ber of contending nodes increases [212]. Additionally,
in spite of overhead reductions in the latest releases,
eMTC still suffers from substantial packet overheads.
This overhead takes its toll on network performance in
large-scale smart city applications, where nodes tend to
transmit a large number of small size packets (in con-
trast to HTC multimedia traffic patterns) [213]. LTE is
also vulnerable to DoS, Access priority indicator, and
device trigger attacks [205]. LTE is not recommended
for delay-sensitive applications, as both Evolved Uni-
versal Terrestrial Radio Access Network (E-UTRAN)
and EPC substantially increase the latency of the net-
work [214].

Traditional LTE is suitable for backhaul networks,
where power consumption and cost are of not pri-
mary concern. MTC and eMTC support relatively
high data rates (up to 1 Mbps) and are, therefore, suit-
able for sparse mobile networks that deliver multime-
dia traffic. For example, authors in [215] use LTE
for crowd surveillance applications using Unmanned
Aerial Vehicles (UAVs). Authors in [216, 217] intro-
duce a framework named AXaaS (Acceleration as a Ser-
vice), in which Telecom Service Providers (TSPs) sell
high-intensity computation services over LTE, LTE Ad-
vanced, or 5G.

Due to its extended coverage, LTE is also a vi-
able solution for Advanced Metering Infrastructures
(AMIs) [218]. In addition to public safety and emer-
gency management applications, LTE Direct is applica-
ble to wide range of smart city services. It can discover
thousands of devices in a radius of 500 m in less than
a second, without collecting personal and identity in-
formation and endangering the privacy of users, which
makes it ideal for crowd-sensing applications [219]. Fi-

nally, R-14 includes multiple modifications, facilitating
the application of LTE D2D connectivity to Vehicle-to-
Everything (V2X) connectivity. Unsupervised imple-
mentation of LTE D2D coupled with the LAA technique
implies numerous advantages: (i) it reduces delay and
latency, (ii) improves reliability of the network by pre-
venting eNB to become the single point of failure, (iii)
better supports MTC as opposed to HTC [220].

NB-IoT: First introduced in 3GPP Release 13 (R-
13), Narrowband-IoT (NB-IoT) can be viewed as a
simplified LTE targeting Low Power Wide Area Net-
works (LPWANs) applications. NB-IoT operates in
the 7 MHz–900 MHz licensed frequency band. It
uses Orthogonal Frequency Division Multiple Access
(OFDMA) for downlink and Single-Carrier FDMA
(SC-FDMA) modulation for uplink. Receive chan-
nel width in NB-IoT is reduced to one Physical Re-
source Block (PRB) or equivalently 180 kHz (in con-
trast to 20 MHz channel width for CAT-1 and 1.4 MHz
for CAT-M devices), which reduces network throughput
to 20 kbps and 60 kbps for downlink and uplink, respec-
tively [204]. Using shorter channels along with signal
repetition techniques increases the coverage up to 30 km
in rural areas (20 dB higher gain than LTE) [221]. Inher-
iting its implementation from LTE, NB-IoT can coex-
ist with multiple cellular services such as GPRS, GSM,
3G, and 4G, without causing significant interference.
However, compatibility with these technologies remain
fairly limited. Aside from the extended range, the main
advantages of reducing receive channel include supe-
rior energy consumption profile, lower complexity (and
hence lower cost), and better scalability. For devices
transmitting 200 bytes a day, a battery life of 10 years
can be expected [222]. Compatible devices benefit from
an approximately ten-fold reduction in complexity (in
comparison to CAT-1 devices), achieved by reducing
sampling rates, utilization of a single antenna and a
single transmission stream, half-duplex FDD support,
and non-parallel processing due to sequential nature of
procedures [221]. From a scalability standpoint, each
cell can provide connectivity for more than 50,000 de-
vices [198]. From a coexistence standpoint with LTE,
NB-IoT can operate in three modes: (i) in in-band op-
eration, the required PRB is allocated within LTE car-
riers, (ii) in guard-band operation, resources are allo-
cated within the LTE guard band. This operation mode
reduces the impact of NB-IoT on LTE; however, LTE
guard ban is fairly limited, (iii) in standalone operation,
resources are allocated outside the LTE carrier (within
GMS carriers). This minimizes the interaction with
LTE, but requires dedicated bandwidth to be allocated
to NB-IoT. R-14 (completed in Jun 2017) introduced
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multiple enhancements to NB-IoT including positioning
services and multi-casting. Most importantly, it defines
category-NB2 (CAT-NB2) devices with enhanced data
rates, 120 kbps and 160 kbps for downlink and uplink,
respectively [223].

Operating in a licensed frequency band, NB-IoT out-
performs its LPWAN competitors, such as LoRa and
SIGFOX, in terms of reliability, which renders it a better
choice for mission-critical applications. Furthermore, it
provides higher data rates in comparison to LoRa. NB-
IoT also benefits from complete IP and non-IP network
compatibility, built into the architecture of the technol-
ogy [224]. Recycling various components of the LTE
technology introduces multiple advantages to the sys-
tem. First, it enables operators to add NB-IoT compat-
ibility to their Public Land Mobile Network (PLMN)
through mere software updates, thereby substantially
reducing deployment costs [225]. UE producers also
benefit from this feature as they can readily tweak their
LTE device manufacturing processes to build CAT-NB1
and CAT-NB2 devices. Additionally, it reduces LTE
coexistence-related complications [222]. Finally, NB-
IoT extends Discontinuous Reception (DRX) sleep pe-
riods to 175 minutes, as opposed to 2.56 s in LTE. Fur-
thermore, newly defined Power Saving Modes (PSMs)
make it possible for a device to remain in sleep mode
for several months, hence decreasing energy consump-
tion and extending battery life [223].

Signal repetition (a maximum of 2048 and 128 rep-
etitions are allowed for downlink and uplink, respec-
tively [226]) is used by NB-IoT to extend coverage
and enhance reliability. However, it typically adds to
network’s latency and power consumption [227]. NB-
IoT fails to meet latency requirements of delay sensi-
tive applications, as latencies lower than 10 s cannot
be not guaranteed [222]. Due to the overhead of net-
work synchronization, NB-IoT offers an inferior en-
ergy consumption profile than its LoRa competitor. Au-
thors in [228] study the negative impact of handshak-
ing overhead in NB-IoT—particularly when used along
with higher level protocols such as CoAP and DTLS,
which introduce additional handshaking activity—and
offer solutions to improve the energy efficiency. Such
solutions, however, have negative impact on network
performance. Additionally, in-band operation of NB-
IoT may reduce the performance of LTE [229]. Be-
cause it runs on LTE infrastructure, providing NB-IoT
services to rural and remote areas not covered by LTE
remains challenging and financially prohibitive. Due to
these disadvantages, NB-IoT deployment rate and mar-
ket penetration has been quite unimpressive.

Due to its relatively low throughput, NB-IoT is not

suitable for handling multimedia traffic. However, its
remarkable coverage, low power consumption, low cost,
and scalability make it ideal for large-scale dense sens-
ing and crowd-sensing networks [221]. NB-IoT sup-
ports limited mobility. It is not suitable for delay-
sensitive applications, since NB-IoT does not guarantee
low-latency delivery. Furthermore, as of now, the cov-
erage of NB-IoT in the US remains quite limited.

5G: Currently undergoing development, 5G is ex-
pected to be finalized by 2020. In comparison to the
older generation, 4G, multiple design goals are defined
for 5G including: (i) achieving data rates as high as
10 Gbps, (ii) reducing power consumption by 90%, (iii)
supporting a significant number connections per cell,
and (iv) targeting latencies lower than 1 ms and improv-
ing network availability [237]. 5G employs the latest
communication techniques such as deployment of mil-
limeter waves (mmWaves), small cells, Space Division
Multiple Access (SDMA), and Cloud-Radio Access
Network (C-RAN) to satisfy these daunting require-
ments. By utilizing the high frequency (3–300 GHz) li-
censed spectrum, 5G not only avoids already-congested
macrowave bands, but also paves the way to support
substantially higher data rates and larger number of con-
nections (in the order of millions per cell). Regard-
less of their desirable characteristics, mmWaves suf-
fer from path loss and limited Line Of Sight (LOS)
problems. These limitations are tackled by the deploy-
ment of small size cells such as phantom, micro, pico,
and femtocells. Centered around Relay Stations (RSs),
which are substantially less complicated than Base Sta-
tions, small cells help mmWave signals propagate fur-
ther and reach out of LOS ares and indoor environments.
RSs typically cover an area of around 200 meters in ra-
dius [238]. Based on their functionality, RSs can be
categorized as amplify and forward, demodulation and
forward, decode and forward, and buffer aided, which
demodulate, decode, and buffer received signals until
the status of the channel allows re-modulation and re-
transmission [159].

Complementing small cells, SDMA is implemented
in 5G by substituting omni-directional antennas with
directional transceivers. Relying on beam-forming and
MIMO increases spectrum efficiency and mitigates the
LOS drawback of mmWaves. C-RAN physically and
virtually separates Baseband Units (BBUs) from Re-
mote Radio Heads (RRHs), allowing centralized allo-
cation of BBUs and paving the way toward RAN as
a Service (RANaaS) [159]. The connection between
BBUs and RRHs is maintained through high-speed low-
latency fiber optic cables. Additionally, 5G is outfit-
ted with D2D, unlicensed spectrum access, and non-
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Table 5: A summary of Cellular technologies and their applications in smart city arena. Example applications includes implementations, in
which each technology is widely used. The information represented in this table is not exclusive. Although LTE and NB-IoT belong to the same
technology, they are considered as separate due to the differences in their target applications. Furthermore, as 5G is yet to be finalized, no actual
5G sensor network currently exists.

Technology /

Characteristics
Advantages/ Disadvantages Example Applications

Suggested
Application

4G/LTE (eMTC)
/

600 MHz–3.5 GHz
Licensed Band

5 GHz LAA
High Data Rate

(≥ 1 Mbps)
Long Range
(≥ 500 m)

⇑ High Throughput/Long Range
⇑ Low Complexity/Low Cost
⇑ Fully IP Compatible

⇑ Advanced PSMs/ Increased SNR
⇑ Backward Compatible
⇑Multi-Cast Support

⇑ Licensed Assisted Access (LAA)
⇓ High Power Consumption

⇓ Poor Scalability
⇓ Poor Heterogeneity Support
⇓ Communication Overhead
⇓ Long EUTRAN/EPC Delay

⇓ Limited Coverage In Rural Areas

Smart Metering
[218]
V2X
[220]

Air Quality Monitoring
[230]

Emergency Management
[231]

Crowd-sensing
[219]

Smart Surveillance
[215]

High Traffic
Backhaul
Networks

(Multimedia Traffic)
/

Delay
Tolerant

Wide Area
Mobile

Networks
(Multimedia Traffic)

Narrowband-IoT
(NB-IoT)

/

7 MHz–900 MHz
Licensed Band
Low Data Rate
(≤ 160 kbps)
Long Range
(≤ 30 km)

⇑ Long Range
⇑ Low Complexity/Low Cost
⇑ Fully IP Compatible
⇑ Extended PSM Duration

⇑ Good Coexistence With 3G/4G
⇑ Reusing LTE Infrastructure
⇑Multi-Cast Support
⇓ Indeterministic Latency

⇓ Synch./Handshaking Overhead
⇓ Unimpressive Market Penetration
⇓ Low Energy Efficiency (vs LoRa)
⇓ Limited Coverage In Rural Areas

AMI
Air Quality Monitoring

Environment Monitoring
Smart Transportation

Smart Utilities
Smart Grid

Large Scale
Dense

Network
(Scalar Traffic)

/

Delay-Tolerant
Wide-Area

Outdoor
Networks

(Scalar Traffic)

5G
/

30 GHz–300 GHz
Licensed Band

Sub-30 GHz
LTE Licensed Band
High Throughput

(≤ 10 Gbps)
Long Range

⇑ Long Range/Scalable
⇑Mobility Support (500 kmph)
⇑ Fully IP Compatible

⇑ Good Coexistence With Other RATs
⇑Multi-Cast Support

⇑ Reliability/Low Latency
⇑ SDR-Oriented Design/Virtualization
⇓ mmWave-Related Uncertainties
⇓ Higher Power Consumption

⇓ Limited Coverage In Rural Areas
⇓ Dependence On Operators

Process Automation
[232]
V2X
[233]

Smart Grids
[234]

Environment Monitoring
[235]

Smart Health
[236]

Smart Metering
Smart Surveillance

Large Scale
Dense Networks

(Multimedia Traffic)
/

Delay-Sensitive
Mission-Critical

Networks
(Scalar Traffic)

/

Long-Range
Backhaul Networks
(Multimedia Traffic)

orthogonal access. In terms of HTC, these advances
translate to breakthroughs in QoS and Quality of Expe-
rience (QoE), while motivating a new family of applica-
tions and services such as location-based services, Vir-
tual and Augmented reality, and HD multimedia traffic.
Regarding MTC, 5G targets two types of networks: (i)
Massive MTC (mMTC), which refers to networks with

relaxed QoS requirements encompassing a large num-
ber of devices and (ii) Ultra Reliable Low Latency Com-
munication (URLLC), which is used in mission critical
scenarios such as industrial process automations.

Owing to its modern technology and partly due to
its ongoing development status, 5G is often portrayed
as a panacea for IoT and MTC. Numerous strengths
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and improvements of the next generation mobile tech-
nology rest upon 5G; it provides remarkable through-
put, unseen in any other RAT; it is designed for highly
mobile networks (up to 500 km/h); and includes built-
in mechanisms to ensure outstanding coexistence with
other RATs such as LTE, WiFi, and BLE. For example,
authors in [239] propose a multi-connection technique,
where 5G devices can dynamically assess and switch
among multiple RATs such as LTE, LoRa, ZigBee,
etc., improving the reliability of communication for
mission-critical industrial applications. Another track
of research focuses on the ability of 5G for Simultane-
ous Wireless Information and Power Transfer (SWIPT),
investigating the possibility of 5G-powered perpetual
smart city sensing networks [240]. Decreasing cell size
and shifting the network architecture towards a UE-
centric implementation (as opposed to the BS-centric
architecture of LTE) augments the connectivity in mul-
tiple aspects. First, it prevents the BS from becoming
a single point of failure, hence reducing its dependence
on the BS. It adds scalability and helps distribute the
traffic among RSs evenly in dense networks. Using
Full Duplex communication, 5G increases network effi-
ciency and avoids the hidden-terminal problem [237].
Furthermore, multiple studies investigate the benefits
of utilizing small cells to separate the control and data
transmission plane, which can potentially improve cov-
erage and spectrum efficiency. Furthermore, 5G im-
plementation leans towards Software Defined Networks
(SDR), allowing the network to be adjusted using appli-
cation layer APIs [241]. Finally, employing C-RAN and
RANaaS allows resource pooling, increases resource
utilization, reduces deployment costs, adds support for
enhanced mobility and increased scalability, and can po-
tentially lead to new applications in smart cities.

Although it is difficult to discuss the shortcomings of
5G—as it is still under active development—it is still
possible to investigate some of the challenges it faces.
For example, authors in [242] study the power con-
sumption of a 5G network and propose MIMO-based
techniques and local caching of data to improve energy
efficiency. 5G is not expected to be fully backward
compatible with LTE and 3G, which can stymie its dif-
fusion rate [243]. Another challenge 5G development
faces can be associated with mmWave characteristics.
Modeling the propagation of these signals involves nu-
merous uncertainties and is still the subject of ongoing
research [244, 245, 246]. Finally, like other cellular net-
works, any 5G deployment involves third party service
providers and operators. Aside from these challenges,
network uniformity promised by 5G seems to be one of
its most important advantages. Impressive scalability

coupled with good coexistence with incumbent RATs
makes 5G ideal for large-scale and dense networks. Its
built-in mechanisms to simultaneously satisfy various
QoS requirements, make this technology friendly to het-
erogeneous networks. Enhanced mobility along with
the remarkable≤1 ms delay provides a solid solution for
mission-critical systems. Consequently, it is expected
that 5G is adopted by a wide range of smart city applica-
tions and in the meantime provide a seamless interface
between MTC and HTC, thereby reducing technology
heterogeneity and facilitating inter-application services.

5.4. Low Power Wide Area Networks (LPWANs)
Low Power Wide Area Networks (LPWANs) aim to

bridge the gap between wide area coverage of cellu-
lar networks and low power consumption of WPANs
and WLANs. Unfortunately, fulfilling this objec-
tive and preserving the simplicity of the network and
its devices—in order to optimize recurring and non-
recurring expenses—oftentimes results in the degrada-
tion of both throughput and latency. Utilization of Nar-
row Band (NB) and Ultra NB (UNB) in the license-free
sub-GHz ISM band is the major enabler of these tech-
nologies; since sub-GHz signals possess path loss resis-
tance and they do not suffer from narrow LOS prob-
lem, their application directly translates to extended
coverage. Furthermore, the sub-GHz frequency band
is not congested, which reduces the possibility of colli-
sion and interference, consequently enhancing the per-
formance of the network. However, the Sub-GHz
ISM band is subject to stringent regulations, which
steered some LPWAN technologies, such as INGENU’s
RPMA, toward the alternative 2.4 GHz ISM band [198].
In this section, we investigate and compare a selected set
of LPWAN technologies.

LoRaWAN: Operating in the sub-GHz frequency
band (902–928 MHz ISM in the US), LoRaWAN tar-
gets Long-Range (≈15 km), low-power, and low-data
rate (37.5 kbps) communication. LoRaWAN is a
modified technology, which is based on the physi-
cal layer of LoRa R©, a proprietary technology devel-
oped by Semtech [247]. However, other layers of
LoRaWAN are open [210] and are sponsored by the
LoRaAllianceTM [248]. LoRaWAN architecture has
similarities to cellular networks and is typically de-
scribed as star-of-stars. It is centered around three types
of devices: (i) end-devices, (ii) gateways, and (iii) net-
work server. End-devices are the sensing nodes that col-
lect data from the environment and forward it to one or
more gateways using the LoRa physical layer. Approx-
imately 10,000 end devices can be connected to a gate-
way [210]. Gateway(s) are connected to one centralized
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network server, over an IP-based communication, which
provides application layer APIs to interact with the data
and the network [249]. Gateways do not perform any
data processing on the received data and merely forward
them to the network server. An end-device is allowed to
transmit its data to multiple gateways, thereby improv-
ing the odds of packet delivery. Packet duplicates must
be handled by the network server [107].

LoRaWAN PHY layer provides bi-directional com-
munication, which makes it applicable to both sensors
and actuators. It uses m-ary Frequency Shift Keying
(FSK) and Chirp Spread Spectrum (CSS) modulation
to extend its communication range by trading off the
data rate. Spreading Factor (SF) of CSS determines the
data rate (DR) of the communication (according to the
following formula: DR = Bandwidth/2S F , where SF
changes between 7 and 12); therefore, the effective data
rate of the nodes farther from the gateway is decreased
to make up for signal propagation losses. Because SFs
are orthogonal, multiple signals can be received by a
gateway simultaneously [250]. The MAC layer is based
on an ALOHA-like medium access method and is de-
signed to be compatible with higher level layers such as
6LoWPAN and CoAP [210].

To address the heterogeneity of QoS in many IoT
application to some extent, LoRaWAN defines three
types of devices based on their downlink access prior-
ity. Class A devices can only receive downlink traf-
fic during two receive windows, which are reserved for
them after each data transmission. Class B devices can
receive downlink traffic either during receive windows
(similar to Class A end-devices) or during pre-defined
reception periods. Their access to the channel is coordi-
nated through beacons transmitted by gateways. Class
C devices can request receive channel access in any mo-
ment (except during data transmission). Class A devices
suffer from long downlink latency, while offering supe-
rior energy efficiency. Class C devices enjoy relatively
lower receive delays at the expense of higher energy
consumption and complexity [250].

LoRaWAN outperforms its competitors in terms of
complexity. Authors in [251] note that each LoRaWAN
module costs around $2–5 USD, which is consider-
ably cheaper than its cellular competitor, eMTC, which
is priced at around $8–12 USD per piece. The re-
duction in cost is partly due to the relaxation of fre-
quency offset (up to 20% is tolerated), which reduces
crystal expenses [249]. Furthermore, unlike NB-IoT
and eMTC, LoRaWAN deployment does not involve
complying with policies of third party operators. Al-
though the LoRa PHY layer is proprietary, LoRaWAN
specifications are available to public, which makes its

study and deployment easy. Compatible devices are al-
ready available in the market and LoRaWAN deploy-
ment rates have surpassed comparable cellular solutions
such as NB-IoT. Downlink channel support makes Lo-
RaWAN applicable to actuator-based networks, albeit
in a limited fashion. The technology also supports ACK
packets to enhance communication reliability. Counter-
intuitively, study conducted in [250] shows that ac-
knowledgement transmission improves the performance
of the network in terms of energy efficiency. This is
because the end-devices can remain in sleep mode dur-
ing the second receive window if they receive the ACK
packet in the first one.

Defining three device classes alleviates QoS hetero-
geneity, particularly, considering that device classes can
be changed dynamically. In [250], authors show that a
device transmitting data every five minutes can achieve
a lifetime of approximately one year when powered by a
2400 mAh battery. To secure data integrity, LoRaWAN
utilizes Cyclic Redundancy Check (CRC) and 128-bit
AES for all communication between end-devices and
the network server. Finally, it is recently shown in [252]
that Concurrent Transmission (CT) techniques can be
applied to LoRaWAN to create a multi-hop CT LoRa
technology for indoor deployment. CT is an innovative
transmission technique that enhances latency, energy
consumption, and throughput of the network by relaxing
collision-avoidance mechanisms of wireless standards.

Because of its operation in the sub-GHz band, Lo-
RaWAN is subject to strict regulations and duty cy-
cling limitations. These regulations impact both end-
devices and gateways; gateway duty cycling disrupts
transmission of ACK packets, thereby, practically mak-
ing LoRaWAN unsuitable for mission-critical applica-
tions [251]. In general, increasing downlink traffic sub-
stantially decreases the performance of the LoRaWAN
technology [253]. Regarding end-device power con-
sumption, LoRaWAN falls behind primary WLAN
technologies such as BLE and ZigBee. For instance, the
study conducted in [250] shows that LoRaWAN end-
devices draw approximately seven times more current
than WLANs in sleep mode. Aside from the CT tech-
niques, leveraging a star topology translates to limited
suitability for indoor (multi-building) applications. Em-
ploying a channel access mechanism similar to ALOHA
poses a practical limitation to the maximum load the
network can handle [249]. LoRaWAN does not support
D2D connectivity.

LoRaWAN low-rate data transfer capability makes it
only applicable to low-load networks, which encom-
pass a wide range of applications such as smart grid and
smart metering. Its remarkable coverage coupled with
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support for tens or hundreds of thousands end-devices
per gateway makes LoRaWAN the natural selection for
wide-area outdoor applications. However, this technol-
ogy cannot fulfill the timing requirements of mission-
critical and delay-sensitive services, nor can it be used
in applications that involve substantial downlink traffic.

Sigfox: Ultra Narrow Band (UNB) Sigfox was intro-
duced in 2009. It is a proprietary long-range low-power
RAT with very limited data rates. It operates in the
sub-GHz ISM frequency band and supports data rates of
100 bps. The frequency band is divided into 400 chan-
nels, each 100 Hz wide, hence practically becoming an
ultra narrowband technology. Utilizing UNB channels
in parallel to Binary PSK modulation (downlink modu-
lation is conducted using the GPSK technique) enables
coverage of around 50 km in rural areas [198]. Packet
sizes are limited to 12 bytes; as a result of stringent reg-
ulations that govern sub-GHz frequency band, each de-
vice can only transmit up to a maximum of 140 mes-
sages a day [249]. Sigfox adopts a client-server archi-
tecture, which resembles LoRaWAN and cellular net-
works, where up to a million end-devices can trans-
mit their data to a Base Station (BS) [256]. Packets
received by the BS are forwarded to a server through
an IP-based network. A cooperative reception mecha-
nism is built-into Sigfox, which allows a signal to be
received with multiple BSs in range, thereby increasing
packet delivery chances. Sigfox was originally designed
for uplink-only data transfer, however, recent updates
have added support for downlink traffic. Each device
scans the channel for downlink traffic after transmis-
sion [257]. Downlink opportunity window is 10 s and
each message cannot be more than eight bytes.

The primary strengths of Sigfox are low power con-
sumption, impressive coverage in urban and rural ar-
eas, and low deployment costs. Particularly, the adop-
tion of a client-server model has eliminated the synchro-
nization overhead (unlike cellular RATs, where devices
must periodically wake up for paging), thereby reducing
costs and enhancing energy efficiency. Furthermore, uti-
lization of UNB improves the scalability of the network
as well as its robustness against noise [257]. Finally,
Sigfox enhances the probability of successful packet de-
livery by requiring each device to repeat its transmis-
sions three times, in different frequencies using different
encoding schemes, as well as implementing cooperative
reception mechanism, where a signal can be received by
multiple BSs [258].

The primary drawback of Sigfox is its limited data
rate. In comparison to LoRaWAN, Sigfox suffers from
an ≈ 10× reduction in throughput [258]. Particularly,
scant downlink opportunities render important services

such as over-the-air updates and command-and-control,
impractical [249]. Strict regulations of the sub-GHz fre-
quency band translate to prolonged latencies most of
the time, exacerbating the low data rate disadvantage.
For example, considering a duty cycle of 1%, each de-
vice cannot hold the channel for longer than 3.6 s in
an hour (enough time to send 37 messages at 100 bps).
Therefore, a latency of at least one hour is imposed
on every device that needs to send more than 37 mes-
sages in a single transmission. Finally, in the absence
of encryption mechanisms, Sigfox merely relies on fre-
quency hopping and an indeterministic payload format
to safeguard the communication between the device and
BS [259].

Overall, application uses of Sigfox and LoRaWAN
are alike; both target outdoor wide area networks with
an extremely limited downlink traffic. This limitation,
however, does not prevent Sigfox from becoming an in-
expensive and effective solution for smart homes, envi-
ronment monitoring, air quality monitoring, and smart
metering. These applications are inherently sensor-
based (as opposed to sensor/actuator-based) and involve
very limited downlink traffic. Sigfox is particularly en-
joying an impressive growth in Europe, while offering
acceptable coverage in the big cities of North Amer-
ica, Australia, and Japan [260]. Sigfox is not the best
option for mission-critical and latency-sensitive appli-
cations and its performance is shown to suffer as data
size increases [258]. Table 6 contrasts the forego-
ing LPWAN technologies from the standpoint of their
strengths, shortcomings, and typical applications.

5.5. Visible Light Communication (VLC)
Visible Light Communication (VLC), or alternatively

Light Fidelity (LiFi), is an emerging short-range and po-
tentially high-throughput communication technique for
next generation smart city applications. The emergence
of VLC can be mostly attributed to the gradual substitu-
tion of power-hungry incandescent light bulbs with effi-
cient Light Emitting Diodes (LEDs), which is fueled by
advances in solid-state electronics. Unlike their prede-
cessors, LEDs are intrinsically compatible with high-
frequency switching (in the order of multiple MHz),
thereby making them compatible with high-speed data
communication (up to ≈10 Gbps, under ideal circum-
stances). In this section, we study the IEEE 802.15.7
standard as the most promising VLC protocol.

IEEE 802.15.7: IEEE 802.15.7 was published in
2011 as a VLC standard, designed to provide high data
rate connectivity for (mostly) indoor WPANs. The stan-
dard includes the specification of PHY and MAC layers.
The PHY layer operates in the visible light frequency
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Table 6: A summary of Low Power Wide Area Networks (LPWANs) and their applications in smart city arena. Example applications includes
some implementations in which each technology is either used or recommended to be used.

Technology/

Characteristics
Advantages/ Disadvantages Example Applications

Suggested
Application

LoRaWAN
/

902–928 MHz
ISM Band (US)

Narrowband (NB)
Low Data Rate

(≤ 50 kbps)
Long Range
(≤ 15 km)

Low Power

⇑ Inexpensive/Extensive Range
⇑ Open Specifications

⇑ Acknowledged Transmission
⇑ Dynamic Class Selection
⇑ Concurrent Transmission
⇑ Available In Market
⇓ Very Low Data Rate

⇓ Limited Downlink Capacity
⇓ Sub-GHz Band Regulations

⇓ High Latency
⇓ No D2D Support

⇓ Practical Traffic Limit

Environmental Monitoring [210]
Smart Lighting [251]

Smart Grid [254]
Smart Home (HVAC) [254]

Smart Metering [254]
Industrial Automation

(Limited) [254]
Smart Waste Management [255]

Low Traffic
Delay-Tolerant

Networks
(Scalar Traffic)

/

Outdoor
Large-Scale
Uplink-Only

Networks
(Scalar Traffic)

Sigfox
/

902–928 MHz
ISM Band (US)

Ultra Narrowband
Low Data Rate

(≤ 100 bps)
Long Range
(≤ 50 km)

Low Power
Proprietary

⇑ Inexpensive/Extensive Range
⇑ Low Synchronization Overhead

⇑ Robustness to Noise
⇑ Cooperative Reception

⇑ Impressive Coverage (Europe)
⇓ 10× Lower Rate Than LoRaWAN
⇓ Scant Downlink Capacity
⇓ Sub-GHz Band Regulations
⇓ High Latency/No D2D Support

⇓ No Encryption
⇓ Practical Traffic Limit

Environmental Monitoring
Smart Grid

Smart Home
Smart Metering

Air Quality Monitoring

Extremely Low
Traffic

Delay-Tolerant
Networks

(Scalar Traffic)
/

Outdoor
Large-Scale
Uplink-Only

Networks
(Scalar Traffic)

band (400–800 THz) and supports three modes of oper-
ation.

• PHY I targets LEDs with limited switching ca-
pabilities and provides data rates ranging from
11.67–266.6 kbps,

• PHY II throughput can be adjusted between 1.25–
96 Mbps and is typically suggested for portable de-
vices such as smartphones, and

• PHY III provides the maximum data rate of
96 Mbps using MIMO technique (for white lights
encompassing an array of RGB LEDs) [261].

Medium access is controlled using Carrier Sense Mul-
tiple Access with Collision Avoidance (CSMA/CA)
mechanism with support for broadcasting, star, and
peer-to-peer topologies. Similar to other Optical Com-
munication Systems such as fiber optic and Infra Red
(IR) wireless communication, IEEE 802.15.7 imple-
mentations typically involve two types of devices. An
Access Point (AP, also referred to as the coordinator)
transmits visible light signals modulated using Intensity

Modulation (IM) techniques—where digital content of
the signal is represented by different levels of light in-
tensity. A Photo Diode (PD) receives and demodulates
the signals using Direct Detection (DD)—where the in-
cident of photons generates an electric current propor-
tional (almost linearly) to the number of received pho-
tons. IEEE 802.15.7 is developed to add communica-
tion capabilities atop the illumination functionality of
normal LED lights. This double-purpose implementa-
tion introduces additional complications in flicker mit-
igation and dimming support. The former is associ-
ated with the side-effects of light intensity fluctuations
on humans’ health, while the latter mandates that IEEE
802.15.7 devices must be able to resume their opera-
tion unhindered when users dim light intensity of their
lighting systems (for example, to save energy or to ad-
just the light for a specific activity such as reading or
watching TV). Any solution to satisfy these two re-
quirements must deliver light intensity controlling and
energy saving without negatively impacting commu-
nication performance. Flicker mitigation can be sat-
isfied by imposing Maximum Flickering Time Period
(MFTP), which defines a threshold for the highest flick-
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ering frequency detectable by human eyes (typically
around 200 Hz). Dimming support solutions in IEEE
802.15.7 can be categorized into modulation-based and
coding-based techniques [262]. In modulation-based
solutions, On-Off Keying (OOK) and Variable Pulse Po-
sitioning Modulation (VPPM) are employed to modu-
late data according to the dimming target. In OOK,
different light intensity levels are used to represent the
data. For example, OFF can be associated with logic 0
and ON can represent logic 1. To ensure dimming sup-
port, OOK uses Inter-Pulse Padding, where a group of
redundant 0s and 1s are added to the signal to achieve
the dimming target [263]. OOK can also adjust the
intensity levels allocated to 1s and 0s to meet dim-
ming goals, thereby avoiding the negative impact on
performance caused by inserting redundant bits. This
solution, however, under-drives LEDs leading to chro-
maticity shifts [262]. Alternatively, VPPM meets dim-
ming requirements by adjusting the duty cycle of the
modulated data using Pulse Width Modulation (PWM).
Coding-based techniques such as Inverse Source Cod-
ing (ISC) can be utilized to minimize the impact of
dimming support on communication performance. In
ISC, coding schemes are used to control the ratio (or
probability) of 1s to 0s based on the desired light in-
tensity. IEEE 802.15.7 channel access is controlled
by beacons, which the coordinator periodically broad-
casts in the beginning of each superframe. End devices
can use the CSMA/CA technique to compete for chan-
nel access during Contention Access Period (CAP). Su-
perframes also include a Contention-Free Period (CFP)
for latency-sensitive communications that require guar-
anteed bandwidth. Alternatively, non-Beacon-Enabled
Network (non-BEN) is also defined to provide asyn-
chronous unslotted random channel access [264].

Utilizing the visible light spectrum for communica-
tion has multiple advantages. First, it does not involve
health-related or safety concerns associated with RF
signals. Furthermore, outsourcing some of the commu-
nication traffic to VLC reduces the load on the already-
congested 2.5 GHz and 5 GHz frequency bands. This
reduces interference and collision, which leads to in-
creased efficiency (in terms of latency, throughput, and
energy consumption) for both VLC and RF techniques.
Utilizing the visible light spectrum does not require li-
censing or meeting strict regulations, which results in a
reduction in expenses. Additionally, visible light pos-
sesses the same characteristics as IR and the princi-
ples of VLC resemble the fundamentals of fiber optics,
which further reduces research and development costs.
In particular, IEEE 802.15.7 is designed to be compat-
ible with regular lighting applications. Therefore, nor-

mal LED lights can be easily adjusted to act as coordina-
tors, implying that unlike RF-based technologies, LiFi
does not require an extensive infrastructure. For exam-
ple, authors in [265] show that existing LEDs can be
readily modified as coordinators and PDs to form a low-
rate connectivity between objects, as well as objects and
users. (With smartphone camera and flash acting as
PD and coordinator, respectively.) MIMO compatibil-
ity is added to IEEE 802.15.7 by including Color Shift
Keying (CSK). This allows white lights (which incor-
porate an array of RGB LEDs) to achieve higher data
rates [261]. Additionally, spatial confinement of visi-
ble light improves not only the security robustness of
the communication but also the re-usability of the fre-
quency band. Finally, as discussed in [266], reliance
on visible light for communication creates a unique op-
portunity for VLC backscattering, which motivates the
realization of a wide array of smart city devices.

Unlike IR, VLC relies on visible light. Therefore,
manipulating these signals directly affects users. Mech-
anisms used in OOK modulation and VPPM are effec-
tive to provide flickering mitigation and dimming sup-
port. Nonetheless, the increased communication over-
head of these techniques degrades the performance of
the network. The impact on performance is consider-
able when dimming targets deviate from the ideal level
of 50%. (Statistically, logical 1s and 0s follow a uni-
form 50% distribution, which implies that the dimming
level of 50% can be achieved without any modulation).
Intensity domain solution—where a DC component is
added to the intensity of the signal based on the dim-
ming goal—can address the redundancy of OOK and
VPPM; however, calculating the correct value of the
DC component often involves nonlinear computations,
which increases the complexity of the LED driver cir-
cuitry [263]. Ensuring dimming support also poses
challenges regarding the design of LED circuitry, as
they must be compatible with both high-frequency mod-
ulation and low-frequency dimming signals. This di-
rectly translates to increased complexity and cost. PDs
are also susceptible to noise induced by virtually any
other light source in the environment. A portion of the
noise contribution can be related to the non-ideality of
the LED driver circuitry. This type of noise typically
manifests itself as a nonlinear component, which is dif-
ficult to detect and suppress [270]. Limited range cou-
pled with reliance on CSMA/CA leaves IEEE 802.15.7
susceptible to the hidden terminal problem. Consider-
ing that some devices can remain in sleep mode, clas-
sic solutions such as inclusion of Clear To Send (CTS)
and Request to Send (RTS) cannot fully address this
problem. Experiments conducted in [271] show that the
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Table 7: A summary of main characteristics, advantages, and disadvantages of IEEE 802.15.7 as a smart city oriented VLC standard. Example
applications includes example implementations or suggested applications of this technology.

Technology /

Characteristics
Advantages/ Disadvantages Example Applications

Suggested

Application

IEEE 802.15.7

/

400–800 THz

Visible Light Spectrum

Broadband

High Throughput

(≤ 96 Mbps)

Broadcasting, P2P,

Star Topologies

CSMA/CA

Channel Access

⇑ Safe (No Health-Related Concerns)

⇑ No Interference with Other RATs

⇑ No Licensing or Strict Regulation

⇑ Compatible with Typical LEDs

⇑MIMO Support/ VLC Backscattering

⇑ Reusable (Spatial Confinement)

⇑ Secure (Spatial Confinement)

⇓ Dimming Impact On Performance

⇓ Increased Circuit Complexity

⇓ Complicated Noise Profile

⇓ Hidden Node/ Syncing Problems

⇓ Limited QoS Diversity

⇓ Limited IPv6 Compatibility

Smart Home

[264, 267]

Smart Transportation

[268]

Smart Healthcare

[269]

Smart Lighting

High Traffic

Indoor Networks

(Stationary and

Quasi-Stationary)

/

Small Cell

Last-Mile

Indoor

Connectivity

(HetNets)

hidden terminal problem can substantially affect mul-
tiple parameters of the network, including a substan-
tial reduction in Goodput, a sharp increase in packet
loss rate, and energy consumption (by an order of ap-
proximately 10× under 100% load). Additionally, em-
ploying simple modulation techniques such as OOK
poses synchronization challenges; utilizing more so-
phisticated modulation techniques such as OFDM can
alleviate this problem, however, underlying characteris-
tics of VLC, such as IM and DD, make it incompati-
ble with OFDM (as OFDM creates non-real and bipolar
signals). To address synchronization considerations, the
authors in [272] propose various frame detection tech-
niques for Direct Current biased Optical OFDM (DCO-
OFDM). Finally, IEEE 802.15.7 fails to address diverse
QoS requirements of the IoT applications. Compatibil-
ity with IPv6 and the Internet is also limited.

With the increasing share of LED lighting, VLC is
becoming increasingly more relevant for short-range in-
door communication. This includes home networks
and in-vehicle communication for cars, trains, planes,
etc. [264]. This implies that VLC is viable for smart
home and smart transportation applications. For exam-
ple, authors in [267] propose a VLC-based system for
3D posture detection of the residents of a house. The
aforementioned limitations of VLC, however, coupled
with its limited mobility support, reduces its applicabil-
ity to many smart city applications. Alternatively, ma-
jor benefits can be gained by utilizing its coexistence

with prevalent RATs such WiFi. Offloading a substan-
tial portion of communication to VLC can substantially
improve the performance of WiFi and its QoS and QoE
(Particularly, considering that 80% of the network load
is generated by indoor mobile traffic) [273]. Including
VLC in a multi-level heterogeneous network can cir-
cumvent its major limitations, including IPv6 incompat-
ibility, limited mobility, and lack of QoS management
diversity. Table 7 tabulates our discussion about IEEE
802.15.7 standard.

5.6. Power Line Communication (PLC)

Power Line Communication (PLC) refers to tech-
niques that utilize the existing electric power lines as
a communication medium. PLC can provide either reli-
able narrowband (below 500 kHz) or high-speed broad-
band (up to 100 MHz, reaching data rates as high as
1 Gbps) connectivity for many IoT applications [274].
In deployment areas where the required power line in-
frastructure already exists, PLC can outperform many
wireless technologies in terms of reliability and cost.
Additionally, it can readily pass through obstacles and
reach enclosed indoor environments [275]. In this sec-
tion, we overview some of the most notable efforts un-
dertaken toward PLC implementations.

IEEE 1901-2010/ IEEE 1901.2: IEEE 1901-2010
technology is a broadband (BB) PLC technique, de-
signed particularly for multimedia home traffic and se-
lect smart city applications such as smart grid and Au-

35



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

tomatic Measuring Infrastructure (AMI). IEEE 1901-
2010 operates in the 2–30 MHz frequency band and can
deliver throughputs up to 500 Mbps. This technology is
developed for low and medium voltage power transmis-
sion lines and is not compatible with Digital Subscriber
Line (DSL) or coax cables. The overall architecture of
the network includes a service provider, which typically
provides a single Access Network (AN) over a specific
PLC infrastructure. An AN can be divided into mul-
tiple cells (or equivalently, Basic Service Sets). Each
cell consists of one or more stations (STAs), Repeaters
(RPs), Network Termination Units (NTUs), and a sin-
gle Head End (HE). STAs within a cell can communi-
cate with each other either directly or through the HE.
However, all communication with the backhaul network
must be directed to the HE.

Considering that the maximum distance a signal can
travel over power lines is determined by various—
and uncontrollable—parameters such as noise, medium
quality, and even weather, IEEE 1901-2010 uses RPs
to regenerate and re-transfer packets, thereby increasing
the coverage of the network. NTUs bridge IEEE 1901
PLC communication with other In Home (IH) networks
such as WiFi and Ethernet. The number of cells in an
AN is typically determined by the QoS requirements
of STAs, where STAs with the same QoS requirements
must be grouped in the same cell [276]. Only PHY and
MAC layers are specified in IEEE 1901-2010. The PHY
level uses either Fast Fourier Transform (FFT) OFDM
or Wavelet OFDM. The MAC layer allows both syn-
chronous and asynchronous medium access, based on
TDMA and CSMA/CA mechanisms, respectively. In
an AN, HEs are assigned a 6-bit Short Network Iden-
tification (SNID), allowing a total of 63 to be defined
(SNID zero is reserved). Similarly, a 12-bit Terminal
Entity Identification (TEID) is used to address STAs.
Therefore, over 4000 Stations can be defined in a single
cell [277]. For applications that do not require broad-
band connectivity, IEEE 1901.2 is a narrowband PLC
alternative, which can provides data rates as high as
234 kbps [278]. This technology was first standardized
in 2013 and it operates in the 10–490 kHz frequency
band (in the US) and uses OFDM modulation to im-
prove robustness against noise. Similar to IEEE 1901.1,
IEEE 1901.2 is compatible with low voltage (≤1 kV)
and medium voltage (between 1 kV and 73 kV) power
lines. Only PHY and MAC layers are specified in this
standard. The latter is based on IEEE 802.15.4-2016
and uses the same CSMA/CA medium access mecha-
nism. However, various modifications are included to
improve efficiency and add priority-based medium ac-
cess.

The primary strengths of the IEEE 1901-2010 proto-
col are its extended coverage, reliable communication
over a non-reliable power line infrastructure, and im-
pressive throughput. Additionally, this protocol is capa-
ble of supporting thousands of nodes, which addresses
the scalability requirement of smart city applications.
Furthermore, this technology can be used in a wide
range of topologies such mesh, tree, ring, and hybrid.
Utilizing both CSMA/CA and Transmission Opportuni-
ties (TXOPs) provides the foundation for QoS diversi-
fication, thereby addressing the QoS heterogeneity re-
quirement of smart city applications. STAs can coor-
dinate their medium access with their associated HE to
receive differentiated and reserved access, which allows
prioritization of STAs based on the application. How-
ever, only two priority levels (high and normal) are de-
fined to avoid complicating the network [279].

Security and privacy concerns in IEEE 1901-2010
are mostly addressed by using Robust Security Net-
work Association (RSNA) [276]. IEEE 1901.2 can
cater to applications that value simplicity and cost re-
duction. Utilizing the MAC layer of IEEE 802.15.4-
2006 makes IEEE 1901.2 compatible with 6LoWPAN,
thereby adding IPv6 compatibility to the protocol [280].
However, unlike IEEE 802.15.4, this standard includes
modifications to include both ACK and NACK pack-
ages. Furthermore, Automatic Repeat Request (ARQ)
is also implemented to improve reliability.

IEEE 1901-2010 suffers from multiple drawbacks.
First, 500 Mbps throughput is proven to be unneces-
sary for many AMI and smart grid applications. There-
fore, a substantial gain could be achieved by trading off

the throughput for simplicity, power consumption, and
cost. Additionally, limiting the compatibility of IEEE
1901-2010 to low and medium voltage power line in-
frastructures restricts its applicability to environments
with an existing Coax or DSL infrastructure [281]. Al-
though priority-based medium access techniques are ef-
fective against high latency in delay-sensitive applica-
tions, they can potentially lead to resource starvation
for nodes with lower priority [275]. Despite great op-
portunities to substantially enhance the MAC layer ef-
ficiency (through adjusting medium access contention
parameters, as discussed in [282]), the performance of
the network is known to decrease as the number of STAs
increases. IEEE 1901.2 does not support multi-casting,
which reduces its energy efficiency.

Both IEEE 1901 and IEEE 1901.2 are developed par-
ticularly for applications such as smart grid, AMI, and
electric vehicles, where power line infrastructure is as-
sumed to be available. The high throughput of IEEE
1901 and its good coexistence for in-home networks
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Table 8: A summary of Power Line Communication (PLC) technologies and their applications in smart city arena. Example applications includes
example implementations or suggested applications of this technology.

Technology /

Characteristics
Advantages/ Disadvantages

Example

Applications

Suggested

Application

IEEE 1901

(IEEE 1901.2)

/

2–30 MHz

(10–490 kHz)

Frequency Band (US)

Broadband

(Narrowband)

High Throughput

(≤ 500 Mbps)

(Low Throughput

(≤ 240 kbps))

Indoors and Outdoors

⇑ Various Available Data Rates

⇑ Low Cost Guided Connectivity

⇑ Acknowledged Transmission

⇑ Support for Numerous STAs

⇑ Flexible QoS Management

⇑ IPv6 Compatibility (1901.2)

⇑ RSNA Security

⇑Mesh, Tree, Ring Topologies

⇓ Coax/DSL Incompatibility

⇓ Potential Medium Access Starvation

⇓ Poor Performance in Large Networks

⇓ Limited Prioritizing Options (1901.2)

⇓ No Multi-Casting

Home Networks [276]

Smart Lighting [279]

Smart Grid [276, 279]

HVAC [276]

AMI [276, 279]

Electric Vehicles [279]

High Traffic

Delay-Tolerant

Networks

(Multimedia Traffic)

/

Large-Scale

Stationary

Low Traffic

Networks

(IEEE 1901.2)

also make it a good candidate for home and building
automation. Due to the inherent characteristics of wired
networks, applications of PLC technologies remain lim-
ited to stationary and static networks. Underlying char-
acteristics of these two technologies are tabulated in Ta-
ble 8.

5.7. Other Standards

Z-Wave: This technology is a low-power low-cost
WPAN/WLAN solution, which is supported by Z-Wave
Alliance [283] and primarily targets smart homes and
building automation. The PHY and MAC layers are
based on the ITU G9959 standard. Z-Wave operates in
the sub-GHz frequency band and provides the data rates
of 9.6 kbps and 40 kbps, by using FSK modulation, and
100 kbps by using GFKS modulation. Z-Wave MAC
layer provides half-duplex asynchronous (contention-
based) communication, allows mesh topologies, and
supports acknowledged communication. Although the
mesh topology is supported, the number of hops can-
not exceed 4 and the total number of nodes in a net-
work must be lower than 232 [284]. Specifications of
the NTW layer are not open to public; consequently,
not much is known about the Z-Wave routing mech-
anism [285]. Z-Wave compatible devices can either
assume the role of a control or a slave node. Con-
trol nodes perform routing algorithms and control other
nodes through command messages, while slave nodes
either respond to the command messages or forward

them to their neighbor nodes. Considering the limited
number of devices in a network and the pairing mecha-
nism of Z-Wave (which is similar to BLE) [285], this
technology is not suitable for large-scale and mobile
communication and is typically used for home automa-
tion, HVAC, power management, security monitoring,
etc. Z-Wave uses AES-128, however, encryption is not
mandatory and is determined by the vendor based on the
target application.

ISA 100.11a: This open-source WLAN technology
is designed by the International Society of Automation
(ISA), particularly for mission-critical and delay sen-
sitive industrial automation applications. ISA 100.11a
is developed atop the IEEE 802.15.4-2006 PHY and
MAC layers. Therefore, it operates in the 2.4 GHz ISM
frequency band and can provide data rates of up to
250 kbps. ISA 100.11a leverages synchronous (TDMA)
medium access in order to improve latency predictabil-
ity and packet delivery reliability. The protocol supports
mesh, star, and hybrid mesh-star topologies [286]. In-
field wireless subnet typically consists of

• Input/Output, which are the sensors and actuators,

• Routers, which execute routing algorithms,

• Provisioning, which controls network joining and
leaving activity,

• System Manager, which interfaces the ISA 100.11a
network with the backbone network,
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• Security Manager, and a

• Time Source application.

Reusing the IEEE 802.15.4-2006 protocol stack auto-
matically makes ISA 100.11a compatible with 6LoW-
PAN adaptation [180].

WIA-PA: Wireless Networks for Industrial
Automation–Process Automation (WIA-PA) is another
alternative for mission-critical and delay-intolerant
applications for industrial and process automation.
Similar to its competitors (ZigBee, ISA100.11a, and
WirelessHART), this technology utilizes the PHY
and MAC layers of IEEE 802.15.4-2006. WIA-PA
networks are typically implemented in a mesh-star
hybrid topology, where an in-field data collecting
mesh subnet—consisting of Host Computers, Gate-
ways, Routing Devices, Field Devices, and Handheld
Devices—is controlled by a higher level Network
Manager (NM) and Security Manager (SM), in either
a centralized or decentralized fashion. NM carries
out network status and health monitoring, network
resource allocation, and mesh routing, while the SM
handles authorization and network key management.
NM and SM are typically hosted by a single physical
component [287].

DECT ULE: Digital Enhanced Cordless Telecom-
munication Ultra Low Energy (DECT ULE) is devel-
oped by European Telecommunication Standard Insti-
tute and is a WLAN technology designed for mission-
critical and delay-intolerant networks. DECT ULE op-
erates in the 1880 MHz–1900 MHz licensed frequency
band (in Europe). The 20 MHz-wide frequency is di-
vided into ten channels [288], allowing this technology
to achieve data rates as high as 1.153 Mbps. There-
fore, DECT ULE outperforms almost all its competi-
tors in terms of throughput. Its MAC layer uses FDMA,
TDMA, and TDD and supports the star topology [107].
DECT ULE architecture involves two types of devices:
Portable Parts (PPs), which typically refers to sen-
sors and actuators with severe resource constraints, and
Fixed Parts (FPs), which are more resourceful and
act as APs and gateways for PPs. In addition to its
remarkable throughput, which results in satisfactory
QoS, DECT ULE provides competitive coverage (75 m
and 300 m in indoor and outdoor deployments, respec-
tively [288]), while maintaining low energy consump-
tion (battery-powered devices in sleep mode can last
up to ten years [289]). Furthermore, operating in the
licensed 1900 MHz translates to limited interference
with existing RATs such as WiFi, ZigBee, BLE, etc.,
thereby reducing collisions and increasing energy effi-
ciency. However, DECT ULE cannot be implemented

in a mesh topology and does not provide multi-casting.
Furthermore, DECT ULE is not available in the US due
to frequency band regulations. Typically, this technol-
ogy is suggested for home automation, AMI, industrial
and process automation, and health monitoring [107].

EC-GSM: Extended Coverage for Global System
for Mobile communication (EC-GSM) is developed by
3GPP in Release 13 as an LPWAN solution. EC-GSM
involves modifications to reduce complexity, cost, and
energy consumption of GSM devices, thereby making
this technology more IoT-friendly. EC-GSM uses Gaus-
sian Minimum Shift Keying (GMSK) and 8PSK modu-
lation. Data rates can reach as high as 240 kbps and
≈5000 devices can be serviced in each cell [107]. This
technology introduces new low-power classes and mes-
sage overhead reduction [290]. Existing GSM infras-
tructures can be brought to compliance with EC-GSM
through mere software updates, which not only simpli-
fies the deployment process, but also makes EC-GSM
an alternative to NB-IoT in locations with limited 4G
coverage.

RFID: Radio Frequency Identification has been tra-
ditionally used for identification purposes. However, re-
cent studies have shown the potential of RFID in sen-
sors, where properties of an antenna changes with spe-
cific physical parameters (such as acceleration) [291].
RFID is generally associated with short-range WBAN
communication, where the maximum achievable range
remains lower than tens of meters. Operating frequency
of RFID is device-dependent and is typically between
135 kHz to 2.45 GHz. Increasing the operating fre-
quency not only increases the data rate but also re-
duces the antenna size; nonetheless, higher frequency
signals are more prone to path loss. RFID is favorable
in cost-sensitive, delay-tolerant and low-traffic applica-
tions. Particularly, passive RFID devices outperform
their competitors in terms of unobtrusiveness, making
RFID a viable solution for smart healthcare applica-
tions [292].

INGENU RPMA: INGENU (formerly On-Ramp
Wireless) developed Random Phase Multiple Access
(RPMA) as a proprietary LPWAN solution. Unlike
its main competitors, INGENU RPMA operates in the
2.4 GHz ISM frequency band, thereby avoiding strict
regulations of the sub-GHz spectrum. The coverage
can reach up to 18 km, while offering data rates as
high as 624 kbps for uplink and 156 kbps for down-
link [290]. INGENU PRMA is compatible with the
IEEE 802.15.4(k) standard. RPMA medium access is
based on the Code Division Multiple Access (CDMA)
mechanism, where multiple devices can transmit simul-
taneously in one time slot. Based on their distance to
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the base station, RPMA devices can adjust their trans-
mit power, thereby providing power saving opportuni-
ties for devices near a base station.

Weightless: An open standard for LPWAN, Weight-
less provides an option for UNB, NB, and DSSS com-
munication through Weightless-N, Weightless-P, and
Weightless-W, respectively. UNB Weightless-N oper-
ates in the sub-GHz ISM spectrum and provides data
rates of 30 kbps. Similarly, NB Weightless-P operates
in the sub-GHz frequency band. Using a channel width
of 12.5 kHz, Weightless-P can achieve data rates up
to 100 kbps. Unlike Weightless-N, Weightless-P sup-
ports bidirectional communication. Weightless-W op-
erates in TV white space, providing data rates of up
to 10 Mbps. Weightless technology supports multiple
QoS management services such acknowledged trans-
mission, ARQ, Forward Error Correction, and Auto-
retransmission [293].

G3-PLC: Standardized in ITU G.9903 and ITU
G.9904, G3-PLC is an NB PLC communication, which
targets smart grid and AMI applications. The PHY layer
operates in the 9 kHz–490 kHz frequency spectrum (in
the US) and provides data rates of up to 141 kbps. The
MAC layer is based on IEEE 802.15.4, which implies
compatibility with 6LoWPAN. The standard only sup-
ports star topology and allows multi-casting along with
various QoS services such as ARQ, acknowledge com-
munication, and MAC-layer prioritization (4 different
priority levels are defined).

6. Security Plane

The security plane of smart cities faces unique chal-
lenges, which are in part inherited from the security
challenges of conventional information and communi-
cation systems. Each plane in Fig. 2 contains an as-
sembly of interacting heterogeneous embedded cyber
physical systems, shared communication and comput-
ing infrastructures, and distributed systems. This het-
erogeneity is the primary cause of weak links in the
security and privacy management of smart cities; due
to this complex nature of a smart city system, attacks
can be originated by insiders or outsiders, as well as a
collaboration of both entities [294]. Studies of recent
efforts against potential security threats in smart city
settings can be found in [295, 296, 297]. The design
of an effective security plane requires holistic solutions
that address the unique challenges of each plane out-
side the security plane. To start with, the data plane
deals with a highly heterogeneous, unstructured and
massive amount of data, which is handled either in the
cloud or at the mobile edge; therefore, the data plane

inherits the security issues of cloud-based systems. The
communication plane, on the other hand, requires se-
curity solutions that take into account the interoperabil-
ity and coexistence of various communication technolo-
gies. The sensing plane is vulnerable to attacks that
aim at limited power capacity of sensors [298, 299], as
well as the lack of trustworthiness of the data acquired
through non-dedicated sensors [300, 301]. The appli-
cation plane is vulnerable to identity spoofing attacks
since end devices play the role of data acquisition and
usage. It is worth mentioning that conventional security
solutions can overcome most of these challenges how-
ever the ubiquity, quality and robustness requirements
of smart city services call for solutions that are able
to make a trade-off between performance and security.
In this section, we investigate the security plane chal-
lenges and solutions under two categories, namely the
crypto-level security (Section 6.1), which is primarily
concerned with the sensing and communication planes,
and system-level security (Section 6.2), which is primar-
ily concerned with the application and data planes.

6.1. Crypto-level security
Addressing cybersecurity at lower levels of smart city

communication (which we term crypto-level security) is
a multi-faceted and a complicated problem. The com-
plications of this task stem from the fundamental char-
acteristics of smart city services. Guaranteeing the pri-
vacy, integrity, authenticity, and correctness of infor-
mation, which is acquired by the sensing plane and
transmitted by the communication plane, must be ful-
filled under extreme power availability constraints (See
Fig. 2). Other characteristics of smart city including
its large scale, mobility, heterogeneity, and dynamism
further convolute the task; for example, forward and
backward security poses multiple challenges as a con-
sequence of mobility. The goal is to prevent recently
added devices from using decryption keys to decipher
messages generated in the network prior to their joining
the network. Similarly, discharged devices must be un-
able to decrypt messages immediately after leaving the
network [123]. Due to their availability, smart city secu-
rity requirements are typically addressed by employing
off-the-shelf encryption protocols, many of which are
not originally designed for IoT applications. Although
these solutions considerably improve robustness, they
occasionally fail to address every peculiarity of smart
city systems. Therefore, these challenges are typically
impossible to overcome without a thorough understand-
ing of application requirements, available options, and
characteristics of both the sensing and communication
planes.
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A majority of the attacks on the communication plane
target user privacy. These attacks can be conducted
by either active or passive (privacy leakage) adver-
saries with “extortion” as their typical goal, e.g., ran-
somware. Indeed, privacy concerns are application-
dependent. For example, smart healthcare and smart
home inherently involve sensitive information. In con-
trast, privacy leakage in a public air quality monitor-
ing system can rarely endanger the privacy of citizens.
Nonetheless, the advances in data communication (par-
ticularly in data fusion) have been constantly blurring
the meaning of data privacy; due to the continuous data
sharing among different applications, data that is con-
sidered insensitive now, can become critical in the near
future. For healthcare applications that involve gather-
ing private data about users, Health Insurance Porta-
bility and Accountability Act (HIPAA) mandates ap-
plication administrators to protect and ensure the pri-
vacy of their users [115, 302]. Failing to comply with
HIPAA requirements can be interpreted as violation of
the law, which introduces another legal dimension to the
already-existing technical dimension for the challenges
surrounding the security plane.

Communication plane is subject to a broad range of
cyberthreats. Many of these attacks target sensitive in-
formation, such as user actual identities and location-
related data. Particularly, Radio Access Technology
(RAT) devices are known to be vulnerable against mes-
sage injection, jamming, and eavesdropping. For exam-
ple, the authors in [303] show that BLE security can be
compromised by eavesdropping and injection attacks.
ZigBee also suffers from a breakable key sharing pro-
cedure. Furthermore, the lack of a strong mechanism
for checking the freshness of packages renders it vul-
nerable to reply attacks [304]. WiFi is susceptible to
Denial of Service (DoS) and man-in-the-middle attacks,
which can practically cripple the entire network. Cel-
lular networks typically outperform RATs operating in
ISM bands. However, as discussed in [305], Licensed
Assisted Access (see Section 5.3) can potentially un-
dermine the security of such networks and increase the
possibility of privacy leakage. Mostly due to weak
random number generation procedures, the study con-
ducted in [306] shows that LoRaWAN joining proce-
dure can lead to potential DoS attacks.

Almost all security solutions in smart city commu-
nication plane are software-based, where data encryp-
tion is used as the only tool to ensure both the integrity
(to detect potential communication-induced changes in
data) and the authenticity (to detect data manipula-
tion attacks such as spoofing) of the information. En-
cryption techniques, using either public keys or dig-

ital signatures, are the backbone of these solutions,
as they are not only easy to deploy, but can also ad-
dress both the security and privacy concerns simul-
taneously. Many communication standards such as
ZigBee, BLE, and WiFi are shipped with embedded
encryption mechanisms. Advanced Encryption Stan-
dard (AES) has for long been considered to be the de
facto encryption solution for WSN and IoT communica-
tion [307], particularly because of its simplicity, which
makes it resource efficient and consequently suitable
for resource-constrained microcontroller-based devices.
Furthermore, a majority of the sensing and communi-
cation modules are equipped with built-in AES encryp-
tion/decryption accelerators, which further improves its
energy efficiency and latency footprint, while boosting
the robustness of the AES against various types of at-
tacks (particularly side-channel attacks) [307].

In terms of robustness, AES is not on par with RSA,
which can provide superior security at the expense of in-
creased resource requirements. Relatively more recent
than both RSA and AES, Elliptic Curve Cryptography
(ECC) has been gaining continuous momentum as a so-
lution that can dovetail resource efficiency of the AES
with the robustness of RSA for resource-constrained de-
vices. By employing the Elliptic Curve Digital Signa-
ture Algorithm (ECDSA), both Transport Layer Secu-
rity (TLS) and Datagram TLS (DTLS, which is used
in CoAP) are now compatible with ECC. The bene-
fits of ECC are rooted in utilization of smaller keys,
which reduces both the memory usage and communi-
cation overhead. However, due to computational com-
plexity of the verification process, ECDSA is known to
subject servers to heavy load. The prevalence of IoT
has increased the awareness of this problem. For exam-
ple, the authors in [308] propose IoT-centric hardware
architectural improvements that can alleviate this draw-
back. Based on the Twisted Edwards Curve, the pro-
posed solution allows tweaking the system according to
the availability of resources and latency/scale require-
ments of the applications.

Network layer IPSec protocol can also be used to fur-
ther improve the security of communication, regardless
of the transport and application layers. Therefore, IPSec
can provide some level of security even in absence of se-
cured application (e.g., CoAP) and transport layer pro-
tocols (e.g., TLS, and DTLS). 6LoWPAN also provides
flexible AES-based cryptography that can be configured
to provide various levels of security according to the re-
quirements of applications. Particularly, Auxiliary Se-
curity Header (ASH) field can be setup to provide au-
thentication, confidentiality, and both [123].

Although these traditional cryptography solutions en-
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hance the security of data communication, they fail to
protect data during processing. Data decryption dur-
ing processing temporarily exposes data to the oppor-
tunistic attackers, thereby undermining the entire secu-
rity mechanism by creating a weak link. As explained
in Section 6.2, this vulnerability mostly affects cloud-
based data processing. Nonetheless, it can also com-
promise higher levels of communication architecture
that involve in-field data processing, including cloudlets
and aggregators (See Section 4.3). Similar to the data
plane, security and privacy concerns in data aggregation
plane can be addressed by employing Fully Homomor-
phic Cryptography (FHC) [309, 310]. Applying FHC to
resource-constrained data aggregators, however, is rife
with challenges and limitations, as FHC algorithms are
notoriously resource-hungry and demanding [311].

Software-based security and privacy solutions used
in the communication plane are effective against net-
work breaches and leakages. However, they are vul-
nerable against both hardware-level intrusions and at-
tacks carried out by insiders. Side channel attacks
including timing, power analysis, and cache attacks
can effectively circumvent software-based cryptogra-
phy, once the attacker gains access to the decryption
key. Side-channel attacks typically involve analyzing
timing of executions, memory and cache access pat-
terns, and energy consumption footprint to acquire re-
vealing information about cryptographic methods and
the keys [307]. Randomizing computations and utiliz-
ing data processing techniques that are independent of
key size (such as Montgomery’s multiplication) can in-
crease the robustness of the system against side-channel
threats. Nonetheless, these solutions often add to the
computational overhead, which is critical to resource-
constrained sensing devices [23]. In addition to data,
it is also crucial to protect command and control mes-
sages as well as over-the-air firmware updates. Par-
ticularly, insiders can use debugging pins available in
many sensing devices to upload Trojans or malicious
firmware [312]. The inter-operation of smart city com-
munication with non-IoT networks further deteriorates
this problem, as a compromised IoT node can endanger
the entire network [313].

6.2. System-level security
Distributed and embedded cyber-physical systems

that interact with each other over shared infrastructures
and communicate via heterogeneous platforms form the
smart city infrastructure. This setting results in vulner-
abilities in the security and privacy of smart cities. As
previously mentioned, the source of an attack that tar-
gets the system security of smart cities can be insid-

ers, outsiders, or a collaboration of both [294]. Several
studies have proposed countermeasures against the se-
curity challenges in smart city settings [295, 296, 297].
Although existing techniques for security and privacy
management of information systems can be adopted,
they need to be tailored to fulfill the requirements of
secure, robust and resilient smart city systems, because
they were not originally designed to be used in smart
city applications. In this section, we present security
threats at the system level under three categories, along
with solutions to mitigate these threats: 1) Man-in-the-
middle attacks, 2) intrusion detection in the communi-
cation infrastructure, and 3) authentication on the end
devices based on hard and soft approaches.

6.2.1. Man-in-the-middle attacks
Manipulation of messages from a sender to a receiver,

with the action being noticed by neither end, is termed a
Man-in-the-Middle attack [314]. Recently, with the ad-
vent of the IoT concept, man in the middle attacks have
also been called manipulation attacks [315]. The most
effective type of manipulation attacks aim at manipu-
lating the network layer immediately at the time when
a new device is introduced to the network. As IoT is
implemented in a distributed mobile environment, this
makes IoT networks especially vulnerable to man-in-
the-middle attacks [316]. This increased vulnerability
in IoT networks particularly arises from the complicated
nature of a successful verification of the end devices.

In smart city applications, session key establishment
procedure is an open target for Man-in-the-Middle at-
tacks. To address this vulnerability, a secure access
control method is proposed in [317], with the objec-
tive of session key establishment based on a mutual-
authentication between a sender and a receiver. At
the lower layer, ECC is used for encryption (see Sec-
tion 6.1); the use of ECC disables data transmission to
the nodes that cannot be identified as genuine at the end
of a two-step authentication procedure.

Network layer security issues under smart city set-
tings have been studied in [318] along with possible
solutions. Network encryption, authentication and key
management, identity verification, symmetric or asym-
metric data encryption and digest algorithms are the
most effective solutions that have been reported.

6.2.2. Intrusion detection
Intrusion detection in IoT is based on the immune

theory and thus adopts the principles of artificial im-
mune systems. In [319], the authors discuss the self
and non-self antigens in an IoT network through sim-
ulations. In that study, the immature detector, mature
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detector, and memory detector define the threat exposi-
tion. The efficacy of the detectors against both the mu-
tated and totally unknown IoT attacks is performed by
evolution with the ultimate goal of adaptation to the IoT
settings. An information library is required for proper
execution of the proposed method. The library con-
tents and the attacks that have been detected are used
for alarming the system manager [319].

SVELTE [320], a real-time intrusion detection sys-
tem (IDS) for the IoT to detect sinkhole and selec-
tive forwarding attacks, was initially designed for a
Low-power Wireless Personal Area Networks with IPv6
(6LoWPAN) [321] to ensure end-to-end message secu-
rity. A 6LoWPAN Mapper (6Mapper) to collect infor-
mation about the low power and lossy network, an intru-
sion detection component to process the mapped data,
and a distributed mini-firewall form the SVELTE frame-
work.

Resource limitations of IoT devices introduce the
fundamental challenge in the IoT-centric systems in
smart cities. With this motivation in mind, the au-
thors in [314] propose a hybrid IDS to co-operate with
the Constrained Application Protocol (CoAP) in public
transport systems. The proposed IDS is based on the
analysis of communication patterns. The experiments
show that the integration of the anomaly-based IDS with
machine learning approaches such as neural networks
can meet the system level security requirements of ap-
plications in smart cities.

6.2.3. Authentication
Continuous authentication and verification has ap-

peared as an inevitable functionality for participat-
ing devices in smart city applications. To address
this challenge, hybrid solutions which combine behav-
ioral pattern mining/recognition with the conventional
biometrics-based hard authentication techniques have
gained popularity.

The socialization of smart objects concepts was first
introduced in [331] The integration of the IoT and so-
cial networks was presented in [332]. These two stud-
ies are important to acknowledge since they have the
potential to form a basis of the concept of continuous
and/or behavioral authentication in smart city applica-
tions. Shortly after the introduction of the social IoT
concept, social network-based behavioral study for the
mobile nodes in an IoT system was presented in [333].

It is worth noting that soft-authentication solutions
(e.g., behavioral authentication) are not expected to re-
place biometric authentication, which is still the most
promising method in end user authentication. How-
ever, biometric authentication also suffers from few vul-

nerabilities and more importantly performance penal-
ties. Biometrics-based authentication can be catego-
rized into hard and soft biometric authentication groups.
As stated in [334], the former denotes authentication
methods using physiological features such as finger-
prints, facial image, and iris scanning whereas the latter
denotes habitual signature such as including handwrit-
ing, keystroke dynamics, and social networking. Soft-
biometric-based continuous authentication methodolo-
gies use behavioral patterns of users or nodes by aiming
at improved robustness and non-intrusiveness during the
authentication procedure. Hence, recent research on
continuous authentication uses behavioral features such
as SMS, phone calls, browser history, location, gestural
patterns on touch screens to address these aims through
implicit and continuous procedures [324, 325, 326, 327,
328].

Smart environments such as smart homes offer rich
contextual information regarding the interaction of the
users with the environment. Thus, the contextual in-
formation helps the platform define behavioral biomet-
rics that can be used for continuous authentication of
the users [335]. An example of interaction-based be-
havioral biometrics is the gestural patterns on touch-
screens [329].

As smart cities can be considered as a superset of
smart environments, behavioral biometrics can be con-
sidered as a well-suited method for system-level se-
curity of smart city applications [336, 337]. The ap-
plicability of behavioral biometrics in smart environ-
ments has been investigated by the comprehensive sur-
vey in [330] by considering smart homes, smart media
devices, smart traffic systems and smart health.

In [323], continuous verification on mobile devices
is based on the behavioral patterns of smart mobile de-
vice users on various social network platforms. The
idea behind continuously authenticating the users on
smart mobile devices is that smart devices can be used
in participatory sensing campaigns [33]. A minimal-
ist view of the continuous verification to ensure system
level security is illustrated in Fig. 4. Conventional ver-
ification schemes such as pin codes/passwords or fin-
gerprints/face recognition may lead to disruption and
performance reduction. Many researchers have pointed
out the security vulnerabilities of pin code/password-
based authentication [338], where the security assur-
ance by biometrics introduce a security-implementation
cost trade-off [339, 340, 341, 342]. To address this
trade-off, a mobile behaviometric framework can moni-
tor and assess the social activity on the mobile devices,
which is introduced as the sociability signature.

Table 9 summarizes our discussion about system-

42



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Liveness 
Detection

Liveness
(4)

B
io

m
etric 

in
p

u
ts (3

)

Biometric 
Analysis

Storage

Compute 

Servers

FAIL (2b)

PA
SS

 (
5

a)

FAIL (5b)

Figure 4: Continuous authentication scheme proposed in [322][323]. The proposed approach aims to strengthen the biometrics authentication
through behaviometric properties. The motivation is that biometric authentication cannot be called on continuous basis whereas behaviometrics
can be adopted as soft-biometrics to overcome system-level security attacks, particularly aiming at identity spoofing.

level security concerns and select number of proposed
solution.

7. Open Issues and Challenges

This section presents open issues, challenges, and op-
portunities for future research in smart cities by focus-
ing on the sensing, communication and security planes.

7.1. Sensing Plane

First and foremost, wireless sensors are powered by
batteries, which introduces the most important chal-
lenge to the research in this field. While there are few
studies on RF energy harvesting for wireless powered
sensors [23, 343, 344], energy harvesting for IoT sen-
sors will remain an open issue for the next few years
as efficiency objectives have yet to be met. Direct inte-
gration of sensing devices on passive and semi-passive
RFID tags by printing sensors on flexible plastic RFID
labels, as well as integration of sensors with energy

scavengers to extend the applications have been pre-
sented in [85]. Thus, besides architectural, hardware
and software design for sensors, fabrication of sensing
devices based on electrical properties remains a chal-
lenge in the sensing plane of a smart city system. Ad-
ditionally, because of their low power budget, IoT sen-
sors cannot readily implement encryption into their op-
eration; this fact makes them vulnerable to attacks that
aim to steal their data [298]. As mentioned earlier,
mobile crowd-sensing is a revolutionary paradigm to
enable non-dedicated sensing in smart cities. While
testbeds are being implemented, in order to test
new techniques and methodologies for effective in-
centives, energy efficient crowd management, and
privacy of participants, availability of realistically
designed simulators is crucial [345]. As currently
available simulators and platforms assume that the
IoT devices in a mobile crowd-sensing system are
equipped with 3G/LTE, WiFi and Bluetooth com-
munication capability, in the 5G Era and beyond,
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Table 9: The list of system-level security solutions in smart city applications

Smart City

Application
Problem Solution

Generic

Man-In-the-Middle-Attack Secure Session Key +ECC [317]

Network-Layer Security Encryption, Authentication, Key Management [318]

Intrusion Detection Artificial Immune Systems [319]

Sinkhole and Selective

Forwarding Attacks
SVELTE [320]

Smart

Transportation
Intrusion Detection Communication Pattern Analysis [314]

Soft Biometrics Authentication
Behavioral Pattern Analysis

[324, 325, 326, 327, 328]

Smart Environments Continuous Authentication Gestural Pattern Analysis [329]

Smart Homes,

Smart Traffic Systems,

Smart Health

Implicit Authentication Behavioral Biometrics [330]

Participatory and

Opportunistic

Sensing

Continuous Authentication Sociability Analysis [323]

the presence of augmented reality and virtual real-
ity (AR/VR) devices will need to be integrated with
the crowd-sensing campaigns. Therefore, existing
testbeds as well as simulators call improvements that
consider the integration of AR/VR devices in the IoT
ecosystem.

7.2. Communication Plane

Heterogeneous nature of the communication plane in-
troduces many challenges that remain unaddressed to
this date. A universal architecture that can address IoT
communication fragmentation is urgently needed. Since
majority of sensing and data acquisition is performed
through IoT nodes, congestion control in IoT needs to
be addressed to cope with the data explosion in IoT net-
works. Conventional TCP-based congestion control in-
troduces a significant overhead on the IoT nodes, while
choosing UDP over TCP will not solve congestion con-
trol effectively. As for next generation wireless commu-
nication systems, 5G mmWave requires careful model-
ing. Various studies have been presented in the litera-
ture [346, 347], however a final model to characterize
mmWave propagation is yet to be developed.

When WSNs are used in certain applications, antenna
placement and link quality assurance appear as two im-
portant challenges. For instance, as described in [348],

when WSNs are used in smart parking applications, an-
tennas should be placed only a few centimeters above
the ground to be able to be catch passing vehicles, al-
though such placement reduces communication range.
Moreover, the antenna is covered by the metal body of
the car, which further degrades the performance. There-
fore, the traditional topology discovery and routing al-
gorithms in WSNs cannot guarantee high performance
under dynamic arrival/departure patterns of vehicles.
Furthermore, interference-driven link quality degrada-
tion and consequent high packet losses have to be over-
come by novel solutions.

7.3. Security Plane

Challenges in the security plane are highly depen-
dent on the smart city applications and services. For
instance, smart meters are vulnerable to attacks that ma-
nipulate energy costs or leak energy usage information,
which may reveal unique behavioral patterns [349].
Therefore, novel solutions to hide sensitive patterns in
energy usage are required.

As mentioned earlier, continuous authentication is
still in its infancy; however it is envisioned to be an in-
tegral part of the security plane of smart city systems.
Therefore, novel schemes that take benefit of machine
learning, deep learning, and statistical signal processing
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techniques are emerging to achieve system-level secu-
rity in the smart cities.

As majority of the sensing infrastructure operates on
batteries, DDoS attacks may also raise serious threats
for the sensing infrastructure. Detection and defense
mechanisms against DDoS attacks on the sensing in-
frastructure, —especially in the presence of a hetero-
geneous sensing environment— are necessary.

8. Summary and Concluding Remarks

The advent of Internet of Things (IoT) and data ana-
lytics have paved the way to realize fully digitized, sus-
tainable, resilient, and effectively-serving smart cities.
The ultimate goal of digitization is to minimize human
intervention. Smart city applications and services in
the areas of healthcare, transportation, energy, public
safety, and environment require ubiquitous, pervasive,
resilient and efficient communication infrastructure to
ensure the highest quality of service and quality of ex-
perience. Internet of Things (IoT) bridges the commu-
nication between sensory data acquisition and decision
making over massive, heterogeneous and unstructured
data. Indeed security and privacy are the utmost impor-
tant design parameter for each individual component of
a smart city system.

This article studies the building blocks (i.e. planes)
of a smart city system by providing an architectural
overview and special emphasis on the sensing, com-
munication, and security planes. Smart city architec-
ture consists of the following five components: 1. Ap-
plication plane enables interaction with the end users
through various services, 2. Sensing Plane is solely re-
sponsible for data acquisition through dedicated and/or
non-dedicated sensors, 3. Communication Plane is re-
sponsible for ensuring efficiency and high quality of ser-
vice in the transmission of sensory data from the sensing
plane to the data plane, 4. Data plane is where the ul-
timate processing and storage services are provisioned
for the data acquired/generated in the sensing plane, and
5. Security Plane ensures confidentiality, integrity, au-
thenticity, and resiliency of the entire system through
crypto-level or system-level security solutions.

The survey is centered around sensing, communica-
tion and security planes considering the unique require-
ments of smart city applications. A detailed survey
of the state of the art for each of these planes is fol-
lowed by a thorough discussion on the open issues and
challenges. Moreover, in order to stimulate future re-
search, the survey provides insights to address the inter-
play among these planes to ensure ubiquity, pervasive-

ness, robustness, resiliency, and security of smart city
systems.
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