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Contemporary Technology Management Practices for Falitating Social

Regulation and Surveillance

Abstract

The opportunities provided by new technologies i§ygthat current societies
have an unlimited number of possibilities as regardproving the quality of their
citizens’ lives. Governments and some corporatiomesy simultaneously use such
technologies to achieve some of their goals wittwreater effectiveness than before.
However, the usages that governments and corposatitake of these technologies
could lead to an institutionalisation of practicdgt may be questionable. These
practices embrace the access and use of confilemtigrivate information by
governments, in addition to corporative practidest tmay violate some fundamental

liberties when corporations act as government bohators.

The goal of this research is to describe someefribst recent socially-relevant
social control and surveillance practices carriedl oy governments, along with the
irregular personal information management practferporations, through the use of
Information and Communication Technologies in therdpean Union and North
American regions. The research data have been tlken (academic, media, civil
society and corporative) publications availablenfrthe beginning of the 2000s to the
present. The findings show a wide variety of pradi(e. g., mass surveillance or the
violation of personal information privacy), whicpear to be more institutionalised in
North America, and particularly in the United Sstehan anywhere else in the
European Union or Canada.
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Introduction

Individuals from advanced societies are subjectotiservation, scanning,
digitisation, etc., by the authorities in orderfazilitate recognition and identification
and, ultimately, to achieve a minimum level of sbccontrol. To this end, the
authorities use new generation technologies toempht several practices. Perhaps one
of the most recent and illustrative examples ofubefulness of such surveillance by the
security forces is the central role played by tla¢adobtained, primarily as result of
these practices, in the resolution of the bomlchtt the Boston Marathon in 2013.
However, events such as the cases of Edward Snoardéunlian Assange show that
there have also been illegal practices within thenework of the surveillance to which
our society is subject.

Without questioning the efficacy of new technolagias regards solving
complex social and economic problems, one may wowndether our societies have
any limits by which to control our privacy. Authtes and large corporations have
frequently invoked security against terrorism amgbrioving individuals’ quality of life
as arguments to justify surveillance and the spogddometric controls. However, the
vast majority of society ignores the nature of pleesonal information that, as citizens
or users of contemporary technologies, peoplematthe hands of authorities and large
corporations.

For example, almost every time we use the Inteimebnnect to a service or use
an app, we click on to accept a document that amtalarge number of conditions and
terms of use without being aware of what exactlyaneeaccepting (Palfrey and Zittrain,
2011). And we very often do this because of thardegs communicate with others
(Turkle, 2011). As Boyd (2013) puts forward, thefaddt options could be a risk for
users because those options convey informationnghdn other words, there is always
a risk for Internet service users that their pevatformation may be made publicly
available by these services. In addition to thefadlt settings vary over time, and this
could cause problems for users if they do not wevle changes made.

Furthermore, all the transactions implied in thases, such as those made by
means of whatsapps, chats, messages, tweets, aiformsearches, commercial
transactions, etc., leave a digital trace with s@@aesonal information that is stored in
large databases and files in which it is possildeidentify us (Tufekci, 2014).
‘Globalisation’ also takes place more and more uesdly with our data

(Vaidhyanathan, 2011). This is in line with theiwrla put forward by Lippert and



Newell (2016), who also state that attention shdnddgaid to the fact that the business
models of large Internet companies, such as Fakehod Google, involve the very
efficient collection of users’ data. This has immely facilitated the tasks of security
agencies.

According to Décary-Hétu, Morselli and Leman-Langl2012), the problem is
that there would appear to be evidence that theniajof people do not have any
inconvenience as regards sharing their personatnrdtion, and there is no noticeably
significant social reaction against the notablaease in surveillance or a generalised
corporate demand to control personal informatigareing private lives.

Furthermore, it has become evident that biometechmologies are being
increasingly applied and deployed in real settinggnifying that all that is
characteristic of humans (e.g., faces, fingerprirg&.) is currently a source of
information. One example of this is the fact thavides equipped with cameras (e.qg.,
smart phones, tablets, etc.) are able to recogisises’ faces. In general terms, it can be
assumed that if a citizen is honest, the role dbrmation and Communication
Technologies (ICTs) may well be limited to makingrhis life more comfortable.
However, there do not appear to be sufficient tastinal debates regarding the
limitations and scope of contemporary ICTs andnmfation privacy. This, according to
the proposals put forward by Husserl, leads toritle of conceiving humans as things
(San Martin, 1987). To be more precise, it can did that there is, for example, a
commercial objectification of our faces in that tnecome clients from the moment we
are identified by a biometric device and we cowdécognised at any time without our
consent. As Décary-Hétat al. (2012) have pointed out, the potential presenfce o
biometry in our everyday environments such as ffizep home, mobile terminals, etc.,
therefore, seems unavoidable. This raises doulits \ekether it is reasonable to accept
biometry in all these environments.

In this context, it is worth asking what the impatiCTs and biometric systems
on society is. The problem to be addressed inrdssarch is accordingly related to the
new forms of social control and management of petkmformation carried out by the
political and economic powers. We shall, therefameestigate how some governments
make use of contemporary ICTs to, supposedly, ingtbeir citizens’ security, when it
could eventually be a method by which to increaseias control. We shall also
investigate the links between the free availabitifyaccess to Internet services (apps,

social media, etc.) offered by large corporaticihe default settings using by such



services and, principally, the management of usafetrmation that is made by those
corporations. Some research has, to date, addressedin relevant aspects of
governmental social regulation practices in coestriike the USA (Palfrey and
Sohoian, 2014), Ireland (Schneier, 2015), FranceSpain (Lippert and Newell, 2016)
without specifying any pre-defined temporal stuldiewise, it is possible to find some
literature dealing with irregular personal informatmanagement policies and practices
recently carried out by specific companies (Ramo2étlO; Vaidhyanathan, 2011;
Schneier, 2015). The purpose of the research pgegbérerein is to fill in the gap we
have found in the literature concerning the idédifon and categorisation of common
social regulation or privacy management practicasied out by governments and
corporations, respectively, during the period 2@016 in North America and the

European Union.

1. Social control in historical perspective

The problem of social control has been subjecesearch since Sociology first
appeared as a discipline. In fact, the term s@oatrol originally alluded to the societal
ability for self-regulation, although during the33, the term started to be conceived
predominantly as individual conversion to confogr{iRoodenburg, 2004). Some other
authors have been responsible for the existencsvafdifferent control approaches
since the 1960s. One is that of North America, Whremphasizes the social processes
involved in the construction of consensus and aonity. The other is that of European,
which focuses on the juridical and institutionapeessions of the State (Horwitz, 1990).

According to the arguments of Janowitz (1975),dbecept of social control is
closely related to social order, and takes plac¢éhé institutions of several modern
societies, including those constituting the pillafshe welfare state (e.g., the inspection
of people receiving social services or subsidesg productive system (e.g., the
surveillance of employees’ activities or of usefxertain services), politics (e.g., the
follow-up of voters’ opinions by means of societakearch) or the educative system
(e.g., the design of university degree curriculla)a dialectics between elite and social
collectives, some researchers have indicated thevamce of transparency in the
interaction process as an effective instrument Ilyckv to avoid conflict (Sumner,
2012).

Another interesting contribution is made by Har¢2910), who has emphasised

the need for a historical analysis of the socialtictd process. This author is responsible



for the shift that this process has undergone frihra deliberative democracy

perspective, whose values are continually beingefreed and negotiated through

interaction, to the that of the unquestionable isifpan of a normative consensus, thus
leaving little margin for the plurality of viewpds

It has been argued that these perspectives hage Ed the term social to be
understood as a conscious process with a numbéunctions, including those of:
giving a meaning to and shaping our way of thinkiswgd being; provoking and
monitoring social acts and identities; and causihgprosecution of the dissident up to
the individual itself (Edwards, 1988; Sumner, 2012)

This vision contrasts with what has been put fodaay other sociologists, who
have argued that the new urban exclusion procemseshe origin of an increase in
violence and crime, apart from turning the socaitmol down (Sampson, 2012). Other
authors have attempted to draw a map of the prblyalmf certain collectives
committing crimes, theorising that it is more prblgathat individuals or collectives
who are not sensitive to the social consequencethedf crimes will commit them
(Bushmaret al, 2016). These authors have assumed that contamdigidual conduct
is a function of the existent links between thevitial and the social groups to which
they belong. If these links are sufficiently strotigat is, if they involve a high degree of
identification with conventional processes and ofiyes, adherence to forms of
authority or the sharing of socially accepted liglighen conformist behaviour will
predominate.

Gottfredson (2013) has argued that the transfémetoncept of social control is
based on the relationship among social agentsrendadncept of self-control. He states
that this type of self-control, which can be acgdiduring the first stage of infancy,
may be understood as the individual ability to faggiher/his own conduct in terms of
planning her/his acts, the postponement of heghtssfaction, and cohabitation with
frustration.

There is also abundant literature concerning tlects of control on a whole
society, sometimes referred to as societies ofrab(eleuze, 1992) or the disciplinary
society (Ewald, 1989), for whom the central idedhat society, in that disciplinary
state, creates a type of common language for adlskof institutions. This disciplinary
society refers to the generation of an exchangeablginuum space (Foucault, 1975).
For this latter author, disciplines are the languafjcontemporary societies, signifying

that corporal training practices are generaliseduth three processes. Firstly, there is



a mutation in the conception of discipline, whiateg from a blocking technique to an
effective mechanism with which to make individuaseful. Secondly, there is a certain
amount of liberation of disciplines, signifying tithe discipline is seen as instrumental
for general welfare. Thirdly, a centralised polereerges with the purpose of practicing
de facto global surveillance in order to make tl®l social body visible.

Literature has also paid attention to the role pec#ic techniques and
technologies as tools by which to govern conduidtsis, according to Rose (1997), the
concept of normality arose in the context of a aloconcern about ways of thinking,
conduct or expression that were considered negatidangerous.

The panoptical theories, which are very populasagial sciences, have their
fundamentals in Bentham’s architectonic planning dgsciplinary institutions. The
ultimate objective of this architectonic model wasachieve continuum, omnipresent,
horizontal and hierarchised individual monitorinfigr which purpose a tower was
designed from which guards could monitor individuathile being invisible to the
individuals being monitored. More generally, Deleu@l992) has stated that the
Panoptical model may be understood as a groupnetifins and regularities shared by
disciplinary institutions. With regard to self-caoolt the development of the panoptical
control techniques gave rise to a feeling of carmswurveillance that causes each
individual to exert self-control and conform bligdb the rule (Foucault, 1975).

1.1.ICTs as means of social control and surveilianc

New technologies have served as an impulse to pbécation of panoptical
theories in current western societies. Thus, thptcal model has been extrapolated
into ICT-based surveillance. Consequently, eledtrpanopticon (Robins and Webster,
1999) has been often thought as an effective, galveurveillance system in terms of
all speed, coverage, accuracy or size, so that Kiivances will make it possible that
the whole society is subject to surveillance (M&0602).

From another perspective, Poster (1995) has intexiuthe term ‘super-
panopticon’, pointing out that databases allow péicoprinciples to function as a
super-panopticon, which is a more general panoptigperating at the level of the
whole of society rather than being limited to parar institutions, as is the case of the
classic panopticon. In addition, this author bedgevhat the super-panopticon is more
discrete and less efficient as regards normalisatitan is a classic panopticon.

Moreover, Lyon (2001) stated that citizens activebntribute to the operation of the



super-panopticon since they provide it with theoinfation required for their own
surveillance as part of their daily life.

Other terminologies introduced around the concépte@panopticon include the
virtual or cybernetic panopticon (Whitaker, 1998)dahe Techno-panopticon (King,
2001), which refer to the panopticon that has arisem the application of digital
technologies specifically or new technologies inayal.

It has been claimed elsewhere that there has begansition from classic
institutional control to control carried out by saillance agencies, which are
constituted by a convergence of old and new dis@etveillance mechanisms. This has
led to the proliferation of automated socio-techhenvironments (Lianos and Douglas,
2000). Furthermore, individuals are tempted to iobteertain social or economic
benefits from the Internet (e.g., by accessingi@adr services), but this usually only
occurs if they can be monitored by ICT-based sllaraie systems (Haggerty and
Ericson, 2000).

The characterisation of control in the so-calletbdimation Society has been
subject to research by Robins and Webster (19999, vave pointed out that this kind
of society is more controllable, monitorable, angnsparent. In other words, in the
opinion of these authors, the Information Society more disciplined. Their
investigations complement others, such as thatritbescin Gandy (1996), whose main
claim is that in western societies, personal infation forms part of an economic logic
in a panoptical schema.

The usage of ICTs in the surveillance of urban epdtas also received a
considerable amount of attention recently. The aasmg number of surveillance
systems in streets, on public transport, etc., leds some social research works
specialised in urban areas to transform or adapp#noptic perspective. For McCahill
and Norris (2002) and Koskela (2003), the deploymeinthose systems can be
understood as a complex and advanced extensidregianopticon, thus allowing the
constant surveillance of moving individuals. In &igeh, according to Fyfe and
Bunnister (1996), surveillance cameras make it iplessto create anticipatory
conformity habits, since the individuals being alied interiorise surveillance as
something ubiquitous.

Other authors have highlighted that surveillanaegi cameras in urban public
spaces, unlike traditional disciplinary techniqussely allow a superficial image of the

individual to be obtained (Jones, 2000). In the&search on surveillance in urban



spaces, Graham and Wood (2003) have put forwartht#wy that digital surveillance
technigues make it possible to translate space antoontrollable language. From
another analytic perspective, Koskela (2003) hgeet that surveillance is founded on
the need to clean the public space of everythiag¢an be an obstacle to consumption
in such spaces. This theory connects with the wisiescribed by Davis (1990), for
whom security is a relative value as a functiom@dnomic possibilities. This in some
respects coincides with the theory of Bauman (1988p points out that the concept of
public space understood as a collective space isappkared, apart from the fact that
there is a real investment in the public sphergtiyate interests seeking to promote

consumption.

2. Method

This research is focused on investigating the eaturd scope of (1) detected
social regulation practices carried out by govemmismi@nd (2) corporative actions that
have to do with potential violations of ICT usepsivacy rights. The geographic area
researched was North America (i.e. the USA and @anand the European Union,
while the period of study was 2001 - 2016. Theaedeshould be put in the context of
an attempt to shed more light on how the new pgmadiegarding social surveillance
that arose as a consequence September 11th 2@0tkisg.

The specific research objectives we pursued aréotlosving:

In relation to governments, our goal was to detext categorise governmental
practices reported in the mass media, academicicatibhs or relevant Internet-
accessible contents, that have to do with the t1g&Ts for social regulation.

With regard to corporations, our objective was dentify and categorise the
practices of some corporations as reported in thgsrmedia, academic publications or
relevant Internet-accessible contents as regaelsish of ICTs to irregularly manage
personal information.

These research objectives were then used as admasisich to establish several
hypotheses for the above mentioned geographiceangddral scope, with the purpose of
discovering (1) whether the reported targeted guwental/corporative kinds of
practices are isolated from one another; and (2thér these practices are extended in
geographic terms. If so, it would be apparent thateast in the European Union and

North America, these kinds of practices are becgrmstitutionalised.



With regard to reported governmental practicestedl@ao social regulation, the
hypotheses tested are shown below.

* H1: There are a variety of reported governmentatfices involving the use

of ICTs that have to do with social regulation dgrthe period in question.

* H2: The same kinds of reported practices involtmguse of ICTs that have
to do with social regulation can be found in seveuntries of the two
geographic areas subject to research during thedpier question.

With regard to reported corporative practices eglatio irregular/questionable

personal information management, the hypothesesditase indicated as follows.

* H3: There are a variety of reported corporativecticas involving the use of
ICTs that have to do with irregular/questionablerspaal information
management during the period in question.

* H4: The same kinds of reported practices involtmguse of ICTs that have
to do with irregular/questionable information masagnt can be found in
several companies in the two geographic areas dulojeesearch during the
period in question.

In relation to data collection, we used the followviprocedure. First, academic
publications were obtained by carrying out a liteéra review through the use of
standardised tools employed in academic literaseseches, such as Google academic
and indexed academic databases available at ditutims. Publications in prestigious
mass media were then selected by using a web broalsag with terms alluding to the
meaningful research topics, such as ‘privacy’, iabccontrol’ or ‘electronic
surveillance’. Finally, those web portals that wegkevant to our research were selected
as data sources for our research upon the alluditime corresponding institution (i.e.
company, government or non-profit organisationyveb portals in some (academic or
mass media) publications selected for this research

The institutions/web portals selected as data ssuwere: AT&T, Credit Info,
Electronic Frontier Foundation, Facebook, Googl®vé&nment of Canada, AOL,
Internet Archive, LinkedIin,Mashable, Ministére datérieur (France), Wikileaks, and
Wired. In addition to that, the following media weused to search for relevant data:
Daily Mail & General Trust, Dow Jones & Company, &dian Media Group, Nash
Holding (Bloomberg), NBC Universal Media, The NewrK Times, Time Warner,
Tribune Company, and US News & World Reports.



The field work lasted for approximately one yeaoni February 2016 to March
2017.

The content analysis methodology was subsequesty tio analyse the data
(i.e. texts) collected as described above. The datdysis process took 1 about one
month and was carried out using the Atlas.ti safntaolkit (version 7). The main aim
was to find and describe a number of specific cagelsoth (1) the most socially-
relevant, contemporary ICT-supported practices agands social control and
surveillance carried out by governments and (2)-#0pported personal information
mismanagement by corporations in the period refletoeabove. In this respect, it is
worth pointing out that the corpus of analysis didt aspire to be statistically
representative, since there was no valid sampliagé for all the reported policies and
actions carried out by the governments and corjfporain the regions and period under
study and from which that representative body dbrmation could be extracted.
However, the selection sought to be exhaustivéoahg a systematic procedure as
regards searching gor and selecting informationt tvauld allow an accurate

description of the phenomenon under study.

3. Governmental mass surveillance practices involving Information and
Communication Technologies
3.1.Internet technologies-based mass surveillance
In January 2002, the USA Defense Advanced Rese&dject Agency
(DARPA) initiated the so-called ‘Total Informatiolhwareness’ (TIA) project, whose
mission was to register all kinds of digital tramssions (Tribune Company, 2002). As
Lyon (2014) has stated, the intention of this prbj@as actually to link users’ online
activities to searches for flights or financialrsactions. The rational for this project
was the US authorities’ belief that they might lxeao predict whether a crime was
going to be committed if they had sufficient daat the TIA was officially cancelled
being rejected by the US Congress owing to therowvatsy that it generated. However,
the George W. Bush government decided to keep ribjegb alive in an illegal, secret
manner. Moreover, president Obama did not cancel abmmunication-monitoring
programme once his presidency began (ElectronistiemroFoundation, 2016b).
One of the major massive scandals to have occuesehtly concerns what is
denominated as the ‘Massive interception’ softwgm®gramme, created by an

espionage network formed of several western cas{bow Jones & Company, 2012).
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This programme processed citizens’ communicationsrder to extract information
patterns. This programme affected the citizensesemal countries included in this
investigation, as reflected below in Table 1, whado contains information regarding
some activities that were carried out by that progne. Moreover, in order to save all
the data collected by the National Security AgerfBy5A) through the massive
surveillance of the Internet, this organisation bagdt a huge data centre whose cost
exceeded 1 billion US$ (Wired, 2014).
Insert Table 1 about here

The aforementioned network was also used to orgamisess-restricted fairs.
The presence of governmental agencies togethertadtimology supplier companies,
many of which were included in the Wikileaks fil@&/ikileaks, 2014) was usual at
these fairs. Furthermore, the USA government hes ethcouraged software developers
to improve the tools required for the massive sillaree of Internet activities, and
several large corporations have developed this tysoftware (Mashable, 2012). This
has been fruitful up to the point that, accordioy\tikileaks’ latest revelations, the CIA
used top-of-the-range software tools during théople2013-2016 in order to break into
the most common devices connected to the Inteineparticular, all smartphones,
computers and even Internet-connected televisiane been used as devices to collect
multimedia (i.e. voice, video and textual) informoat from at least USA citizens (The
New York Times, 2017).

Moreover, as has been pointed out by Pell and Sagh@014), the typical
customers of massive surveillance technology verdarpanies are other companies,
such as telecommunication operators and Interr@tigers, along with governments.
According to these authors, the commitment to spytreir own users or clients is
commonly imposed on customer companies. Likewisepraing to these authors, all
information flowing through the Internet or mobitevices, such as smart mobile
phones, is monitored by means of the devices seggly these vendor companies.
Large Internet corporations and governments, tbezefhave huge amounts of data
from their citizens at their disposal. Moreovegsh companies and governments have
argued that such data are useful to prevent indalgdfrom carrying out a certain action
or to detect anomalies (Time Warner, 2013).

According to Palfrey and Zittrain (2011), thereaidegal emptiness regarding
digital environments in the USA and, under the alted ‘third-party doctrine’, it has,

therefore, been assumed that an individual whontahly facilitates information to
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third parties must not expect her/his privacy tontaintained. In practical terms, this
means that if a consumer shares her/his data wabngany, the right to be legally

protected in relation to the privacy of those dadanes to its end (Pell and Soghoian,
2014). In addition, it is much more efficient forgavernment to ask companies for
personal data rather than obtaining these data diyg utraditional governmental

practices, such as listening to phone calls. Tigisifees that, if the government receives
news that a third party has carried out a partrcuiformation collection task about an
individual, the government benefits from that thpdrty rather than having to do the
task itself (Palfrey and Zittrain, 2011). In fattie principal technological corporations
receive thousands of requests concerning informatedvery about those corporations’
users or clients from the US federal governmenil @&l Soghoian, 2014).

Moreover, from the mid 1980s on, there has beeregallfigure for the
regulation of governmental demands in the USA whysa is to reveal the contents
electronic communications, such as e-mails, savexmputer systems. It is, therefore,
feasible for the US government to request datardagg an individual's location
without mediating any judicial approval (Calo, 201k 2010, the FBI consequently
made various requests to several Internet compavitasthe purpose of investigating
certain individuals linked to the Wikileaks issug@n, 2014).

Regulations concerning digital content and privaaye also been violated in
the European Union (EU), where companies are abllmelaw to supply their users
with all the data they have about the latter. As bhaen described in Scheneier (2015),
the social activist and ex-Facebook user Max Schréagether with other activists of
the ‘Europe vs. Facebook’ movement, have consetyubeen involved in a judicial
battle with the Irish government from the year 200®re precisely, and based on the
above-mentioned EU regulations, he has been unssfody requesting that the Irish
government apply the aforementioned regulationk vagard to Facebook, whose main
European headquarters is located in Dublin.

From the year 2002, there have been several ptegesgtentions in USA as a
result of the massive surveillance of the Interndttims of these detentions have
included non-USA citizens and minors (Daily Mail@eneral Trust, 2011a). This has
led to the situation in which, in 2012, a few dafter a young Irish man wrote a
humorous tweet saying that he would destroy Amedizang his planned holidays in
the USA, he was arrested upon his arrival in théa8d kept in jail for a few hours

after his interrogation (Athavale, 2012). Preveatdetentions have also been reported
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outside US territory. In the UK, it was discovertt protests were going to occur
thanks to the surveillance carried out. Moreoveme famous activists who were going
to participate in those protests were preventeth fattending them (Guardian Media
Group, 2011a).

Many of the practices described above have beehspeld in the mass media,
and have sometimes had considerable consequenceartular journalists. During
the Obama presidency, after government agenciesgiad on numerous journalists, a
number of federal complaints were, therefore, stilechiagainst the majority of the
journalists who denounced bad governmental pragt@aeounting to a greater number
than those submitted during the entire historyhef Y SA before the Obama presidency
(US News & World Reports, 2013).

In other countries, such as Spain, there has beether kind of mass
surveillance, which has had important consequemcésrms of privacy. In particular,
from the beginning of the 2000s, the Spanish gowemt has implemented a security
policy consisting of installing video cameras ire thuburbs with the highest reported
crimes rates. These cameras record real time vidthose contents are also analysed in
real time by dozens of members of the securitye®iocated in several control centres.
The purpose of this policy is crime prevention,aiddition to ensuring an effective
reaction should crimes be committed in the areceuntleo surveillance (Ramonet,
2010).

3.2.Biometric technologies-based mass surveillance

Another kind of ICT-based surveillance promoted amglemented by some
governments is that of biometric systems. In tespect, the Canadian government has
funded and developed the Nexus project, which wlaated to accelerate the transit
across the USA-Canada border (Government of Cana2@b4). With this project,
Canada intends to make use of the iris as a pdrsdeatifier, thus enabling air
travellers to cross the aforementioned border vapydly. It is sufficient to look at a
camera, which is designed to carry out iris recogmi and the authority allows the
transit of those individuals whose irises have heeognised.

The Nexus project was developed in collaboratiothh whe US government and
has several general objectives. Firstly, this mtoggms to make it easier for ‘low risk’
individuals tocross the USA-Canada border. Seconitllglso seeks to decongest the

terrestrial border offices of both countries atkpgaes. All of this allows those people
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who have pre-registered with the Nexus system ¢sscthe border in an easier and
faster manner than those who do not make use bEtiséem. This may by the reason
why the majority of Nexus users are in favour oftisg up Nexus (Desenne and
Jourdain, 2012). Moreover, borders on which Nexas been applied allow customs
officers to primarily focus on risk citizens.

In 2007, the French government and Paris airpéarsesl to develop the Parafe
system, which is also based on biometric technoldgiyistére de I'Interieur, 2012).
The purpose of this system is to modernise anderate transit across French borders,
such that all *honest’ citizens can cross them asdly and securely as possible.
Parafe, which requires for a previous registratawes this by taking fingerprints from

eight fingers.

3.3.Summary of governmental mass surveillance jpexct
As has been put forward previously, one of the noaiectives of this work was
to shed some light on the most relevant institatiised ICT-supported governmental
practices that have to do with social regulationah attempt to summarise the data
presented above, Table 2 includes the followingrim&tion:

. Practice, namely, a brief sentence describing éteatied practice.

. Publication This refers to the nature of the publication(syvimch the researchers
found information about the governmental practieeslysed.

. Government, that is, the government involved ingteetice in question.

. Collective, which refers to the kind of social emllive(s) affected by the practice.

. Technology, which provides information concerniing tkinds of technologies
amongst those targeted in this research that haea lnsed for surveillance
purposes.

Insert Table 2 about here
3.4.Data analysis of reported governmental massesliance practices
According to the data above, it follows that the gtf&vernment is involved as a
major player in most of the categories of practaetected. The publications describing
some of the practices targeted in this researclergyp stem from Academia. The
presence of the civil society, normally through N@lannels, and the mass media as
another relevant source of information, and whihaxtive denouncers of the practices

in question, are also noteworthy. Most of the atiles affected by governmental
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social regulation practices meet the condition eing ICT users. Finally, Internet

technologies are mainly employed to achieve govemai objectives in the context of

social regulation, although some biometrical systé@sed practices have also been
detected.

In summary, the following findings related to tleported categories of relevant
practices carried out by at least one governmetitinvthe geographic area under study
can be highlighted:

1. Mass surveillance, which plays some of the follayvinles: active participation,
direction, government’s coordination, research dedelopment or investment in
large technological infrastructures to improve nagweillance.

2. The control of people’s movements, including tdrrak border control,
preventive detentions and video surveillance.

The registration of all kinds of digital transmiss.

4.  Corporative services users and clients being hewlaccess to their data by the
corporations that provide these services.

5. The revelation of electronic communications witheetjuiring the authorities’
prior approval by introducing new regulations.

6. Court acts against denouncers of bad governmeraetipes.

Both hypotheses H1 and H2 can, therefore, be salblid in our geographical
and temporal space. Moreover, all of these findicgs be interpreted as evidence of
Foucault's proposals (see Foucault, 1975) whenr@yeed that contemporary societies
will tend to carry out practices involving a detfaglobal surveillance with the purpose
of making the entire social body visible. We hawnsequently found that several
western societies have, during the years sinceeganing of this century reported that
it is more and more common for their respectiveegoments to carry out this kind of
practices in a number of manners, which are commo@everal societies, at least in the
geopolitical area studied in this research. Theaemnars include: mass surveillance, the
control of citizens’ movements, the registrationcdfzens’ digital transmissions, not
supporting citizens’ aspirations to discover thdata registered by corporations,
irregular revelations of citizens’ electronic commuations and the promotion of legal

actions against complainants of such practices.
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These findings would also appear to support therthdescribed in Ramonet
(2010), which is focused on the apparent instihglsation of mass surveillance

practices carried out by some governments in thhef&an Union.

4. Corporate ICT-based practices involving citizens’ pivate information

Companies, in particular those offering Internetialonetwork-like services,
have strong economic incentives to both maintaimash of their users’ information as
possible and make it as shareable as is technifeabible (Tufekci, 2014). However,
from the psychosocial point of view, it is well kmo that, in the context of human
relations, it is not usually good for one persorkmow everything about what another
person has done, said or written (Turkle, 2011} Ginthe reasons for this last assertion
is, in line with what has already been pointed elgewhere (Calo, 2012), that
companies can make use of the information they ladbeit a person in a way that
could have negative effects on that individual.

One of the most extended corporative practices gstaimose detected in this
research is the participation of corporations i giobal massive surveillance network
in cooperation with certain governments, as publishy Wikileaks. In particular, these
companies have provided security agencies withr thesipective users’ information
without letting the latter know about the provisiohthat information. The majority of
these enterprises belong to the ICT sector, and/moiatnem are quite well-known, as is
the case of Apple, AVM Software —the developer o Paltalk service-, Facebook,
Google, Microsoft, Skype, which was recently acegdity Microsoft, Yahoo, and
Youtube, which is currently owned by Google. Buimpanies pertaining to other
sectors, along with those belonging to the massar(edy., CNN, Fox News, MSNBC
—currently owned by NBC), the financial sector (eMastercard, PayPal Holdings,
Visa), telecom operators (e.g., AOL before beingrchbasing by Verizon
Communications), commerce (e.g., Amazon), amongrsthWired, 2011; Nash

Holding, 2013), have also been found to be involvetthese activities.

4.1.ICT corporations
One of the most surprising practices detected roua ICT corporations, such
as Facebook and Twitter, is that consisting of y@agr out the mass surveillance of
users on the basis of their Internet activitiesgMable, 2012). On other occasions, there

seem to be clear privacy violations. Another aspéatterest concerning privacy issues
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is the report published by the Electronic Fronfi@undation (2016a), according to
which several large corporations have had an imporinfluence on policy makers,

which has originated from the pressure that som@pemies put on politicians to favour
those corporations’ interests within the contextU§ privacy legislation. For instance,

the Facebook, Google and Twitter corporations medidag achieve that a law proposed
by a Senator protecting children’s and adults’ @civ on the Internet was not approved
by the California Senate in 2011 (Tribune Compa&y,1).

The information that the Facebook Corporation hasut its users embraces
many different types of specific data concerninguanber of facets of their daily life.
These data may be easily found in pdf documentyfing words like ‘party’ or ‘sex’
in such a way that each user’s relevant facetd,dintg those related to their political
leanings, psychology or hobbies, may be inferrexinfthese documents (Scheneier,
2015). This signifies that even if a user of thedkok service has used this for a short
amount of time, Facebook will have a data file toait user which is much larger than
that which any security agency may have about #mesuser. In addition, if a user
clicks on the Facebook delete button in order tmaee information, this will,
nevertheless, be kept by Facebook. Furthermoree sesearchers have found evidence
that Facebook actively collaborates with governmlestcurity agencies (Pell and
Soghoian, 2014), and these researchers have shatethis company has dozens of
employees whose sole occupation is user survedlanc

LinkedIn, prior to its purchase by Microsoft in &uR016, set up its polemic
service acceptation conditions stipulating thatkkisiin corporation permanently owned
the information uploaded by users (Linkedin, 20I8)e Pinterest platform was also
surrounded by controversy in 2012 because its tefmse included the fact that this
corporation was the owner of the user contentsag@d onto that platform (Monoyios,
2012). Once these terms of service were publishedg & 2012, the scandal was such
that the corporation announced that from April 20h#%vards the term ‘property’ would
disappear from the clauses contained in its tefnis® (Mellow, 2012).

The privacy policy of Google Corporation has evdlvsince that first
established at the end of the 1990s as will becadtin Google (2016a). According to
the oldest privacy norms set up by this companyt®mweb site (Google, 2016b) in
January 4th 2001, user data can be revealed. Neless, according to the privacy
policy published before this date (Internet Archi®@99), user data are anonymous. It

is, therefore, possible to state that Google hagtesnthe information regarding the

17



oldest privacy policies from its web site for soreason. Moreover, the privacy policies
management of this corporation may lead one teebelthat there are no guarantees
that the use of the Google search engine is réadly. In addition, in January 2012
Google announced that it would modify its privaoyrms (The New York Times,
2012a). To be more precise, Google proceeded tdioenthe personal information
collected by its services and to save this inforomain a single profile (Time Warner,
2012). This new norm was published on March 1sZ@Eoogle, 2016c¢).

4.2.Telecom operators
According to one of the clauses included in the ATgrivacy policy, this
company will ‘assist in the prevention and investign of illegal activities and
violations of our Terms of Service or AcceptableeUlicies’ (AT&T, 2016). In this
sentence, attention is drawn to the usage of thé vpoevention’. Furthermore, an ex-
employee of AT&T showed sensitive documents to a-yovernment organisation,
and the information contained in those documentmatestrated that this company
collaborated in an active fashion in a programmesehgoal was to listen to telephone

calls (Electronic Frontier Foundation, 2016c).

4.3.Commerce corporations
In 2012, an article appeared in The New York Tirf#kL2b) concerning a man,
who apparently felt offended, causing trouble imaaget-owned shop in Minneapolis,
USA because Target was sending unrequested infamtd his underage daughter.
Moreover, the information, which was based on Imerhet shopping habits that this
corporation somehow knew, was useful only for peggnwomen. However, the
aforementioned man, who did not know that his deergtvas pregnant, thought that

Target was inducing his daughter to get pregnant.

4.4 Financial entities
In the year 2008, thousands of American Expresmntdiunderwent a significant
reduction in their credit limits with no prior nbtiation. When these clients noticed this
reduction, they contacted the financial entity uestion, and this entity then explained
that these clients had shopped shortly before ¢deation in the same places as its
defaulting clients (Credit Info, 2008).
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4.5.Mass media

In 2006, AOL published its users’ browsing histagce these were made
anonymous, that is, after substituting its usedgntity information for codes (AOL,
2006). However, only a few hours after, a huge rawetrsy arose because a journalist
discovered the identity of one particular user rafiralysing these browsing history
profiles (The New York Times, 2006).

In the year 2011, the UK society was shocked wherewspaper published
information concerning a female teenager who hah lmeurdered in 2002. Apparently,
according to the data registered on her mobile pheomeone had listened to and
removed information from her mobile phone after da¢e on which she was supposed
to have been murdered. This publication led herlfata believe that she might have
been alive at the time of those mobile operatibtmyvever, what had in fact happened
was that the News Corporation’s employees, withhigle of some UK police officers,
had tapped the mobile phone with the purpose @ioioig the first news about her case
(Guardian Media Group, 2011b).

4.6.Summary of ICT-supported corporative practiceslated to privacy
management
As has been stated previously, one of the objextiwehis work was to discover
more about the most controversial ICT-supportega@tive practices that have to do
with privacy management. Table 3 summarises tha dallected as regards the
management practices described above.
Insert Table 3 about here

4.7.Data analysis of reported ICT-supported corpive practices related to
privacy management
A brief analysis of the data in the table abovevadl us to underline that almost
all of the corporations identified are based in tH@A. The mass media has been the
most common source of information, followed by tinél society, by means of Non-
Governmental Organizations or individuals, and [jnacademia and corporate web
portals. The vast majority of the companies idedif that have carried out
mismanagement regarding personal information aatl tley have been involved in

privacy violations are from the technological sectinally, the social collectives most
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affected by the corporative users’ privacy managemeactices are the users/clients of
such corporations.
In summary, the following findings related to refear relevant practices carried
out by several companies can be highlighted:
1. Violation of the right to personal information paisy through the use of practices
such as:

a. Unconsented publication of users or clients’ data.

b. Non-communication of information supply of userscbents’ personal data
to governmental agencies.

c. Unconsented publication of users’ browsing/infonmrasearch histories.

d. Establishment of privacy policies with clauses wgaping cooperation with
the corresponding government for illegal actioresvpntion.

e. Participation in phone taps realised in the context governmental
programmes.

f. Delivery of all information written on smart abile phones to
governments.

g. Free disposal of users’ data for other users witttwair prior consent.

h. Successful actions, such as lobbying governmentd the purpose of
promoting corporation-favourable regulations conoeg information privacy
management.

2. Reduction of available financial credit with no yimus warning to the users
affected by this reduction.

Surveillance of Internet services users’ activities

4.  Sale of private data to governments.

Both hypotheses H3 and H4 can, therefore, be saiibld in our geographical and
temporal space. Furthermore, these findings seeraligate, at least in part, Tufekci's
theory (see Tufekci, 2014) in that more and morga@a@tions in several western
countries retain and manipulate the data we suggptitem in order to identify us and
take the corresponding actions, such as reducimgciadit (in the case of financial
entities), selling our data or monitoring our Imetr activity. Moreover, our findings
regarding the widespread reported multiple corpeggiractices that violate the right to
personal information privacy might, to some extentpport Vaidhyanathan (2011),

who claims that there is more and more globalisatioour data.
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These findings are also in line with that put fordvdy Boyd (2013), in that there is a
real risk for all Internet service users that theérsonal information may be made
publicly available by these services. Finally, aodings seem to reinforce the theory of
Bauman (1998), who argues that modern societies beartharacterised by a real

investment in the public sphere by private inteyesieking to promote consumption.

5. Conclusion

The current technological civilization is founded technical systems that are
capable of a number of tasks, including organismgnaging and controlling fluxes
(goods, information, and people). For example,bileenetric cards given to individuals
registered in biometric systems in the contextrofgets such as those described above,
make it possible to manage fluxes of people crgsaimorder. It can consequently be
stated that this type of projects constitutes adgexample of an ICT-based manager
model that characterizes contemporary technologimakties.

In view of the data obtained in this research,ah de highlighted that the
governmental and corporative control of citizensbipthe basis of ICT activity is a
clear reality in today’s western civilisation. Mopeecisely, this control is more and
more extensive in western societies that are highked to ICTs in a growing number
of everyday life facets. In this respect, and incadance with that stated by an ex NSA
agent, all communications carried out electronychlf US citizens have been spied on
(NBC Universal Media, 2009). Moreover, in line witlurkle (2011), citizenship can be
said to have favoured this espionage because dfitihens’ desire to make all aspects
of human life more comfortable by using ICTs as mas possible. However, in this
research it has become clear that numerous ingasfcacademia, prestigious mass
media, corporations and civil organisations (maiNIgOs) have stated, either directly
or by publishing information, their position agditise contemporary ICT-based highly
sophisticated control to which western societiessabject de facto.

Taking into account the capacity and the scopéhefpractices carried out by
massive global surveillance networks, it can bera#d that if something is digitalised,
then it is not really a private issue. In other @grit could be admitted that the digital
alter ego of each individual is totally controlldd. this respect, citizens’ capacity to
react is very limited if we assume that governmdmisw all the relevant aspects of
those citizens who use intelligent smart mobiler@soor the Internet, that is, virtually

everyone.
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It is also worth noting that the results from thesearch are consistent with the
more general theory contained in Castells (200092 the sense that there is some
collaboration among the elite members of the teldgyy communication, politics and
economy sectors as regards facilitating an effecsecial control in our society.
Furthermore, all this takes place within a contelxaracterised by highly intensive
globalisation and technological revolution procssaecelerated by the use of Internet
technologies and their associated services.

In relation to biometric technologies, it is usyallssumed that the greater the
number of security technologies, the more protectidgizens receive (Magnet and
Mason, 2014). In this respect, it can be said thatlatest generation of passports are
quite secure, because they contain a very sopdtisticidentification system for
signatures. More precisely, these passports inchodee sort of hologram, apart from
other integrated technologies and a picture. Takimg into account, it might be
asserted that it is not necessary to add more isetechnologies to passports. In fact,
the current proliferation of biometric technologissems to be a result of artificial
necessities created in order to justify corporaegies rather than a social demand.

In general terms, a certain social concern witharégo the deployment of
biometric systems has become apparent. In additi@re is some fear regarding a
number of issues that cause social controversy) asattacks targeting personal data
or the use of personal data files with a differpatpose to that which is authorised.
Similarly, security restrictions are increasingsirch a way that the search for infallible
systems is providing promising results and thusnome up new opportunities (and
market) for corporations to do business.

It would appear that citizens are becoming accustbto new ICTs, and to the
Internet and biometric technologies in particuldore precisely, it has become
apparent that more and more human functions asgaed to ICT-based systems. This
leads to a situation in which citizens are unablaliscover many details as regards
problem solving, but only whether or not somethiings an alarm, works, accepts, and
so on. This phenomenon may lead to a loss of dattheo social attitude as regards
confronting new challenges, including conflictivluations in terms of all moral values,
interests, etc.

A social paradox might be taking place. On the logyad, the social acceptability
of new ICTs implies the social requisite of respfmt privacy by governments and

corporations, something that is apparently not oewy in western societies in a
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number of specific situations reported in this aesk. On the other hand, the users
acceptance of these technologies conveys the arhant of minimal user effort, such
as being identified by the authorities when crag&iarders.

Citizens should prompt their politicians and gowveemts to force security
agencies to operate in another manner in relatiothé management of personal
information based on the misuse of contemporaryslQm this respect, in the USA
there is still no effective norm regulating praesc allowing corporations and
governmental agencies to protect citizens fromrtemanagement of personal data.
Moreover, all this occurred during the Obama prsay and despite his own
declarations against these kinds of abuses befecenting president of the USA
(Obamaspeeches, 2009).

However, in the EU context, there are some goodneles of the fulfilment of
citizens’ demands for digital privacy. In particyléhe French institutional system for
citizens’ rights in relation to ICTs can be higliligd. This system represents a
paradigmatic case of institutional citizens’ proi@e against possible abuses regarding
privacy violations involving ICTs in that two ingitions play an important role
(Ramonet, 2010). Furthermore, there is an ageraaped CNIL, which is in charge of
monitoring this freedom, and some of its main fiort are those of authorising and
creating binding reports concerning the acceptstmli new technologies in addition to
the data or information that these technologiesdleaor save. Thus, given a new
technology, CNIL forbids its deployment until thatiéy in charge of exploiting that
technology has received the corresponding CNIL @ightion for the new technology
to be put into routine use.

In the future, we shall carry out research intodpparent fact that the majority
of people do not have problems as regards shaneig personal information without
really knowing the consequences that that shariag rmply. We shall additionally
investigate whether, as we believe, there doesyebtseem to be a significant,
coordinated and strong social reaction againstnibi@able increase in surveillance,
biometric controls or personal information revealerbugh the irregular management
of ICTs. Finally, we plan to shift our focus froimetdescriptive perspective taken in this
work to an explicative one by exploring a numberfatets involved in theoretical
works, if any, or the testing of hypotheses clagnimstitutional, conscious ICT-
supported personal information mismanagement byesaointhe most popular ICTs and

companies. In line with this, we will carry out ariety of case studies regarding the
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privacy policies undertaken by these companies roleroto attempt to test these

theories/hypotheses.
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Table 1 Activities and countries subject to massive espioga

Massive espionage activity Affected countries

Internet monitoring Canada, USA; UK, France, ItaMolland, Germany
Hungary, Poland, Sweden

Phone monitoring Canada, USA; UK, France, ltaly, lldw, Germany
Hungary, Poland, Sweden, Czech Republic.

Troyans Germany, UK, France, ltaly

Speech analysis USA, Spain, UK, France, Italy, Genyn Czech Republig,
Belgium, Denmark.

Source Wikileaks (2014).
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Table 2. Governmental ICT-based social control pratices

Practice Publication Government Collective Technolgy
Participation in| Wikileaks Canada Phone andinternet
massive surveillance (2014) UK Internet users
network. USA
Human control in| Desenne and Canada ‘Low risk’| Biometry
borders. Jourdain (2012) Canadian
citizens
transiting to
USA by road
USA ‘Low risk’ USA

citizens
transiting to
USA by road

Registration of alll Electronic USA Phone and Internet

kinds of digital| Frontier Internet users

transmissions. Foundation

(2016b)

Application of the| Palfrey and| USA USA users of

‘third-party doctrine’. | Zittrain (2011) services
companies

Unauthorized Pell and| USA Individuals and

revelations off Soghoian (2014 NGOs involved

electronic in Wikileaks

communications.

Support to software Mashable Internet serviceg

tools development for (2012) users

Internet-based

massive surveillance|.

Erroneous  massive Daily Mail USA citizens,

surveillance-based | Trust & General Foreign tourists

detentions. Trust (2011a) in USA.

Preventive Guardian Media UK UK  dissident

detentions. Group (2011a) citizens

Complaints against US News and USA USA journalists

governmental bad World Reports

practices denouncersg. (2013)

Public investment in Wired (2014) USA Internet users

centers for massive

processing of

espionage data.

Unfulfillment of | Scheneier Ireland European

European regulations (2015) Facebook users

concerning citizen’s

rights.

Unauthorized Police Lippert and| France Football

mass videa Newell (2016) matches

surveillance. assistants

Spain Pedestrians  of

conflictive
suburbs

Source Own elaboration.
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Table 3. Corporative ICT-based privacy management gactices

Practice

Publication

Corporation(s); affected colletive(s)

Individual privacy violation.

Electronic Frontie
Foundation (2016a)

rAcxiom; USA Internet users.

Delivery of wusers’ data toWired (2011), Nash Amazon, Apple, AVM Software, Facebook,
governments  without thoseHolding (2013). Google, Microsoft, Skype, Yahoo, Youtube,
ones’ knowledge. CNN, Fox News, MSNBC, Mastercard,
Paypal Holdings, Visa, AOL; their respective
users.
Reduction of available credjtCredit Info (2008). American Express; American Eegw users.
without any previous warning.
Publication of ‘anonym’| AOL (2006), The| AOL; AOL users
browsing profiles. New York Times
(20086).
Privacy policy involving support AT&T (2016). AT&T; AT&T users.
to authorities in illegal activities
prevention.
Surveillance based on InterneMashable (2012). CNN; CNN customers.
activity.
Lobbying on USA governmentElectronic  Frontierl Facebook, Google; their respective users.
to achieve favoring legislation. | Foundation (2016a),
Tribune Company
(2011).
Surveillance of users Pell and Soghoian
communication and delivery qf(2014).
the results of such surveillange
to authorities.
Participation in the global Mashable (2012); Amazon, Apple, AVM Software, Facebook,

surveillance network. Nash Holding (2013). Google, Microsoft, Skype, Yahoo, Youtube,
CNN, Fox News, MSNBC, Mastercard,
Paypal Holdings, Visa, AOL; their respective
users.

Massive surveillance of clients’ Mashable (2012). Fox News; Fox News customers.

activities in Internet.

Frequent changes of privacyGoogle (2016a| Google; Google users

norms. 2016b).

Hide of the privacy policy’s Internet Archive

scope. (1999).

Lack of guarantees regarding fe&/aidhyanathan

services. (2011).

Integration of each userThe New York Times

information piece available in, (2012a).

or inferred from, its platform.

Attempt to appropriation of the LinkedIn (2016b). Facebook; Instagram users.

information uploaded by users

into its platform.

Violation of the journalist Guardian Media News Corporation; News Corporatign

deontological code. Group (2011b). clients.

Electronic surveillance. Ramonet (2010) Olivettiivetti employees.

Access to its customers’ Intern
information accesses.

efThe New York Times
(2012b).

Target; Target customers.

Sale of GPS data.

Daily Mail & Gener

allom Tom; Tom Tom customers.

Trust (2011b).
Lobby against regulationsTribune Company Google, Twitter; their respective users.
protecting infants’ digital (2011).

information privacy.

Source Own elaboration.
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Highlights

e Mass surveillance is institutionalized in North America and Europe
¢ Social control and surveillance are carrying out by governments through ICTs
¢ Irregular personal information are carrying out by corporations through ICTs



