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20.1 Introduction

Following the discussion on the contributions of Internet of Things (IoT) in
health science and management in previous chapters, this chapter describes a
prototype of IoT system designed specifically to help children with autism
spectrum disorder (ASD) who are notoriously known to lack some social skills.
Specifically, the application is designed to help both users with or without ASD
to recognize their emotion in order to facilitate social interaction. Since the
effectiveness of the prototype has not been clinically tested, readers are advised
to consider it as another future IoT application in health and learning manage-
ment. In this chapter, we describe the design and development of such an IoT
prototype.

During a social interaction, it is important for all participants to interpret
correctly the emotional nature of the message being communicated in order to
avoid misunderstanding. Prior researches in the past decades have pointed out
the lack of emotion recognition skills and social interaction skills among
children and adults with ASD and the possible causal link between the former
and the latter (Harms et al., 2010, Baron-Cohen et al., 1993). Since all partic-
ipants in a social interaction should be held accountable for correctly inter-
preting other’s emotional state, the ability of neurotypical (NT) individuals to
recognize the emotion of children with ASD should also be evaluated. A small
number of recent works began to study these issues by empirically evaluating the
emotion expressiveness of individuals with ASD (Brewer et al., 2016; Macdonald
et al., 1989; Faso et al., 2015; Stagg et al., 2014). However, the research on the
ability of NT individuals in “reading” the emotions of those with ASD is still rare.
The study involving advanced technology is even rarer, appealing, and yet seems
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to be more feasible with the overwhelming focus on and success of sensing and
wearable technologies. In particular, would it be possible for a collection of
sensors and wearable devices acting as “eyes” and “ears” to collectively “label” the
emotion of individuals situated in a social environment engaging in natural
interactions? Drawn from earlier studies on psychology that have successfully
linked emotions with expressive body movements (Boone and Cunningham,
1998; De Meijer, 1989), researchers have advanced our understandings of
discern emotion of NT individuals from such multimodal data, including facial
expression, hand gestures, body movements, and so on (Camurri et al., 2003;
Kapur et al., 2005; Gunes and Piccardi, 2007; Robinson, 2014). However, there is
a lack of work to assist NT individuals to understand the emotional states of
those with ASD under natural social interactions (Tang, 2016), which motivates
this study.

In this chapter, we report our early attempt to construct an IoT-based natural
play environment designed specifically to “read” the emotion of children with
ASD. The rationale behind this play environment is that the behavioral data
including children’s body movements and hand gestures provide rich data for an
emotion-learning algorithm (Mitchell, 2009), which is coined as an area called
computational sensing (Rehg et al., 2014). In order to capture valid behavioral
data, a naturalistic IoT environment was created that contains embedded
sensors, toys (e.g., LEGO® toys), and other objects, combined with the facial
and behavioral data captured by smartwatch, IP camera, and Kinect™ sensor to
“generate” emotion labels in the provided play environment where ASD children
and other NT individuals interact (Figure 20.1).
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Figure 20.1 The box-level view of a typical IoT environment. (Adapted from Karimi (2013).)



20.2 Background

20.2 Background

In this section, some background information on current research and devel-
opment, as well as the challenges of technology-based intervention on autism
spectrum disorder in China will be presented.

20.2.1 Current Approaches of Technology-Based Intervention on Autism
Spectrum Disorder in China’

Thanks to the numerous impressive works on technology-based intervention
(TI) (among many, Carter and Hyde, 2015; Beykikhoshk et al., 2014; Hong et al.,
2015, Seo et al., 2015, Tartaro et al., 2015; Tang et al., 2015), significant positive
outcomes have been achieved medically and clinically.

However, compared to the plenty of research efforts on the design and
evaluation of TI on ASD in the United States and Europe, there are a few
recently published works (Wang, 2015; Tang, 2016; Tang et al., 2015, 20174,
2017b; Tang and Flatla, 2016; Winoto et al., 2016a, 2016b; Winoto, 2016) in
Eastern Asia, but compared with its Western counterpart, the progress still lag
far behind (Sun et al., 2015). Until now, the number of ASD population (both
adults and children) in China is still undetermined (Sun et al., 2015). Indeed, very
few researches had been published regarding the assessment, diagnosis, and
early intervention strategies for children with ASD in China until recently (Sun
et al., 2015).

20.2.2 The Challenges of Technology-Based Intervention on Autism
Spectrum Disorder in China

As discussed earlier, the special education system in China is largely different
from that in developed countries such as the United States in that the majority of
children with autism would end up going to private educational centers to
receive education. There are also a number of government-funded special
education schools in each province or city, but due to the extremely limited
resources, the majority of these special education schools are largely inaccessible
to these children. In addition, there is a huge gap between the available number
of teachers who are trained to deal with children with autism and the needed
number.

1 The focus of this chapter is on the research and practices in mainland China (excluding Taiwan
and Hong Kong) where the diagnosis, assessment and technology-based intervention have been
far lag behind its neighboring countries and regions. For a more complete discussion of the
current practices and research progress in mainland China, readers can refer to (Tang and Flatla,
2016).
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Developing an affordable, portable, and personalized application that can be
delivered at home has become time-pressing. Familial, social, and cultural
factors could affect the participation, acceptability, and even outcomes of
therapeutic approaches (Zwaigenbaum et al, 2015). Therefore, to include
socially and culturally diverse populations in intervention, research is essential
so as to enhance and deepen our understanding of how technology can be
accepted, adapted, and deemed helpful across populations of individuals with
ASD (Tang and Flatla, 2016).

20.3 Related Work

Social interaction is inherently bidirectional (Halberstadt et al., 2001), requiring
individuals to recognize each other’s emotion and intent that is vital for their
action and behavior (Tang et al., 2017a, 2017b). In this section, previous works
related to emotion recognition abilities and emotion expressivity of individuals
with ASD will be discussed.

20.3.1 Emotion Recognition in Autism Spectrum Disorder

Individuals with ASD generally have a typical or delayed emotion processing
(World Health Organization, 1993). Most works in this area focus on examining
their abilities to perceive others’ emotions via their static facial expressions
(Harms et al., 2010; Baron-Cohen et al., 1993), which is typically attributed to
anomalies in facial expressions (Simmons et al., 2009). However, these empirical
studies have yielded mixed and even some contradictory outcomes: For exam-
ple, it is argued that previous research might have underestimated the emotion
recognition abilities via face among children with ASD (Peterson et al., 2015);
additionally, it is revealed that ASD children are more skilled in recognizing
emotion via body movements (Peterson et al., 2015). Others have failed to find
any significant differences between NT and ASD groups involving basic emotion
recognition tasks (Baron-Cohen et al., 1993, Baron-Cohen et al., 1997; Harms
et al,, 2010).

20.3.2 Emotion Expressiveness of Individuals with Autism
Spectrum Disorder

Unlike the many research to study the emotion recognition ability of individuals
with ASD, very few empirical studies have been reported on their emotion
expressiveness (Brewer et al., 2016; Macdonald et al., 1989; Faso et al.,, 2015;
Stagg et al., 2014). Emotion expressiveness includes the abilities to understand,
mimic, and pose various emotions; of these, the first requires mental
understanding of emotion and its communicative value, and the last two



20.3 Related Work

require facial muscle movement skills and proper feedback. Prior researches
showed that children with ASD have reduced facial muscle movement during
playing (Czapinski and Bryson, 2003), “atypical” looks during emotional story-
telling (Grossman et al., 2013), and decreased proprioception awareness levels
toward their own facial muscle movements (Weimer et al., 2001), all of which
might decrease their emotion expressive abilities (Brewer et al., 2016). Taken
together, it might reduce the quality of their social interaction, and negatively
affect the participating NT individuals.

20.3.3 Emotion Recognition by Neuro-Typical Individuals

To date, very few literatures have reported empirical studies or technology-based
design for helping NT or ASD individuals to recognize the emotions of individuals
with ASD. For example, Park et al. (2012) proposed a system framework for
teaching children with ASD to identify their own emotion through body language,
without implementing it. A recent study discussed an early pilot study of utilizing
a portable motion sensor to continuously capture the facial landmark data of
children with ASD when they are watching a video; the temporal facial data will
then be used to automatically generate emotion labels to inform NT individuals so
as to facilitate the social interaction between NT individuals and those with ASD
(Tangetal., 2017a, Tang et al., 2017b). Compared with an overwhelming number
of previous studies probing the impairments of emotion recognition among
individuals with ASD and implementing various computerized emotion-
recognition training application for individuals with ASD, applications such as
those proposed in Tang et al. (2017a, 2017b) that can assist them in informing
others (especially those NT individuals) of their emotion are highly desired
(Virnes et al.,, 2015; Tang et al., 2017a, 2017b; Tang, 2016).

20.3.4 Affective Computing, Multisensory Data Collection in Naturalistic
Settings, and Ubiquitous Affective Objects

20.3.4.1 Naturalistic Settings and Ubiquitous Affective Objects

Thanks to more affordable sensory and wearable technologies, impressive
improvements have been made in affective computing (Williams et al.,
2015). Physiological data can be obtained easily from various wearable affect
monitors (e.g., Fitbit Surge) and affordable sensors, including pressure sensors,
capacitive sensors, and GSR; user’s environmental information can also be
collected using other sensors, such as ambient light sensors, temperature meter,
PIR infrared sensor, and so on, which could provide relevant contextual
information to predict users’ emotion and eventually to help in mediating their
effects (Williams et al., 2015). Ertin et al. (2011) designed a multisensor suit
(a total of six sensors) to continuously measure a user’s stress level where
both body and ambient temperature data were obtained to monitor the body
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thermoregulatory and nervous system activation. These raw sensory data can
then be transmitted via Bluetooth to a central system consisting of an algorithm to
compute user emotions. Mitchell (2009) argued that various speakers’ informa-
tion such as their intonation, physical distance, body language, and other upper
body movements can be used to characterize their interpersonal interactions.

Affective objects refer to “. . . any physical object which has the ability to sense
emotional data from a person, map that information to an abstract form of
expression and communicate that information expressively, either back to the
subject herself or to another person” (Scheirer and Picard, 2000). This is
particularly important especially for people with physical or learning disabilities
(Williams et al., 2015). For the visually impaired who cannot identify emotions of
others, a glove (named as VibroGlove) with vibrations can convey that informa-
tion to the wearer (Krishna et al., 2010). Williams et al. (2015) go even further by
designing a fashionable actuator-based scarf that can be used to sense the
wearers’ emotional state using attached sensors and then helping them to
mitigate and convey their emotions to others via some actuators (e.g., LEDs).
However, in the initial user testing (including one with high functioning autism),
regarding whether to publicly share the user’s emotion, all participants, includ-
ing the one with ASD, strongly disapprove the design. As for the acceptability of
group emotion broadcast, all participants are more willing despite overall
reluctance except for the person with ASD and a visually impaired female
participant. The results showed a strong privacy concern on broadcasting user
emotion either at individual or group levels. In addition, the representation and
evaluation of emotions are simplified in the study, for instance, low body
temperature is associated with both “stressed” and “excited.” However, ambient
temperature might also have a significant impact on human being’s physiologi-
cal responses to daily physical activity (Tyka et al., 2009).

20.3.4.2 Sensing the Emotion from Behavioral Data Analysis

Some earlier attempts have focused on associating a specific emotion type with a
set of behavioral data. Pollick et al. (2001) showed that different qualities of body
movements can effectively be associated with distinct emotions. Castellano et al.
(2007) proposed an emotion recognition technique based on body movement
and gesture expressivity analysis by which emotional states such as anger, joy,
pleasure, and sadness can be learned. Rehg et al. (2014) pointed out the
drawbacks of current methods for acquiring social and communication behav-
ioral data, and thus proposed the adoption of a so-called behavioral imaging to
efficiently and effectively collect multimodal behavioral data through audio,
video, and wearable sensing. Since human behaviors are multimodal in nature,
these behavioral cues might provide rich information to construct user’s
behavior modeling. Such physiological data such as electrodermal, respiratory,
and cardiovascular ones can shed light on the quality of social interactive
behaviors that are not typically visible or observable to a therapist directly.



20.4 The Internet of Things Environment for Emotion Recognition

Similar to Rehg et al., 2014, Robinson (2014) suggested that emotional cues can
be automatically learned from facial expressions, tone of voice, body postures, and
gestures, which, if appropriately broadcasted, can assist individuals with ASD
overcome their notoriously known difficulty of being understood by others.

20.3.5 The Internet of Things in Monitoring and Tracking Individuals for
ASD Intervention

Although IoT has become increasingly popular in the health care industry, few
published research has been reported for its adoption in ASD till recently. Sula
et al. (2013) constructed a SmartBox featuring vibrator, light, smell, and sound
control with an aim to provide a calming and motivating environment for
autistic children when they are engaging in various learning activities. For
example, the room light will be changed to adapt to the child’s visual reading
preferences (reading mode); a smell control to maintain pleasant room smell;
vibrating the chair or bed to keep the child relax and calm. Children were asked
to wear wireless body sensors to detect their body and hand movement as well.

Karimi (2013) discussed an [oT framework for remote emotive computing where
such physiological variables and states were discussed for emotion data retrieval;
these variables include muscle relaxation and contraction (via a pressure sensor);
heart rate variability (via an on-chip two-electrode ECG), sweat (via a capacitive
sensor), attitude (via an accelerometer to monitor wearer’s body), and hand
movements. These data are suggested to be measured in a natural environment
where contextual awareness can be ensured and made meaningful for software
designers to conduct behavioral analysis in the application. When an object is
embeddedwithsuchsensors,itbecomesaffective object (Scheirerand Picard,2000).

In summary, although most of these previous studies have, to a certain extent,
effectively demonstrated the great potentials of probing the behavioral pattern of
both individuals with ASD and NT individuals with more unobtrusive and
efficient means, little research has been done on a wider adoption of various
kinds of embedded sensors on objects or toys and on-body sensors, and how
these sensing data can be combined with facial expression analysis, which
motivates the research here. Figure 20.1 illustrates the functional box-level view
of an IoT environment.

In the following sections, the system design and some initial analysis on the
potentials of such an environment will be presented.

20.4 The Internet of Things Environment for
Emotion Recognition

Driven by previous studies, an integrated IoT platform was developed and
discussed in this section.
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20.4.1 System Background and Architecture

To solve the privacy issues, this model is primarily designed for activities at
home, school, or medical centers; and it focuses on embedding some sensors
into “objects” children would play with (e.g., toys). The goal is to sense their
emotion indirectly or noninvasively because individuals with ASD tend not to
like wearable objects (Williams et al., 2015). Selective sensors are embedded into
children’s natural play environments to obtain their routine behavioral data
combined with other information retrieved from monitoring devices such as
Kinect and web cams to recognize the children’s emotional state so as to inform
their teachers, parents, or therapists.

Unlike the work by Sula et al. (2013) that requires the autistic children to wear
body sensors, the current IoT system did not consider it due to observations
from the numerous field testing in autistic educational centers and the feedback
from parents and special education teachers. These wearable sensors are
considered more intrusive to autistic children.

Figure 20.2 shows the overall system architecture, and Table 20.1 lists the
emotion-related physiological data and emotion-sensitive environmental data
recorded and stored in the system that follows the recommendation for remote-
emotive computing in Karimi (2013). Two types of sensors have been designed
to obtain information either from the human being or from the ambient
environment (Figure 20.2).

Emotion display

sensors

Figure 20.2 Overall system architecture.
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Table 20.1 Emotion-related physiological data and emotion-sensitive environmental data
in an loT environment for emotion recognition.

Emotion-related physiological
data

Sensors

Current loT
environment

Muscle relaxation
Muscle contraction
Sweat

Body movement

Heart rate variability

Pressure sensor
Pressure sensor
Capacitive sensor

Accelerometer

Wearable affect monitors

\/

v
Vv

Emotion-related behavioral data

Sensors

Attitude via body, head, and
hand movements

Facial expression

Motion capture sensors such as
RealSense™, Kinect, Leap Motion
and Myo™ Gesture Control
Armband

Motion capture sensors such as
RealSense™, Kinect

™

Ambient factors contributing

to emotion Sensors

Temperature Thermometer \/
Humidity Barometer vV
Light Light sensor X

In the next section, the details of the system setup, running environment, and
report on some initial findings will be presented here.

20.4.2 The Naturalistic Play Environment

In our current design, there are three types of measurements used concurrently to
sense users behavioral patterns and individual and group emotions (see Table 20.1):

a) Physiological (individual) measurement. heart rate and perspiration
(obtained via a set of Microsoft Band 2 worn by the target user)

b) Behavioral (individual) measurement. upper-body movements (including
head and hands), gestures and motions (obtained via pressure and touch
sensors), and facial expression (will be included in the future system design)

¢) Sociometers. embedded sensors and affordable depth and RGB-B sensors
(e.g., two sets of Kinect V2 sensors).
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Figure 20.3 An example of a testing room consisting of two sets of Kinect sensors, a
humidity + temperature sensor, two foam-like drawings equipped with capacitive sensors,
a 1 m? synthetic grass equipped with pressure sensor (max. 40 kg), and some LEGO bricks.

Figure 20.3 illustrates the initial setup of playing environment. An IP
camera was installed (above the play tables) to capture the play interactions
(Figure 20.4). Figure 20.5 demonstrates a play moment captured by the IP
camera; as can be seen, a player can touch the picture of a car where two
capacitive sensors were installed behind its wheels (Figures 20.6 and 20.7). The
collected touch-force data will be stored in the Cloud for later analysis.
Currently, our design goal is to use the sensors to obtain the correlation between
the level of touch force and the player’s mood.

20.4.3 Sensors and Sensor Fusion

20.4.3.1 Hardware Design on Emotion and Actuation

Motivated by prior work on the link between various emotional state and
biological and environmental triggers (Williams et al., 2015; Robinson, 2014,
Rehg et al., 2014), we embedded a number of sensors for the purpose of
collecting users’ behavioral, physiological, and environmental data. And similar
to the work described in Williams et al. (2015) and Tang et al. (2015), the sensors
were employed in the Arduino platform due to a wide variety of compatible and
affordable sensors available on the market. Table 20.2 lists the sensors used in
this work. In addition, there is also a plan to make use of wearable devices to
obtain users’ physiological data (Microsoft Band 2).
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Figure 20.4 An IP camera has been installed to capture the interactions between players
and the “affective” objects.

Figure 20.6 Two capacitive sensors embedded in the car wheel (a). A Windows tablet is
put to visually present the touch force at real-time (b).
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Figure 20.7 The testing of capacitive sensors, before (a) and after (b) touching the car
wheel; the data bar is seen increasing on the screen.

Table 20.2 List of sensors used in current environment.

Function Hardware components

Indoor temperature  (a) SEEED Grove — Temperature and Humidity sensor DHT22%
and humidity (b) Arduino UNO R3 (a microcontroller board)”

detection
(c) Dragino Yun Shield V1.19 (a strong shield for Arduino Board
for Internet connectivity and storage issue)

(d) SEEED Base Shield V2 Grove for Arduino® (can be plugged
into an Arduino as an expansion board)

Painting interaction (a) SEEED Grove — I12C Touch Sensor®

(b) Arduino Conductive Wire with Capacitive Sensing Library
Supported (for sensing the electrical capacitance of the human

body)
(c) Arduino UNO R3
(d) Dragino Yun Shield V1.1
(e) SEEED Base Shield V2 Grove for Arduino

Step-on detection (a) Pressure Sensor — 40 kg Pressure Sensor with HX711 AD
Module?

(b) Arduino UNO R3
(c) Dragino Yun Shield V1.1
(d) SEEED Base Shield V2 Grove for Arduino

a) http://wiki.seeed.cc/Grove-Temperature_and_Humidity_Sensor_Pro/
b) https://www.arduino.cc/en/main/arduinoBoardUno

¢) http://www.dragino.com/products/yunshield/item/86-yun-shield.html
d) http://wiki.seeed.cc/Base_Shield_V2/

e) https://www.seeedstudio.com/Grove-I2C-Touch-Sensor-p-840.html

f) http://www.sunrom.com/p/loadcell-sensor-24-bit-adc-hx711


http://wiki.seeed.cc/Grove-Temperature_and_Humidity_Sensor_Pro/
https://www.arduino.cc/en/main/arduinoBoardUno
http://www.dragino.com/products/yunshield/item/86-yun-shield.html
http://wiki.seeed.cc/Base_Shield_V2/
https://www.seeedstudio.com/Grove-I2C-Touch-Sensor-p-840.html
http://www.sunrom.com/p/loadcell-sensor-24-bit-adc-hx711
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I:I Pressure sensor =

Figure 20.8 The artificial grass with a 40 KG sensor at the center and controlled by an
Arduino board.

20.4.3.2 Pressure Sensors: Two Exemplary Play Scenarios

Two types of pressure sensors had been tested in the pilot studies: 40 KG
pressure sensor and a capacitive one. The pressure sensor is controlled by an
Arduino board (shown in Figure 20.8, at the center of the grass).

Each time the pressure sensor is activated, the self-calibration is conducted to
correct the initial self-weight value. Intuitively, the initial pressure value is 0, and
after the user steps on the grass (Figure 20.9), the value returned by the pressure
sensor will be adjusted based on the level of pressure.

A second type of the pressure sensor has been embedded in the back of the two
car wheels of a paper car toy (see Figure 20.6) that provides additional touch
points for children during their play.

Figure 20.10 shows one of the typical play scenarios where a tablet is used to
visualize the real-time temporal pressure values during the play. Figure 20.7
shows two testing outputs of the before and after the continuous pressures
derived from users’ interaction with the wheel.
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Figure 20.10 The play scenario where the tester is observed triggering the capacitive
Sensors.
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Arduino Units with
dedicated sensors

e B B

Figure 20.11 Anillustration of the data transmission and network management architecture.

20.4.3.3 Data Management and Visualization for Indoor Temperature and
Humidity Detection

For the purposes of managing real-time data from multiple sensors, a simple yet
efficient data transmission and management system had been set up whose
structure is shown in Figure 20.11.

Data capturing can be achieved by expanding a single Arduino board so that
it consists of four modules: Arduino Uno, Base Shield, Yun Shield, and the
sensors to serve their corresponding purposes (Figure 20.12 and Table 20.2).
Data collected by the sensor will be stored at a local server via a Wi-Fi router;
therefore, it will allow local computers to access and manipulate it
accordingly.

Emoncms,” an open-source web-app for data processing and visualization of
environmental data, had been deployed on the local database server. The
application provides rich functions to store, visualize, and export the sensor
data (Figure 20.13). It also supports JSON format making data transmission
between the Arduino Yun unit and the database server more feasible and

2 https://emoncms.org/
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sensor
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Figure 20.12 The Arduino unit at a closer look.

efficient. At present, the humidity sensor data had been tested with satisfying
preliminary results (Figure 20.13).

20.5 The Study and Discussions

20.5.1 Emotion Recognition through Microsoft Kinect

So far, the capacitive sensors placed on paintings, and the pressure sensors on
grass, as well as the HD Face SDK in Kinect 2.0 has been tested.

20.5.1.1 The Emotional Facial Action Coding System (EMFACS)

and Kinect HD Face API

Facial Action Coding System (FACS) is a widely applied approach for objectively
describing the facial animation (Ekman and Friesen, 1978). Six universal basic
emotions of happiness, sadness, anger, surprise, disgust, and fear were proposed.
Friesen and Ekman further proposed a methodology—Emotional Facial Action
Coding System (EMFACS)—to improve the aforementioned universal emotions
extraction strategy by directly analyzing the facial activities (Friesen and Ekman,
1983; Kanade et al., 2000; Mao et al., 2015) that was adopted in our current study.

In our preliminary experiment, only happy and sad emotions were studied.

Compared with the old Face Tracking API, HD Face APl in Kinect V2 not only
supports face tracking but also provides face capture capabilities, the latter
providing high-definition raw facial data nodes for further manipulation (Kinect,
2016). Kinect V2 API natively offers 17 Action Units (AUs); all AUs are assigned
with the numeric weight varying from 0 to 1, except for Jaw Slide Right, AU R4,
and AU L4 whose values vary from —1 to 1.

Itis known that several essential AUs in the FACS algorithm cannotbe directly
retrieved with the HD Face APL therefore, in our experiment, only AUL12, AUR12
(as Lip Corner Puller Left, Lip Corner Puller Right) are used to infer happiness,
while AU L4, AU R4, AU L15, and AU R15 (as Left Eye Brow Lowerer, Right Eye
Brow Lowerer, Lip Corner Depressor Left, and Lip Corner Depressor Right) are
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Figure 20.14 The face tracking testing environment where a set of Kinect sensors is
positioned to capture player’s facial expressions.

applied to infer sadness. Additionally, some initial experiments were conducted to
retrieve the proper thresholds for the different dedicated AUs and these updated
thresholds were fine-tuned before the actual preliminary experiment.

20.5.1.2 Emotion Recognition: Preliminary Testing Results
Due to space limitations, an initial testing on happy and sad emotions will be
reported here. During the preliminary experiment, both sitting and standing
status were examined. In each type of experiment, an NT tester was instructed to
play the toys laid out on the table freely where images of testing moment in the
sitting status are captured by Kinect V2 sensor (Figures 20.14 and 20.15).
Atpresent, the objective of our preliminary testing is merely to find the minimum
weights used in the calculation of different AUs so that we could establish a
relationship between the combinations of these AUs and the corresponding
emotion labels. We tested both sitting and standing positions in our preliminary
experiments. Ineachtype ofexperiment,an NT tester wasinstructed to play the toys
laid out on the table freely (Figure 20.11). During each play, the tester was randomly
instructed (fortesting purposes) toexpressahappyorsad emotion withoutinducing
his/her moods. Figure 20.16 shows the user interface of the module.”

3 The testing videos can be watched at: https://www.youtube.com/watch?v=8Y17gj7zrx4&feature
=youtu.be and https://www.youtube.com/watch?v =ZSyR1AE]Jgds&feature=youtu.be


https://www.youtube.com/watch?v=8Y17gj7zrx4&feature=youtu.be
https://www.youtube.com/watch?v=8Y17gj7zrx4&feature=youtu.be
https://www.youtube.com/watch?v=ZSyR1AEJg4s&feature=youtu.be

20.5 The Study and Discussions

Figure 20.15 The face tracking testing environment where the tester can be seen sitting
while playing the LEGO blocks.

20.5.2 Emotion Visualization and Broadcasting through Affective Object

After obtaining the emotion label, instead of simply returning the emotion label
to the user, the emotion label was visualized and broadcasted through colored
stripes (referred to as affective objects (Scheirer and Picard, 2000)) mainly due to
the following reasons (Figure 20.2):

e Individuals with ASD tend to appear very different outwardly than what they
might really be (through their behavioral and/or interactions in a social/
individual environment) (Picard, 2009); thus, it is vital to inform others of their
emotional state.

7 HOFace Basics - o X

KINECT o

FACS Emotion Monitor

Buider Status: Ready To Start Capture, Current Tracking ID: 72057594037935463
Start Capture ]

' <——— The 3D face captured by Kinect
HAPPY

Figure 20.16 The Kinect HD facial capture moment.
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e Previous studies have shown that many individuals prefer not to “broadcast”
their emotion/mood to others due to the privacy concern except for indi-
viduals with ASD who have difficulties expressing their own emotions
(Williams et al., 2015).

e Identifying and broadcasting the emotion states (of individuals either with
ASD or TD) to others (again including both types) are vital for successful and
effective communication (Williams et al., 2015; Picard, 2009)

In summary, instead of “announcing” the mood of the child to all the people in
the environment, such emotion display through “light-up table” is considered to
be more private—although it offers enough clues to other individuals to act
during social interactions. The affective object designed in our experiment is a
neo-pixel stripe embedded under a play table (Figure 20.17) that contains three
layers: The neo-pixel stripe was positioned on top of an ordinary play table and
covered with an acrylic board on which children can play with toys.

Our emotion visualization and broadcast module consists of two basic func-
tional units: emotion tracking and responsive units, as shown in Figure 20.18.

The table is controlled through the Arduino Uno board that is linked to a local
PC. Through the digital pin, the Arduino controller sends commands to the
stripe to display a corresponding emotion color (see Table 20.3 for the displayed
emotion color scheme used in the system (Nijdam, 2009)).

Figure 20.19 captures one of the testing moments when the player was happy
in playing.

|

; d
T T i
I e plaftabiB neo pixels stripe

Figure 20.17 The play-table embedded with the LED stripe (three layers).



20.5 The Study and Discussions

| ) I
I ._%, = I
1 ! : The tracking unit
| I
| |
|

Kinect V2 Bus PC

sensor

The responsive unit

Arduino Uno controller  The neo-pixels-stripe
embedded table

Figure 20.18 Two functional units in the emotion visualization and broadcast module.

Table 20.3 Correlation between each emotion and the displayed color.

Emotion Corresponding color RGB value
Happy Orange red (255,69,0)
Sad Light blue (34,219,182)
Fear Purple (128,0,128)
Surprise Hot pink (255,105,180)
Neutral Light green (144,238,144)

Figure 20.19 The happy moment broadcasted through the neo-pixel stripe-embedded
play table.
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20.6 Conclusions

In this chapter, the integration of a naturalistic multisensory IoT play environ-
ment has been presented; such an integration aims at capturing emotion-related
behavioral, physiological, and ambient environment data for emotion
recognition. The long-term goal of such a platform is to help NT individuals
“read” the emotions of children with ASD. By adopting [oT, it may reduce direct
intervention and interruption during children’s playing moment; hence, chil-
dren could enjoy their activities more naturally. The chapter presented the
system design and offered some early insights derived from the conducted
testing sessions on the potential of such environment.

At present, some sensors (including the facial data captured by the Kinect
sensor) are being tested separately. Achieving data fusion (i.e., integrating
data captured from the different sensors) for the purposes of generating
meaningful emotional label is one of our future challenges. Meanwhile, we
have also used and tested the Emotion API (part of the Microsoft Cognitive
Services*) to label user’s emotions: Although the application has been
successfully experimented on NT individuals, how or whether it can be
applied to children with ASD is unclear. As we have already mentioned,
inferring the emotion of those with ASD is very challenging (Tang, 2016,
Tang et al., 2017a, 2017b); therefore, it could be very useful if we could have a
training data set obtained from children with ASD that includes their
indicative emotional labels and behavioral patterns. One avenue to pursue
is to collect emotional behaviors of children with ASD by inducing their
emotion; another is to invite caregivers and parents living with them to rate
the generated labels from natural events (e.g., playing moments). Either way,
since the interest is to help caregivers and parents to better recognize their
children’s emotional behaviors in daily activities, the natural setting is very
important here. Inferences based on other emotional behaviors (e.g., heart
rate and perspiration) should be generalizable from NT individuals, since
those characteristics are sympathetic nervous responses.

Moreover, there are two immediate questions that require our attention here:
(1). How will the children’s emotion be conveyed to others (e.g., synthetic
speech, LEDs, etc.)? (2). Does the severity of disorder influence the children’s
emotional affect? If yes, how can this be incorporated into the existing models?
Regardless of these two questions, current work has demonstrated an early effort
to build an IoT-based natural play environment that would allow NT individuals
to better recognize ASD children’ emotion with the goal to open up another
possibility to establish better social interactions between them.

4 https://www.microsoft.com/cognitive-services


https://www.microsoft.com/cognitive-services
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