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Abstract Recent scholarship in business ethics has

revealed the importance of privacy expectations as they

relate to implicit privacy norms and the business practices

that may violate these expectations. Yet, it is unclear how

and when businesses may violate these expectations, fac-

tors that form or influence privacy expectations, or whether

or not expectations have in fact been violated by company

actions. This article reports the findings of three studies

exploring how and when the corporate dissemination of

consumer data violates privacy expectations. The results

indicate that consumer sentiment is more negative fol-

lowing intentional releases of sensitive consumer data, but

the effect of data dissemination is more complex than that

of company intentionality and data sensitivity alone.

Companies can effectively set, and re-affirm, privacy

expectations via consent procedures preceding and suc-

ceeding data dissemination notifications. Although implied

consent has become more widely used in practice, we show

how explicit consent outperforms implied consent in these

regards. Importantly, this research provides process evi-

dence that identifies perceived violation of privacy

expectations as the underlying mechanism to explain the

deleterious effects, on consumer sentiment, when company

actions are misaligned with consumers’ privacy expecta-

tions. Ethical implications for companies collecting and

disseminating consumer information are offered.
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Explicit consent � Intentionality � Personal data � Implied
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Introduction

Companies collect and disseminate a massive volume of

individual-level data, and public attention to this process

has been steadily increasing in the mainstream media

(Kroft 2014). In response, individuals, agencies, and pol-

icy-makers have become progressively more concerned

about how their personal information is collected, stored,

and exchanged (Acquisti et al. 2015; Phelps et al. 2000;

Walker 2016). For example, the Federal Trade Commis-

sion (FTC) has requested enhanced legislation and trans-

parency regarding the dissemination of consumer data

(FTC 2014). Much of this information is intentionally

purchased and sold in the burgeoning data brokerage and

analytics industries, which is a common practice between

and among companies. For example, Acxiom, one of the

largest personal data brokers with over $1 billion in annual

revenue, has an average of 1500 pieces of information on

over 200 million Americans (Kroft 2014).

Companies intentionally disseminate consumer data

with other entities for a variety of purposes beyond mar-

keting (e.g., to facilitate financial transactions, enhance

fraud protection, respond to service complaints, and com-

ply with legal requirements). As an example, according to
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Google’s online privacy policy, the company intentionally

shares a wide array of consumer data with companies,

organizations, and individuals outside of Google (2016).

Although users may consent to such policies, according to

a recent Pew Research Report (Madden 2014), 91% of

adults agree that consumers have lost control over how

their personal information is collected and used by com-

panies. From the consumers’ perspective, corporate dis-

semination of consumer data often goes unnoticed and

without incident (Dommeyer and Gross 2003), but this

practice—i.e., the dissemination of consumer information

by companies to a third party (hereafter referred to as ‘‘data

dissemination’’)—is common and occurs for a variety of

different reasons. For example, many instances of data

dissemination can be characterized as unintentional ‘‘se-

curity breaches.’’ In 2013, Adobe announced that hackers

had stolen nearly 3 million encrypted customer credit card

records, as well as login data for an undetermined number

of Adobe user accounts (Finkle 2013). Similarly, a sig-

nificant proportion of data dissemination incidences are

unintentional. For example, Facebook accidentally released

the email addresses and phone numbers of an estimated 6

million users who had set their personal accounts to ‘‘pri-

vate’’ (Facebook 2013). Importantly, these incidences have

been increasing at an astonishing rate with over 3.8 billion

consumer records having been released from January 2014

to January 2017 by companies spanning nearly all indus-

tries (e.g., media, health care, transportation, military,

retail, and financial services; Quick et al. 2017).

Despite its prevalence and consequential nature, there is

no empirical research documenting how data dissemination

affects consumer sentiment toward releasing companies in

terms of attitudes, trust perceptions, and other evaluative

judgments. In particular, the practice of data dissemination

varies across companies and industries. Yet, what remains

uncertain is how consumers react to data dissemination,

and the ethical implications regarding this topic. Moreover,

the relevant literatures make no distinctions according to

the type of data or the manner in which the data are shared.

Perhaps the prevailing assumption may be that all data

dissemination incidences provoke negative reactions. This

would be consistent with previous research demonstrating a

negative market effect following security breach

announcements (Campbell et al. 2003; Kannan et al. 2007).

However, many data dissemination incidences do not

constitute security breaches, and some may actually benefit

consumers. For example, according to Target’s privacy

policy, the company collects Flash cookies for fraud pre-

vention purposes and reserves the right to intentionally

share this information with fraud prevention agencies

(Target 2016). Similarly, Disney acknowledges that the

company intentionally shares consumer data to other

companies so that they can, ‘‘send you offers and

promotions about their products and services’’ (Disney

2015). Thus, still missing from prior research is an

understanding of how various data dissemination inci-

dences affect company perceptions, a theoretical explana-

tion for variations in perception, and an understanding of

the boundary conditions that influence these perceptions.

In what follows, we present three studies that empiri-

cally investigate the effect of data dissemination on con-

sumer perceptions toward companies. In doing so, we make

important contributions to the privacy literature. Foremost,

the current research extends and empirically substantiates a

contractual, norms-based view of privacy (Martin

2012, 2015, 2016). We contribute to this work by empiri-

cally demonstrating when company practices—in this case

data dissemination—violate privacy expectations. More-

over, we explore how companies can effectively set and re-

affirm privacy expectations through consent procedures.

Companies currently implement a number of practices

to notify the public of their privacy practices and to

establish privacy expectations. Consistent with social

contract theory, these practices typically adhere to con-

textually dependent micro-norms while respecting societal

principles (i.e., hypernorms) such as fidelity, security,

voice, consent, notice, and exit (Donaldson and Dunfee

1994; Martin 2012). For instance, many companies enact

opt-in/opt-out procedures when implementing email-mar-

keting campaigns to satisfy societal principles of exit and

to comply with legal requirements specified in the CAN-

SPAM Act. More specifically, the act prohibits businesses

from selling or transferring users’ email addresses once

they opt out, even in the form of a mailing list (FTC 2009).

Similarly, companies frequently implement consent pro-

cedures. Despite these efforts, previous research consis-

tently shows that, in response to current consent

procedures, consumers frequently ignore or misunderstand

these privacy policies (Milne and Culnan 2004; Milne et al.

2006). Yet companies frequently have consumers either

explicitly agree to their privacy policies (i.e., ‘‘explicit

consent’’) or indirectly grant consent (i.e., ‘‘implied con-

sent’’) by interacting with the company, or its subsidiaries,

in a way that facilitates the collection of personal data.

Explicit consent is a conscious act of permission whereby

individuals explicitly ‘‘agree’’ to the specific terms of a

given contract, policy, or agreement (Janssen and Gevers

2005). For example, in order to apply for a credit card at

the Bank of America, a consumer must check a box on the

bank’s webpage, indicating that ‘‘by submitting this

application, you: (1) acknowledge that you have reviewed

the credit card Terms and Conditions; and (2) agree to

submit your application for this credit card subject to those

Terms and Conditions’’ (see Web Appendix W1). Hence,

the act of checking the box is an explicit act of consent to

the terms and conditions. From a company’s standpoint,
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consent denotes agreement, but does not assure an under-

standing or commitment to privacy terms or conditions.

Thus, consent alone does not ensure an alignment

between consumers’ privacy expectations and company

practices.

Given the procedural difficulties often inherent in

obtaining explicit consent, many companies have adopted

implied consent techniques. Contrary to explicit consent,

implied consent is passively obtained without an explicit

act of ‘‘agreement’’ (Johnson and Goldstein 2003), which,

to our knowledge, has not yet been studied in the privacy

literature. In essence, ‘‘implied consent’’ occurs when

individuals take an action (e.g., accessing a Web site,

downloading an app, or purchasing a product) that pre-

supposes consent to specific privacy practices, policies, or

other agreements, but without formally providing verbal or

written permission (Veatch 2007, p. 40). For example,

when accessing the CNN Web site (CNN.com), a banner

provides notice of implied consent, ‘‘…by using this site,

you agree to the Privacy Policy and Terms of Service.’’

Similarly, when consumers create a new user account on

Redfin.com, the company assumes consent with the fol-

lowing, ‘‘by joining you agree to our Terms of

Use and Privacy Policy’’ (Redfin.com). Thus, both forms

of consent require a form of action. For explicit consent,

the action is a conscious act of permission to the privacy

policy, agreement, or business practice, whereas, for

implied consent the action is ancillary and an indirect form

of agreement.

In the current research, we illustrate the importance of

aligning privacy expectations with company actions to avoid

perceived privacy infringements and the malleability of

expectations. To substantiate our alignment account (see

Fig. 1), we explore the important role of consent type (i.e.,

explicit vs. implied) in matching privacy expectations with

company actions. Consistent with a contractual expectation

account of privacy (Martin 2012, 2015, 2016), we find that

consent type proves vital in determining consumers’ per-

ceptions of privacy violation and their reactions following

notifications of data dissemination. Contrary to implied

consent, when explicit consent is salient, privacy expecta-

tions are made clear and unambiguous, thus properly align-

ing expectations with company actions. The role of consent

type suggests important theoretical links between privacy

expectations, company actions, and perceptions of privacy

violation—thus substantiating and extending this theoretical

account within the context of data dissemination.

In sum, we offer a substantive shift in theorizing

regarding the influence of data dissemination on company

perceptions and the process underlying its influence from

the consumer’s standpoint. Importantly, the current

research challenges the notion that consumer reactions,

following an incident of data dissemination, are universally

negative without examining the contexts of data dissemi-

nation incidences, thus increasing the importance that

companies, policy-makers, and researchers should appor-

tion to privacy norms, their associated expectations, and

business actions that may violate these norms. Although

widely used in practice, we also provide evidence that

implied consent may not sufficiently establish consumers’

privacy expectations, thus leaving companies vulnerable to

the negative effect of misaligned privacy expectations and

business practices.

Thus, this research offers several important implications.

Foremost, as per our findings, companies should reconsider

the extensive use of implied consent techniques. Although

ease of use and high compliance rates may make implied

consent particularly alluring, our findings demonstrate a

significant deficiency in setting privacy expectations. Sec-

ond, this research underscores the importance of continually

monitoring, and re-affirming, consumers’ privacy expecta-

tions and taking corrective actions to attenuate any incon-

gruity between consumer expectations and company actions.

Such monitoring should be undertaken by industry regula-

tors, policy-makers, government agencies, and individual

companies. Doing so could precipitate drastic improvements

narrowing the imbalance between privacy expectations and

the actions that may violate these expectations. Lastly, this

research highlights the attention companies should apportion

to the types of data they collect and themechanisms bywhich

these data are disseminated. For example, much care should

be given to the collection and handling of sensitive consumer

data as consumers may react with condemnation should they

become aware that such data had been intentionally

disseminated.

Theoretical Background

The privacy literature suggests that people, in general, are

motivated to control the disclosure of their personal

information (Altman 1975). Some information is deemed

inherently personal, and people want the information

inaccessible to most, if not all, others (Nowak and Phelps

1997). In other words, privacy is considered one’s natural

‘‘right to be left alone’’ (Peslak 2005, p. 329). Meanwhile,

people are also motivated to disclose some personal

information as an act of establishing individual identities or

fostering social bonds, and they will willingly share sen-

sitive personal information with others, even when the

recipients are unknown (Acquisti et al. 2015; Mothers-

baugh et al. 2011). In short, the predominant view is that

privacy violations are determined by the individual’s per-

ceived control over ‘‘when, how, and to what extent

information about them is communicated to others’’ (Pol-

lach 2005, p. 222).
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A growing body of theoretical scholarship has recently

proposed that the privacy expectations surrounding con-

sumer privacy are often dictated by contextually dependent

norms (Martin 2012, 2015, 2016). This approach highlights

the importance of a ‘‘negotiated agreement’’ between

consumers and companies (Martin 2016). That is, con-

sumers do not universally expect their personal information

to be inaccessible or under complete control for the sake of

facilitating marketplace exchanges. Instead, when con-

sumers exchange their personal information with compa-

nies, they form expectations regarding the management of

their data that adhere to privacy norms.

Building upon prior theorizing, we predict that data

dissemination incidences may violate these privacy

expectations. In essence, Martin (2012) argues that privacy

violations depend upon ‘‘negotiated information norms’’

within a particular community or situation (p. 520). We

agree that these contractual expectations are often con-

textual in nature and can in fact be influenced by company

actions (Nissenbaum 2004). For example, Nissenbaum

(2004) argues that the appropriateness of how consumer

information is gathered, stored, and disseminated depends

on the particular consumer, the nature of the information

itself, and the relationship between the consumer and the

company. Thus, the manner by which the company shares

the data could prove important and result in a misalignment

between privacy expectations and company actions. In

particular, data dissemination could be intentional or

unintentional. That is, intentional data dissemination is

arranged by the company and premeditated, whereas

unintentional data dissemination lacks forethought and

design.

The effect of intentionality is intriguing and non-obvi-

ous. There is anecdotal evidence that unintentional data

dissemination may be perceived more negatively than

intentional data dissemination. Unintentional data dissem-

ination may signal haphazardness, disregard, or outright

incompetence. For example, in 2005 Ameritrade Inc.

informed 200,000 current and former customers that a

computer backup tape containing their personal
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information had been ‘‘lost’’ (Fredrix 2005). Similarly,

unintentional data dissemination could indicate shortcom-

ings in data security. According to California Data Breach

report 2012–2015 (Harris 2016), about 17% of data brea-

ches are caused by errors, predominantly mis-delivered

emails and in-advertent exposure on the Internet.

Yet, there is also evidence suggesting the opposite

effect—i.e., more negative reactions following intentional,

rather than unintentional, data dissemination. For example,

the moral psychology literature shows that individuals tend

to rate intended harms as less moral than equivalent

unintended harms (Pizarro et al. 2003). Specifically, com-

pared to an accidental act, individuals assign more blame

when the act is intentional. Research in the business

domain has demonstrated a similar connection between

intentionality and company perceptions (Newman et al.

2014). For instance, when a company communicated their

actions to engage in a fair trade agreement (i.e., a beneficial

act), consumers rated the company more favorably when

the action was intentional rather than unintentional, and

were more interested in purchasing the company’s products

(Newman et al. 2014). This finding is consistent with

research showing that knowledge about intentions affects

people’s beliefs about the extent to which they are

responsible for a particular outcome (Lombrozo 2010).

Following this line of logic, individuals may be more likely

to hold the company accountable when the companies’

actions to disseminate personal information are intentional.

The effect of intentionality may further depend on the

type of data. It is well established that beliefs and behav-

ioral responses to privacy threats depend on the sensitivity

level of disseminated information (Milne and Gordon

1993; Phelps et al. 2000; Sheehan and Hoy 2000). Con-

sumers generally consider financial and medical data to be

most sensitive, and at the aggregate level, purchasing/be-

havioral data as less sensitive (Sheehan and Hoy 2000;

Phelps et al. 2000). Much of this is gathered via digital

devices that generate a great deal of highly personalized

data (Walker 2016). Sensitive data are particularly influ-

ential in terms of consumer judgment and company per-

ceptions because such data, if exploited, could result in

personal or financial harm (Ohm 2015). Prior research

shows that data security breaches involving sensitive

information result in negative effects on companies’ mar-

ket value, whereas breaches involving non-confidential

information have no such effect (Campbell et al. 2003).

Thus, based on the prior literature, we predict an interactive

effect between company intentionality and data sensitivity.

More specifically, we make the following prediction:

H1 Intentional (vs. unintentional) data dissemination will

elicit more (vs. less) negative consumer attitudes toward

the company. The effect of perceived intentionality will be

stronger (vs. weaker) when the data are more (vs. less)

sensitive.

Consistent with our theoretical account, we propose that

the predictions described in H1 will be driven by the per-

ceived violation of contractual privacy expectations. That is,

we anticipate that intentionally disseminating sensitive

consumer data will result in a substantial misalignment

between privacy expectations and company actions, which

will evoke negative consumer perceptions of the company.

Moreover, we anticipate that this effect will be explained by

a perceived violation of consumers’ privacy expectations:

H2 Perceived violation of contractual privacy expecta-

tions will mediate the negative effect of an intentional

dissemination of sensitive data on consumer attitudes

toward the company.

Using Consent to Align Privacy Expectations

Data dissemination, intentional or not, has become a serious

public concern. In response, companies have made efforts to

communicate their data policies to consumers and to obtain

consumer consent allowing data dissemination. For exam-

ple, many companies ask consumers to read or agree to

various privacy or data security policies (e.g., click ‘agree’

on a ‘‘privacy policy’’ webpage). These actions adhere to

models of notice and choice, also known as ‘‘awareness’’ and

‘‘control’’ (Milne 2000), which emphasize the use of privacy

policies to notify consumers of firm practices (Cranor 2012;

Milne and Culnan 2004). However, consumers and compa-

nies have different expectations with regard to protection of

consumer information (Milne and Bahl 2010). For example,

Martin (2016) found that consumers tend to expect more

stringent online security protection than the companies’

privacy policies actually promise. In other words, consumers

assume that companies have an obligation to keep their data

safe and secure to a greater extent than the companies often

deliver.

To communicate privacy expectations effectively, among

other reasons (e.g., legal requirements), companies often

have consumers consent to their privacy policies. As previ-

ously noted, these often come in two forms—explicit or

implied consent. Explicit consent is a conscious act of per-

mission whereby individuals directly ‘‘agree’’ to the specific

terms, whereas implied consent is passively obtained with-

out an explicit act of ‘‘agreement’’ (Johnson and Goldstein

2003). In this context, one could classify implied consent as a

default option. Consistent with this conceptualization, Huh

et al. (2014, p. 748) define the implied (or default) option as

‘‘the choice option that consumers consider first and adopt as

the status quo before considering other choice options.’’

Although consumers are often unaware of their influence
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(Smith et al. 2013), implied (or default) options have been

shown to have dramatic effects on consumer behavior

(Johnson et al. 2002; Johnson and Goldstein 2003). Across a

wide variety of contexts, consumers disproportionately

select defaults unless they are certain about their preferences

or engage in effortful deliberation (Huh et al. 2014).

Although implied consent may be particularly effective in

obtaining consumer consent, consumers are often unlikely to

expend significant effort attending to and deliberating the

terms set by the privacy policy (Johnson and Goldstein

2003). This could have serious implications on aligning

privacy expectations with company actions. More specifi-

cally, consumers may react more negatively given shallow

processing of the terms and incompatible privacy

expectations.

We predict that implementing an explicit consent could be

particularly effective especially when its terms are made

salient. Information is deemed ‘‘salient’’ when it is presented

in a prominent manner, thus drawing attention and subse-

quent processing (Tom et al. 1987). According to commit-

ment and signaling theory (Baca-Motes et al. 2013),

increasing the saliency of a commitment has a substantial

effect on subsequent behavior. Similarly, according to

existing privacy research (Tom et al. 1987), individuals are

more likely to purchase from companies when privacy

information is made salient compared to when this infor-

mation is not salient. To this end, repeating an explicit

consent agreement following notification of data dissemi-

nation is likely tomake the terms salient, to reinforce privacy

expectations, and to serve as a reminder of the consumer’s

agreement condoning the action. Conversely, in the case of

implied consent, increasing information saliency, through

repetition, is less likely to influence consumer reactions

because the default option is not determined by the consumer

and no additional action was required for consent. Based on

this line of reasoning, we propose the following:

H3a For explicit consent, consumer attitudes toward a

company will be less (vs. more) negative if consent is made

salient (vs. not salient) following an intentional dissemi-

nation of sensitive data.

H3b For implied consent, consumer attitudes toward the

company are less likely to be influenced by consent

saliency.

Empirical Studies

Building upon a privacy norms perspective (Martin

2012, 2015, 2016), this research carries out three studies to

examine consumer attitudinal reactions to data dissemina-

tion. In particular, we empirically substantiate and extend

this theoretical account. Consistentwith prior research in this

area (Martin 2012, 2016), we use a series of vignettes to test

our hypotheses. Specifically, our Study 1 objective is to

demonstrate the malleability of privacy expectations and the

contextual nature of privacy violations. Thus, Study 1 doc-

uments how perceptions vary according to intentionality and

data sensitivity. Study 2 provides process evidence sup-

porting our alignment account and identifies perceived

expectancy violations as the underlying process. Important

to our theoretical model, in Study 3 we explore the theoret-

ical importance of aligning privacy expectations and factors

that alter, and re-affirm, expectations.Wefind that the type of

consent (explicit vs. implied) and consent saliency interact to

influence expectations and subsequent perceptions. Please

see Fig. 2 for a conceptual model summarizing our proposed

hypotheses.

Study 1: How Context Determines Perceived
Privacy Violations

Consistent with a contextual-based account of privacy

(Nissenbaum 2004), Study 1 examines the interactive

effect of data dissemination intentionality and data sensi-

tivity on consumers’ attitudes toward a company following

a notification of data dissemination. When the data are

highly sensitive, we anticipate that consumers will perceive

intentional dissemination as a purposeful violation of pri-

vacy expectations, resulting in more (vs. less) negative

attitudes toward the company. The effect of perceived

intentionality will be less impactful when the disseminated

data are non-sensitive.

Method

Participants and Design

A total of 197 US adults (133 females; Mage = 36.6) from

an online panel participated in this study and received a

small stipend. In an online experiment, the survey software

randomly assigned participants to one of four conditions in

a 2 (perceived intentionality: intentional vs. uninten-

tional) 9 2 (data sensitivity: sensitive vs. neutral) between-

subjects design.

Procedure

Participants began by naming a real company with which

they had shared personal data (e.g., for billing purposes,

communications, or to receive promotions). Responses

covered a variety of industries. Next, participants read a

news article (see Web Appendix W2) reporting that the

named company had shared customer information to client

companies in order to improve their target marketing (i.e.,

S. A. Wright, G.-X. Xie
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intentional), or the named company accidentally shared

customer information to client companies (i.e., uninten-

tional). The personal information included customers’

household incomes, credit card numbers, and phone num-

bers (i.e., sensitive), or favorite TV shows, email addresses,

and ages (i.e., neutral). The types of personal information

were selected based on a previous study demonstrating

their relative sensitivity (Ackerman et al. 1999, p. 3). After

reading the article, participants reported their attitudes

toward the company on a three-item scale anchored from 1

(bad, unfavorable, negative) to 7 (good, favorable, posi-

tive; unidimensional, a = .96).

Participants also answered two randomly presented

manipulation check measures, each with three items. One

measured the company’s intentionality on a scale anchored

from 1 (unintentional, accidental, unplanned) to 7 (inten-

tional, deliberate, planned; unidimensional, a = .95). The

other measured information sensitivity as being ‘‘sensitive,’’

‘‘private,’’ and ‘‘confidential’’ (1: not at all; 7: very; unidi-

mensional, a = .97). Lastly, participants reported their basic

demographic information such as age and gender.

Results

Manipulation Checks

A 2 (intentionality) 9 2 (sensitivity) between-subjects

ANOVA on perceived information sensitivity revealed a

significant main effect of the sensitivity manipulation. As

expected, perceived sensitivity was significantly higher in

the sensitive data condition (M = 6.42, SD = 1.04) than in

the neutral data condition (M = 3.82, SD = 1.45, F (1,

193) = 206.93, p\ .001). Further, perceived sensitivity

was significantly higher than the scale midpoint (4) in the

sensitive data condition (t (97) = 22.89, p\ .001), whereas

the mean in the neutral data condition was statistically

equivalent to the scale midpoint (t (98) = -1.20, p = .23).

The effect of the intentionality manipulation was not sig-

nificant (p = .84), nor the interaction (p = .15).

A 2 (intentionality) 9 2 (sensitivity) between-subjects

ANOVA on perceived intentionality revealed a significant

main effect of the intentionality manipulation (F (1,

193) = 125.66, p\ .001). As expected, perceived inten-

tionality was significantly higher in the intentional data

dissemination condition (M = 5.46, SD = 1.74) than that in

the unintentional data dissemination condition (M = 2.74,

SD = 1.70, t (1, 195) = 11.11, p\ .001). Further, per-

ceived intentionality was significantly higher than the scale

midpoint (4) in the intentional data dissemination condition

(t (97) = 8.32, p\ .001), whereas the mean in the unin-

tentional data dissemination was statistically lower than the

midpoint (t (98) = -7.39, p\ .001). The effect of the

sensitivity manipulation was not significant (p = .19), nor

the interaction (p = .16). Thus, the manipulations were

effective and there was no evidence of confounding.

Consumer Attitudes

Prior research has demonstrated the importance of orga-

nizational context in terms of privacy expectations

Phenomenon and Underlying Process of an Expectancy Account of Privacy 

Consequence Process 

Expectancy 
Viola�on

Company 
A�tudes 

Privacy Moderators 

Contextual Factors: 
Study 1 - Data Sensi�vity 

    Study 1, 2 - Company Inten�onality

Privacy Expecta�ons: 
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Fig. 2 Conceptual overview
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(Nissenbaum 2015, 2009; Martin and Shilton 2015, 2016).

Subsequently, we tested our Study 1 predictions while

controlling for industry. First, we adopted the industry

coding schema developed by Luo et al. (2013) to catego-

rize the self-reported companies into one of the following

six industries: e-commerce (33% of responses), retail

(27.4% of responses), finance (8.1% of responses), tele-

com/entertainment (7.6% of responses), electronics (6.6%

of responses), and miscellaneous (17.3% of responses) (see

‘‘Appendix’’ for example responses). Next, we submitted

consumer attitudes to a multiple regression analysis with

perceived intentionality (0 = unintentional, 1 = inten-

tional), data sensitivity (0 = sensitive, 1 = neutral), their

interaction, and industry as predictors. Thus, the model is:

Attitude-toward-the company

¼ b0 þ b1ðperceived intentionalityÞ
þ b2ðdata sensitivityÞ þ b3�7ðindustry dummiesÞ
þ b8 perceived intentionality� data sensitivityð Þ þ es

The analysis revealed a main effect of perceived inten-

tionality (b1 = .62, t (188) = 2.72, p\ .01) that was

qualified by the predicted two-way interaction between

perceived intentionality and data sensitivity (b8 = -.60,

t (188) = -1.95, p = .05). No other effects were signifi-

cant (all ps[ .05). In support of H1, when the data were

sensitive, participants’ attitudes toward the company were

less negative if the incident was unintentional (M = 3.33,

SD = 1.55) relative to intentional (M = 2.38, SD = 1.43,

t (96) = -3.12, p = .002). When the data were neutral, the

company’s intentionality did not affect attitudes

(t (97) = -.65, p = .52). Means for each measure are

listed in Table 1.

Discussion

Building on previous research arguing that privacy

expectations are highly contextual (Brenkert 1981; Nis-

senbaum 2004), this study provides the first empirical

evidence of company actions that violate privacy expec-

tations and, consistent with this perspective, identifies

intentionality and data sensitivity as important contextual

factors.

As expected, Study 1 supports H1 in that the negative

effect of disseminating sensitive consumer data was greater

when the incident was intentional, rather than uninten-

tional. That is, consumers’ overall attitudes toward the

company were more negative when the company inten-

tionally, rather than unintentionally, disseminated sensitive

consumer data. Importantly, the study identified real

companies, as given by participants, and the effect of

perceived intentionality was not significant when the data

were non-sensitive in nature. This pattern of results was

observed across a wide variety of companies and persisted

while explicitly controlling for industry. However, it is not

clear yet if this negative effect is ascribed to violations of

privacy expectations. Therefore, Study 2 was designed to

provide insights in this respect. We aimed to investigate

whether the psychological mechanism underlying this

effect on consumer attitudes toward the company is

explained by expectancy violations and our misalignment

account.

Study 2: Measuring Perceived Expectancy
Violations

Study 2 extends Study 1 by investigating the underlying

mechanism explaining the effect of data dissemination on

attitudes. In general, information exchange forms an

implicit agreement between the company and the customer

based on privacy expectations (Heide et al. 2007). Thus, we

predict that the negative effect of intentionally dissemi-

nating sensitive data may be mitigated if consumers grant

the company an explicit consent beforehand condoning the

action. The role of consent is crucial to our theoretical

account because it substantiates information exchange as a

‘‘negotiated agreement’’ that is superseded by the explicit

terms of a consent agreement. Moreover, we propose

consent as an effective means of aligning privacy expec-

tations with company actions. Without consent, we expect

to replicate the effects demonstrated in Study 1. According

to our theoretical account, perceived violation of privacy

expectations should serve as the underlying mechanism

driving negative attitudes toward the company (H2).

Method

Participants and Design

A total of 160 participants (61 females, Mage = 32.5) from

an online panel participated in this study for a small sti-

pend. A 2 (perceived intentionality: intentional vs. unin-

tentional) 9 2 (consent: present vs. absent) between-

subjects design was used in this online experiment. The

‘‘absent’’ condition is in essence a control condition in

which no consent information is presented.

Procedure

To control for the potential effect of preexisting brand

associations, participants read about a fictitious telecom-

munications company, Forket Inc. Similar to Study 1,

participants were informed that the company intentionally

(i.e., started a new data dissemination project with client

companies) or unintentionally (i.e., accidentally exposed
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customer data to its client companies) disseminated sensi-

tive customer data, including household income, credit

card number, and phone number (see Web Appendix W3).

In the explicit consent condition, participants were

instructed that they had given consent to the company as

new customers (i.e., signed a document consenting to the

company’s use of any and all consumer data for business,

transactional, and analytical purposes). In the control

condition, participants received no information regarding

consent.

These manipulations were chosen based on a pretest

(N = 102; 62 females; Mage = 34.16) where participants

were exposed to the stimuli using the same experimental

design featured in the main study. Pretest participants

assessed the perceived intentionality of the company using

the intentionality manipulation check described in Study 1

along with the perceived explicitness of the consent

according to the following item, ‘‘You had given the

company an expressed consent regarding how they han-

dled your customer information’’ (1: strongly disagree; 7:

strongly agree). According to the pretest results, the

intentional data dissemination was in fact perceived as

more intentional (M = 6.73, SD = .81) compared to the

unintentional data dissemination (M = 2.20, SD = 1.26, t

(100) = 21.66, p\ .001). Importantly, in the explicit

consent condition participants were more likely to agree

that they had expressed consent (M = 4.06, SD = 2.11)

compared to participants in the no consent condition

(M = 3.17, SD = 2.04, t (100) = 2.16, p = .03). Thus,

the manipulations were carried forward to the main study

(see Web Appendix W3).

Measures In addition to attitudes toward the company

(a = .96), participants in our main study also indicated the

extent to which the company violated contractual privacy

expectations measured according to seven 7-point Likert

scales (1: strongly disagree; 7: strongly agree). Consistent

with a contractual approach to privacy (Martin 2012, 2016),

the multi-item measure was adapted from multiple scales

measuring the perceived violation of psychological contracts

(Robinson 1996; Robinson and Morrison 2000; Rousseau

1989). Importantly, this scale was intended to capture both

cognitive and emotional reactions when consumers perceive

contractual violations of privacy expectations. For example,

participants indicated how strongly they agreed or disagreed

with the following statements, ‘‘I feel that Forket has violated

a contract between us,’’ ‘‘I feel betrayed by Forket,’’ and ‘‘I

feel that Forket has violated an understanding between us’’

(unidimensional, a = .96; see Web Appendix W4 for scale

items).

Results

Expectancy Violation

A 2 (intentionality) 9 2 (consent) ANOVA on participants’

perception that privacy expectations had been violated

revealed a main effect of intentionality (F (1, 156) = 4.65,

p = .03). Participants’ perception of an expectancy violation

was greater when the information was disseminated inten-

tionally (M = 5.88, SD = 1.19) rather than unintentionally

(M = 5.45, SD = 1.23, t (158) = -2.24, p = .03). The

analysis also revealed the expected two-way interaction (F (1,

156) = 6.84, p = .01). When explicit consent was not gran-

ted, perceptions of an expectancy violation were higher when

the data disseminationwas intentional (M = 6.20, SD = .89)

relative to unintentional (M = 5.31, SD = 1.31,

t (82) = -3.63, p\ .001). When consent was granted, by

contrast, consumer perceptions of an expectancy violation did

not vary by intentionality (t (74) = .30, p = .76). There was

nomain effect of the consent type (F (1, 156) = .89,p = .33).

Consumer Attitudes

A 2 (intentionality) 9 2 (consent) between-subjects

ANOVA on consumer attitudes toward the company

revealed a significant two-way interaction (F (1,

156) = 10.21, p = .002) and no main effects. When

explicit consent was not granted, consumer attitudes fol-

lowed the same pattern demonstrated in Study 1, where

evaluations were less negative when the data dissemination

was unintentional (M = 2.30, SD = 1.10) relative to

intentional (M = 1.43, SD = .95, t (82) = 3.88, p\ .001).

When consent was granted, by contrast, consumer attitudes

did not vary by intentionality (t (74) = -1.07, p = .29).

Means for each measure are listed in Table 2.

Table 1 Results for Study 1: the influence of company intentionality and data sensitivity on consumer perceptions

Measure Sensitive information Neutral information

Intentional (n = 47) Unintentional (n = 51) Intentional (n = 51) Unintentional (n = 48)

Attitude toward the company (post-release) 2.38 (1.43) 3.32 (1.55) 2.69 (1.29) 2.85 (1.15)

Company intentionality 5.81 (1.71) 2.73 (1.80) 5.14 (1.71) 2.75 (1.61)

Data sensitivity 6.53 (.93) 6.31 (1.14) 3.68 (1.47) 3.98 (1.42)

Raw means and SDs (in parentheses) are reported in each cell
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Mediation

We hypothesized that perceived violation of contractual

privacy expectations mediates the negative effect of an

intentional dissemination of sensitive data on consumer

attitudes toward the company (H2). To test this mediated

moderation, we employed Model 8 in Hayes (2013) with

5000 resamples. First, the model regressed mean-centered

perceived expectancy violation on to intentionality, con-

sent, and their interaction. The intentionality 9 consent

interaction predicted perceived expectancy violations

(b = .99, t = 2.62, p = .01). Second, the model regressed

company attitudes on perceived expectancy violations,

intentionality, consent, and the interaction of the last two

factors. Perceived expectancy violations predicted com-

pany attitudes (b = -.77, t = -14.93, p\ .001). Third,

and most importantly, conditional indirect effects analysis,

using bootstrapping, revealed that perceived expectancy

violation mediated the effect of intentionality on company

attitudes when consent was absent, with a 95% CI

excluding zero (95% CI, -1.04 to -.36). However, per-

ceived expectancy violation did not mediate the effect of

intentionality on company attitudes when consent was

present (95% CI, -.34 to .52). Figure 3 depicts the medi-

ation model.

Discussion

In Study 2, we replicate the findings demonstrated in Study

1 using a unique sample, company, and disclosure notifi-

cation. In addition, we provide empirical evidence that the

contextual effects of intentionality and data sensitivity are

in fact driven by perceived violations of privacy expecta-

tions. According to prior research (Martin 2012, 2016;

Nissenbaum 2004), data exchanges form implicit agree-

ments between parties with expectations of data security,

privacy, voice, and exit, which can be overridden in the

case of explicit agreements. Thus, as we find, an explicit

agreement condoning data dissemination aligns consumer

privacy expectations with company actions and negates the

effect of intentionality. It is worth noting that the experi-

mental design assumed that consumers must have given

their consent, without examining specific technical proce-

dures such as whether the consent was ‘‘good enough.’’

Study 3 addresses this limitation and further explores how

the specific consent procedures, and not consent in and of

itself, influence consumers’ privacy expectations and per-

ceived privacy violations accordingly. That is, we extend

our investigation of privacy expectations within this theo-

retical framework to provide a more differentiated link

between privacy expectations and perceptions of privacy

violation.

Study 3: Using Consent and Saliency to Form
and Re-Affirm Privacy Expectations

The purpose of Study 3 is to empirically test the theoretical

link between contractual expectancies and privacy, as

theorized in previous research (Martin 2012, 2015, 2016).

According to Martin (2012), privacy expectations are

negotiated informational norms within a particular com-

munity or situation. We manipulate privacy expectations

through consent type and saliency. Consistent with H3,

given that explicit consent requires a conscious act of

permission to the consent terms, we anticipate that privacy

expectations regarding data dissemination will be much

clearer when its terms are made salient following an

occurrence of data dissemination. Thus, consumer attitudes

will be less negative when privacy expectations align with

company actions. Conversely, when company practices

violate privacy expectations, which is common (Martin

2016), and consumers do not realize they are committed to

the privacy policies, reactions following a notification of

data dissemination should be unchanged by consent sal-

ience. Thus, Study 3 builds upon our Study 2 findings in

three important ways. First, rather than informing partici-

pants of consent, we have them complete the consent

procedures. Second, by incorporating consent type we

explore the complexity indicative of real consent proce-

dures. Lastly, we further substantiate our process account

(i.e., the underlying mechanism) through consumer per-

ceptions of expectancy violation and through consent

saliency.

Table 2 Results for Study 2: the influence of company intentionality and consent on consumer perceptions

Measure Consent No consent

Intentional (n = 37) Unintentional (n = 39) Intentional (n = 40) Unintentional (n = 44)

Attitude toward the Company (post-release) 2.29 (1.62) 1.96 (1.03) 1.43 (.95) 2.30 (1.10)

Perceived expectancy violation 5.53 (1.37) 5.61 (1.12) 6.20 (.89) 5.31 (1.31)

Data sensitivity 5.71 (1.96) 5.55 (2.15) 5.88 (2.00) 6.01 (1.55)

Raw means and SDs (in parentheses) are reported in each cell
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Method

Participants and Design

A total of 227 US adults (156 females, Mage = 36.44) from

an online panel participated in this study for a small sti-

pend. A 2 (Consent type: implied vs. explicit) 9 2 (Con-

sent salience: high vs. low) between-subjects design was

used in this online experiment.

Procedure

Participants were informed of our interest in their reaction

toward a real mobile application that allows users to save

and watch NBC programming on mobile devices. Before

reviewing the application, participants indicated their ini-

tial attitudes toward NBC using the same attitude toward

the company scale described in Study 1.

Next, all participants were presented with a detailed

description of the application and asked how likely they

would be to download this application (1: definitely no,

7: definitely yes). Both consent types used the same

544-word privacy policy, which was adapted from the

online privacy policy of NBA.com, suggesting that the

company may share customer information with their

clients (see Web Appendix W5). Participants in the

explicit consent condition read, ‘‘Before downloading the

application you must read and consent to the following

privacy policy,’’ and were presented with two options:

(1) to agree to the consent terms and type their initials or

(2) to disagree to the consent terms. Conversely,

participants in the implied consent condition were told,

‘‘Please note that by downloading the application you

consent to NBC Networks’ privacy policy,’’ and asked

whether they would like to review the policy or not.

Thus, the policy was presented only to participants who

expressed an interest in reviewing it. The total time spent

reviewing the consent information was recorded by the

online survey software.

Participants then were informed that the company had

started a new data dissemination project with client com-

panies across multiple industries twelve months later. The

type of data shared was highly sensitive in nature. Rather

than using the types of sensitive data identified in prior

research (Ackerman et al. 1999, p. 3), we selected data

based on a pretest (N = 82; 45 females; Mage = 39.3)

where participants examined the sensitivity of 31 types of

personal information on three-item scales (sensitive/pri-

vate/confidential; 1: not at all; 7: very). The results support

that billing/home address (M = 4.89, SD = 1.91), online

search/browsing history (M = 5.10, SD = 1.80), and cell/

home phone number (M = 5.27, SD = 1.83) were con-

sidered sensitive personal information compared to the

neutral point (4) on the scales (ps\ .05) and thus carried

forward to the main study.

Depending on saliency conditions, the consent was

either repeated or not repeated following the data dissem-

ination notification. In the high salience condition, partic-

ipants were reminded that they had consented to the

privacy policy allowing the company to collect and share

their personal information with third parties and presented

with the same 544-word privacy policy. By contrast,

*p < .05 

**p < .01.  

Expectancy 
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Fig. 3 Study 2: mediated moderation model
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participants in the low salience condition proceeded

directly to the attitude measures.

All participants then reported their attitudes toward

NBC using the same attitude scale presented at the onset

of the study followed by the same expectancy violation

measures described in Study 2. Participants also com-

pleted two manipulation check measures. The first

assessed perceived intentionality and asked, ‘‘Did NBC

intentionally (i.e., purposefully) release your personal

information to its client companies?’’, whereas the sec-

ond asked, ‘‘Did you provide an explicit consent to

NBC’s privacy policy?’’ Responses were measured

according to seven-point scales anchored at definitely

no—definitely yes. Lastly, participants indicated several

demographics and were debriefed that the scenario and

privacy policy were created for the purpose of this

thought experiment.

Results

Given that the purposeful dissemination of consumer

information following explicit documentation prohibiting

such an act is in strict violation of the FTC Act (FTC

2011), only participants who agreed to the explicit consent

were retained for the main analyses. That is, participants

assigned to the explicit consent condition, who answered

‘‘No’’ to the consent terms (n = 40) were removed from

the analysis, whereas all other participants were retained.

Thus, a final sample of 187 participants (124 females,

Mage = 35.20) was retained for analysis. All of the scales

used in Study 3 were unidimensional and highly reliable

(all a[ .89).

Manipulation Checks

A 2 (consent type) 9 2 (consent salience) between-sub-

jects ANOVA on the perceived explicitness of the consent

revealed a significant main effect of consent type (F (1,

183) = 29.34, p\ .001) and no additional effects (all

ps[ .50). As expected, the consent was perceived as sig-

nificantly more explicit in the explicit consent condition

(M = 5.86, SD = 1.69) compared to the implied consent

condition (M = 4.11, SD = 2.37, t (185) = 5.51,

p\ .001).

Similarly, a 2 (consent type) 9 2 (consent salience)

ANOVA on the perceived intentionality of the information

release revealed no main or interaction effects (all

ps[ .30). As expected, intentionality was not significantly

different between the consent type conditions, nor the

consent saliency conditions. In addition, the release was

perceived as intentional, given that the mean response was

statistically above the scale midpoint (4) (M = 4.79,

SD = 2.29, t (186) = 4.72, p\ .001).

Consumer Attitudes

Given participants evaluated the company on the same

scale before and after information release, we submitted

attitude toward the company to a repeated-measures

ANOVA, with attitudes as a within-subjects factor and

consent type and consent salience as independent variables.

This analysis revealed a significant main effect of the

within-subjects factor (F (1183) = 159.71, p\ .001). As

expected, attitudes prior to the data dissemination notifi-

cation were more favorable (M = 5.25, SD = 1.39) than

attitudes following the notification (M = 3.60, SD = 1.80,

t (186) = 12.93, p\ .001). The analysis also revealed a

marginal interaction effect between the within-subjects

factor and consent salience (F (1183) = 3.00, p = .09).

Whereas attitudes prior to the data dissemination notifica-

tion were equivalent (p[ .9) across the saliency condi-

tions, attitudes following the data dissemination

notification were more favorable when the consent was

highly salient (M = 3.86, SD = 1.87) compared to when

the consent was not highly salient (M = 3.39, SD = 1.79,

F (1183) = 3.05, p = .08). More importantly, the analysis

also revealed the predicted consent type 9 consent sal-

ience interaction (F (1183) = 4.61, p = .03) and no addi-

tional main or interactive effects (all ps[ .19).

In the explicit consent condition, participants’ attitudes

toward the company, following the data dissemination

notification, were more favorable when the consent was

highly salient (M = 4.16, SD = 1.68) compared to when

the consent was not salient (M = 3.09, SD = 1.55,

F (1183) = 4.57, p = .03). Conversely, in the implied

consent condition, participants’ attitudes toward the com-

pany did not vary when the consent was salient (M = 3.55,

SD = 1.72) versus not salient (M = 3.69, SD = 2.06,

F (1183)\ 1.0, NS). Means for each measure are listed in

Table 3.

Expectancy Violation

Consistent with Study 2, we speculated that perceptions of

expectancy violation would mediate the effect of increas-

ing the salience of privacy expectations on consumer atti-

tudes when consent was explicit, but not when consent was

implied. To test this mediated moderation, we employed

Model 8 in Hayes (2013) with 5000 resamples. The model

regressed post-notification company attitudes on perceived

expectancy violations, consent type, consent salience, and

the interaction of the last two factors. Perceived expectancy

violations predicted company attitudes (b = -1.08,

t = -10.38, p\ .001). More importantly, the results of a

conditional indirect effects analysis, using bootstrapping,

revealed that perceived expectancy violation mediated the

effect of saliency on company attitudes when the consent
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was explicit, with a 95% CI excluding zero (95% CI, .03–

.87). However, perceived expectancy violation did not

mediate the effect of saliency on company attitudes when

consent was implied (95% CI, -.31 to .38).

Discussion

According to the Study 3 results, the negative effect of data

dissemination on consumer sentiment is lessened when

explicit consent is made salient following data dissemina-

tion notifications. Why was this effect observed? Consis-

tent with our alignment account, repeating an explicit

consent following a notification of data dissemination helps

to reinforce a preexisting agreement that the intentional

exchange of consumer information was condoned. The

mediation model replicated that in Study 2, lending further

support to a contractual expectancy violation account of

data dissemination. That is, implementing consent proce-

dures designed to set and reinforce privacy expectations

proved effective in attenuating negative consumer per-

ceptions. According to our theoretical account, this

occurred because contextual factors encouraged con-

sumers’ privacy expectations to match the companies’

actions. It is important to reiterate that the actions them-

selves remained the same, along with the type of data that

were disseminated.

Interestingly, repeating the consent terms does not have

an effect when the consent is implied. One potential

explanation is that while easy to implement, consumers

may not attend to implied consent information. This is

consistent with previous research showing consumers are

either unlikely to read privacy policies or unlikely to

comprehend them (Milne and Culnan 2004; Milne et al.

2006). This is also supported by the Study 3 results indi-

cating that participants in the implied consent condition

spent considerably less time reading the privacy policy

(M = 5.75 s, SD = 16.06 s) compared to participants in

the explicit consent condition (M = 28.07 s,

SD = 25.10 s, t (185) = 7.42, p\ .001).

General Discussion

Prior privacy research has explored the importance of

privacy expectations in determining the social norms that

consumers expect companies to follow when managing

their personal data (Martin 2012, 2015, 2016). The current

research builds upon this prior theorizing to explore when

privacy expectations may be violated within the context of

data dissemination—an extremely consequential and

increasingly common phenomenon. Three studies show

that when companies disseminate consumer information,

they often violate contractual privacy expectations with

their customers—consequently, damaging consumers’

company perceptions. This data dissemination effect

occurred across a variety of companies, industries, shared

data, and disclosure notifications. However, this effect is

not universal to all information types and is contingent

upon multiple factors—both within and outside the com-

pany’s purview. For example, consumers react more neg-

atively when the information is sensitive and the action is

intentional (Study 1). Beyond documenting a novel means

by which information dissemination impacts consumers’

evaluations, we also demonstrate process evidence in

support of our theoretical account (Studies 2 and 3). Con-

sistent with prior research, we propose that when con-

sumers exchange information with a company, they

maintain certain privacy expectations regarding its storage,

usage, and dissemination. Thus, the act of information

exchange forms contractual privacy expectations. We fur-

ther posit that contextual factors (e.g., intentionality and

data sensitivity) can influence the alignment of privacy

expectations with company actions (even when other

contextual factors remain constant). More specifically,

intentionally disseminating sensitive consumer information

violates these privacy expectations. Consistent with our

alignment account, the effect of data dissemination on

company reputation was mediated by consumers’ percep-

tion that contractual expectations had been violated in a

way that benefited the company. In other words, the act of

intentionally disseminating sensitive consumer data

Table 3 Results for Study 3: the influence of consent type and saliency on consumer perceptions

Measure Explicit consent Implied consent

Repeated (n = 34) Not repeated (n = 39) Repeated (n = 63) Not repeated (n = 51)

Attitude toward the company (pre-release) 5.52 (1.32) 5.25 (1.23) 5.06 (1.51) 5.31 (1.41)

Attitude toward the company (post-release) 4.16 (1.68) 3.09 (1.55) 3.55 (1.72) 3.69 (2.06)

Perceived expectancy violation 4.11 (1.43) 4.74 (1.57) 4.25 (1.68) 4.31 (1.45)

Company intentionality 5.29 (1.73) 5.41 (2.10) 4.87 (2.30) 5.18 (2.16)

Perceived consent explicitness 5.68 (1.67) 6.03 (1.71) 4.08 (2.43) 4.14 (2.32)

Time spent reviewing consent (s) 24.39 (24.53) 31.28 (25.47) 6.54 (15.35) 4.78 (16.99)

Raw means and SDs (in parentheses) are reported in each cell
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violated the contractual privacy expectations on which it

was formed.

Finally, our results show that companies can take

actions to better align privacy expectations with company

actions, thus minimizing this data dissemination effect. In

particular, disseminating non-sensitive data (Study 1) or

securing consent prior to the data sharing notification

(Studies 2 and 3) mitigates the effect. Indeed, according to

the Study 3 findings the type of consent (implied vs.

explicit) is also an important factor, especially when the

consent is made salient. In particular, explicit consent

methods prove particularly effective when made highly

salient following a data dissemination notification. Despite

these findings, lay intuition and common business practice

offer implied consent as an equivalent alternative to

explicit consent—minus the procedural difficulties inherent

in securing explicit consent. The current research chal-

lenges this notion by arguing that while explicit consent is

often met with increased scrutiny and potential non-com-

pliance during its proposal, this additional scrutiny may

prove invaluable following a notification of data dissemi-

nation. Collectively, then, this research provides an

important advancement in our understanding of the manner

by which consumers react to data dissemination, in par-

ticular, and violations of contractual privacy expectations,

more generally. The results underscore the importance of

aligning privacy expectations with company actions.

Importantly, whether or not consumers perceive a company

action as violating privacy expectations depends on how,

and the extent to which, consumers construe the ‘‘negoti-

ated agreement’’ between the company and the consumer

which varies by contextual factors (e.g., consent type, type

of data, intentionality) that serve to align (or misalign)

privacy expectations with company actions.

Theoretical Contributions

This research offers two major theoretical contributions to

the business ethics literature pertaining to consumer pri-

vacy. Foremost, this research illustrates the malleability of

privacy expectations and perceived privacy violations. In

doing so, this is the first research to examine the concept of

intentionality in relation to privacy infringements. Indeed,

the effect of intentionality is not straightforward. Con-

sumers may consider intentional data dissemination as

business centric, dubious, and even malicious at times. If

so, they could react more negatively, relative to uninten-

tional data dissemination. However, purposeful data dis-

semination can be well intended (e.g., to customize

products, target advertising) and fully disclosed (as written

in the privacy policy, e.g., Facebook, CNN, Google). In

such cases, consumers may react favorably to intentional

data dissemination. By contrast, when data dissemination is

unintended, consumers may infer that some mistakes,

errors, or lapses in good judgment occurred on the com-

pany’s part, which can trigger more negative reactions

relative to intentional data dissemination. The recent Tar-

get example suggests that an incident of external hacking

can expose the company’s technical or operational failures,

which has resulted in a significant public outcry. In

response, Target has spent a substantial amount of financial

resources in crisis management and organizational

restructuring, which has diminished the company’s market

valuation (Garcia 2015). In this research, we address these

competing plausible outcomes empirically. Intentionality is

a particularly intriguing construct for two main reasons.

First, each year millions of consumers are affected by

intentional and unintentional data dissemination alike, so

studying this construct is practically important. Second,

given that the data itself are the same in both cases, logi-

cally speaking, it is interesting to find different consumer

reactions for when those data are intentionally rather than

unintentionally disseminated. Conceptually, the findings

lend further support to a contextually dependent approach

to understanding information exchange and privacy in

general (Martin 2012; Nissenbaum 2004).

Further, we adopt techniques from the psychological

contract literature to measure the perceived violation of

contractual privacy expectations (Acquisti, Brandimarte,

and Loewenstein 2015). This contribution is particularly

important given the criticism that identifying implicit

contracts, their terms, and the actions that violate these

expectancies is practically infeasible (Dunfee 2006). From

a managerial standpoint, although data dissemination is

common in the marketplace, the literature has documented

little systematic research examining consumers’ reactions

to data dissemination and boundary conditions to these

effects. Moreover, the existing literature primarily docu-

ments negative market effects of data dissemination

(Campbell et al. 2003; Kannan et al. 2007). Departing from

this perspective, this research formally examines when and

how data dissemination influences consumers’ perceptions.

Vital managerial insights include the implication that

companies can avoid violating privacy expectations with-

out impeding information dissemination by aligning

expectations with company actions. Overall, this research

develops our understanding of how data dissemination

shapes consumer sentiment and behavior in this era of Big

Data (Nunan and Di Domenico 2015).

This research also contributes to the business ethics

literature. Building upon Martin’s (2012, 2015, 2016)

contractual, norms-based view of privacy, we articulate the

ethical importance of aligning privacy expectations with

company actions. At the moment, companies seem preoc-

cupied with collecting and utilizing consumer data for their
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own advances while enacting privacy procedures (e.g.,

implied consent) designed to protect themselves from legal

liability. While this approach often benefits the companies

and stakeholders utilizing the data, it seems contrary to a

number of normative ethical theories. For instance,

according to teleological or consequentialist theories, eth-

ical actions are those that benefit the greatest number of

individuals (Micewski and Troy 2007). Yet, on an annual

basis, millions of consumers are negatively impacted by

current privacy practices and notification procedures (Kroft

2014; Quick et al. 2017). Similarly, our results suggest that

consumers construe misalignments in privacy expectations

as violating privacy norms and social contracts (Martin

2016). Thus, the current work illustrates the importance of

aligning privacy expectations so as to avoid unethical

business practices and perceived privacy violations.

The Consequences of Consent

Consumer consent is another intriguing aspect of privacy

infringement due to information asymmetry. Privacy poli-

cies are often worded carefully by legal professionals to

avoid liability on the side of the company. Consumers,

however, do not necessarily fully read or understand the

policies. What’s more, most, if not all, consent is required

for consumers to complete a transaction. Put differently,

companies frequently require consumers to give consent,

but granting consent does not necessarily imply that pri-

vacy expectations have been properly established. Given

that consumers do not always know how their personal data

will be used, the effects of ‘‘consent’’ are questionable from

a privacy perspective. Exploring consumer consent with

the type of data disseminated enhances our understanding

of the ‘‘contextual dependency’’ of privacy. We find that

consumer reactions to data dissemination depend on whe-

ther or not consumers provided prior consent condoning the

company’s actions and the extent to which they have

internalized this consent. These findings are consistent

with, and contribute to, an extensive body of literature on

default options (Huh et al. 2014; Smith et al. 2013).

Contrary to popular practice, implied consent, which

incorporates a default of agreement, proves to be particu-

larly ineffective following data dissemination notifica-

tions–even when made salient. In the case of implied

consent, our findings suggest that although these individ-

uals may ‘‘agree’’ to the terms, they may have very little

awareness and commitment to these terms. Thus, coun-

terintuitively, companies may want to leverage explicit

consent techniques if they hope to minimize the negative

reactions common to perceived privacy infringements.

Doing so helps reduce the risk of perceived privacy vio-

lations in two important ways. First, as evidenced by our

Study 3 time measures, individuals expend more time

elaborating upon the privacy terms when presented with an

explicit, rather than implied consent. This increases the

odds that consent terms will be read, comprehended, and

internalized. We also find that repeating these consent

terms helps to re-affirm privacy expectations. Companies

could easily communicate consent information on a routine

basis, following a privacy practice change, or in response

to a particular incident permissible as per the consent

terms. In sum, the results lend strong empirical support to

our alignment account and illustrate the importance that

companies should place on aligning privacy expectations

with business practices.

Managerial Implications

Our findings suggest a number of potential managerial

implications. Much of the ‘‘Big Data’’ discussions among

business professionals focus on how to gather and utilize

customer data more effectively. To date, however, very few

studies have examined how practitioners should manage

and sustain relationships with individuals who provide

companies with their personal information. We present one

of the first empirical studies to shed light on this critical

issue. The most straightforward implication is that once

companies engage in data dissemination or an uninten-

tional incident has occurred, companies should clearly

communicate the incident to those affected. Moreover, if

hacked or released by mistake, it is crucial for the company

to characterize the incidence as ‘‘unintentional’’ when

communicating with affected consumers, the constituen-

cies, and the public. This is consistent with our Study 1 and

2 results showing that consumers tend to be more forgiving

when they are informed that the data dissemination inci-

dent is unintentional, despite the dissemination of person-

ally sensitive information.

This research also highlights the importance of moni-

toring and maintaining privacy expectations. That is,

companies should continually monitor what privacy

expectations their consumers hold and take actions to

mitigate any misalignments between privacy expectations

and company actions. We explored this process through

consent, but companies could potentially align privacy

expectations with company actions through any number of

mechanisms, including clarifications to the privacy policies

themselves (Martin 2015), enhanced regulation and stan-

dardization of innovative technologies (Zhou and Pira-

muthu 2015), or by mitigating internal abuses and

inconsistencies (Lowry et al. 2014). Furthermore, compa-

nies can use the measures described in Study 3 to explore

which company actions have or may potentially violate

privacy expectations. This contributes to a growing body of

ethics literature recommending enhanced transparency and

communicative channels between companies and

Perceived Privacy Violation: Exploring the Malleability of Privacy Expectations

123



consumers (Kang and Hustvedt 2014; Russo-Spena et al.

2016; Stohl et al. 2015).

Study 3 also explored the practice of implied consent.

Undoubtedly, being particularly nonintrusive and conve-

nient, implied consent possesses some unique utility. Yet,

our findings suggest that there may be a significant

downside to this utility. That is, consumers tend to consider

agreement by means of inaction, as is the case in implied

consent, differently than agreements by means of action, as

is the case in explicit consent. This finding casts doubt on

the effectiveness of this increasingly popular practice (i.e.,

implied consent) in aligning privacy expectations. Mar-

keters should be more cautious by implementing a clear

consent policy requiring thoughtful deliberation and

explicit agreement. For example, companies can provide a

short highlight or summary in addition to the full-scale

privacy policy. They may also consider highlighted text to

urge consumers to read privacy policy more closely and, in

some cases, may provide small incentives (e.g., loyalty

program points) to encourage consumers to give more

informed consent. Recent legislative changes highlighting

the privacy rights of consumers (Kelly 2017) may further

provoke consumers to attend more deliberately to consent

procedures, privacy policies, and privacy more generally,

but companies should do more to encourage consumers to

take an active role in understanding how their data will be

managed and disseminated.

Limitations and Further Research

The present research is subject to several limitations that

suggest directions for further theoretical and empirical

extension. For one, the stimuli do not consider all possible

scenarios. With regard to intentionality, specifically, it is

plausible that companies are required to disseminate data for

legal compliance. By contrast, companies may unintention-

ally disseminate customer data due to insufficient security,

which is not always forgivable. Future research should

explore the role of specific attributions in conjunction with

perceived intentionality. In a similar vein, the explicit versus

implied consent may take a variety of forms in practice. Some

consent procedures require users to agree to a lengthy and

obscure privacy policy, which in fact many users do not read.

The effectiveness of such explicit consents can be question-

able, from a consumer standpoint. More empirical work is

necessary to elucidate the complex intricacies of consent.

It is also important to consider consumer reactions over

time. In this research, we collected cross-sectional data.

Although the findings indicate that data dissemination

often results in negative consumer responses and that these

reactions are bounded by company and information

specific factors, further research might investigate in

greater detail the effect of data dissemination as a function

of time. For instance, at certain points of time consumers

may think more deliberately about data dissemination,

when the actual consequences of data dissemination

become critical for consumers to react. Such a study would

require a longitudinal design that records consumers’

reactions at multiple times.

In addition, future studies should address the broader

issue concerning managerial remedies designed to restore

consumer perceptions following a data dissemination

notification. An effective response may be to provide

customer privileges with an assurance that the violation

will not re-occur in the future (e.g., by providing an opt-out

option). Financial compensation may also be an effective

remedy, while the amount of compensation may need to

exceed a minimum threshold; otherwise, financial restitu-

tion may backfire and magnify the negative effect.

Of course, our findings may extend beyond this particular

context and aid our understanding of other default options

and privacy violations. These may be fruitful future research

topics. Although our findings certainly highlight the

importance of consent type in terms of privacy expectations,

future research may also serve to build upon these findings

to further determine what constitutes ‘‘unsatisfactory con-

sent’’ as discussed in the consent literature (e.g., Easton et al.

2007; Veatch 2007). That is, there may be ample avenues to

determine other contextual factors that may influence pri-

vacy expectations in terms of consent length, timing (e.g.,

just-in-time notices), or other substantive interventions.

Such research would certainly be useful given an abundant

body of the literature suggesting consumers insufficiently

process and comprehend standard consent notices (Milne

and Culnan 2004; Milne et al. 2006).

Concluding Remarks

In conclusion, advances in information technology allow

businesses to record, store, and exchange a wide array of

consumers’ personal information. The dissemination of these

data among companies and corporations may be beneficial or

detrimental to consumers. How this process is managed is of

great concern to consumers, marketing managers, and the

public. That is exactly why the concept of aligning privacy

expectations with company actions is particularly relevant to

developing appropriate business practices and public policies.

Given that relatively little research has examined this process,

future work is poised to build on this research to further our

understanding of individual and company-level consequences

of privacy and privacy infringement.
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Appendix

Study 1: Example Companies by Industry

Industry Companies

E-commerce Ebay

Amazon

Cardpool.com

Retail Target

Walmart

Costco

Finance Bank of America

USAA

Citibank

Electronics Apple

Samsung

Best Buy

Telecom/entertainment Comcast

Bravo

AT&T

Miscellaneous US Air Force

Kroger

Mary Kay
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