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#### Abstract

Markov networks and Bayesian networks are two popular models for classification. Vapnik-Chervonenkis dimension and Euclidean dimension are two measures of complexity of a class of functions, which can be used to measure classification capability of classifiers. One can use Vapnik-Chervonenkis dimension of the class of functions associated with a classifier to construct an estimate of its generalization error. In this paper, we study Vapnik-Chervonenkis dimension and Euclidean dimension of concept classes induced by discrete Markov networks and Bayesian networks. We show that these two dimensional values of the concept class induced by a discrete Markov network are identical, and the value equals dimension of the toric ideal corresponding to this Markov network as long as the toric ideal is nontrivial. Based on this result, one can compute the dimensional value in terms of a computer algebra system directly. Furthermore, for a general Bayesian network, we show that dimension of the corresponding toric ideal offers an upper bound of Euclidean dimension. In addition, we illustrate how to use Vapnik-Chervonenkis dimension to estimate generalization error in binary classification.
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## 1. Introduction

Markov networks and Bayesian networks, also known as undirected and directed acyclic graphical models respectively, are widely used in many fields, such as machine learning and bioinformatics [ $8,12,22,24,25]$. We know that a statistical model is a family of probability distributions, it is a (part of) real algebraic variety from the viewpoint of algebraic geometry [26]. In particular, consider discrete data, a statistical model is the set of all solutions of some polynomials in the probability simplex [15,27]. There are two ways to describe Markov networks and Bayesian networks, either by conditional independence statements or by a factorization of probability distributions. This corresponds to the computational algebraic geometry principle that some varieties can be described using either defining equations or parametric equations [see §3.3 of 9]. We know that these two representations are inequivalent for Markov networks without positivity assumptions on probability distributions [see Proposition 3.8 and Example 3.10 in 22], while these two ways are equivalent for Bayesian networks [see Theorem 3.27 in 22].

Classification is one of the main problems in machine learning. To improve classification, there has been a growing body of work
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on Markov networks in the computer vision community [21], in social and affiliation networks [39] and in classifier learning [30]. Ghofrani et al. proposed a new probabilistic classifier based on decomposable models and applied it to two real-world internet traffic data sets [16]. Bayesian networks are another powerful tool for classification due to their simplicity and accuracy [4,6,11,13]. Naive Bayes classifiers, a special case of Bayesian network classifiers, are a popular classification tool for processing discrete data $[4,34,35]$. For more about discrete Bayesian network classifiers, please see a comprehensive survey published recently [3]. Several research groups combined kernel method and probabilistic models, for instance, Ben-David et al. [2], Altun et al. [1], Taskar et al. [31], Chechik et al. [5]. A major advantage of this technique is that one can construct a wide variety of more flexible classifiers.

The generalization performance of a learning method is extremely important in practice, because it provides a measure of the quality of the ultimately chosen model. One can use the VapnikChervonenkis (VC) dimension to construct an estimate of generalization error [32], where the VC dimension is an approach of measuring the complexity of a class of functions by assessing how wiggly its members can be [19]. Another measure of complexity of a class of functions, called Euclidean dimension, is the minimum dimension of the Euclidean space equipped with the standard dot product, into which these functions can be embedded. Given a Markov network (Bayesian network) $\mathcal{N}$, one can get a concept class $\mathcal{C}_{\mathcal{N}}$ induced by it. Since VC dimension and Euclidean dimension
are two important indexes to assess the classification ability of a Markov network (Bayesian network). Three natural questions arise: (1) Whether the two dimensional values can be obtained from the dimension of a model as a (smooth) sub-manifold of Euclidean space? (2) Are the two positive integer numbers always equal? (3) How to calculate these dimensional values? In this paper, we study the classification capability induced by a Markov network (Bayesian network) without considering the training data, the algorithm and the construction of the network graph. We aim to solve the three questions above.

Kearns and Schapire [20] studied a formal model of general concept learning, they focused on learnability and uniform convergence of probabilistic concept classes, and provided many efficient algorithms. Using tools in algebraic geometry, Geiger et al. [17] formulated necessary and sufficient conditions for an arbitrary discrete distribution to factor according to a general exponential model. Garcia et al. [14] studied the algebraic geometry of discrete Bayesian networks. Nakamura et al. [23] established the upper and lower bounds on Euclidean dimension for Bayesian networks on binary random variables, and determined the exact values of Euclidean dimension for some special classes of Bayesian networks. For Bayesian networks with $k$-valued vertices, Yang and Wu [37] studied fully connected Bayesian networks and Bayesian networks without V-structures. For each Bayesian network belongs to these two cases, they showed that the two dimensional values are identical and offered an explicit formula to compute this dimension. Varando et al. [33] used linear combinations of products of Lagrange basis polynomials to evaluate the expressive power of Bayesian network classifiers. In absence of V-structures, they showed that the polynomial representation provides complete characterization for the type of Bayesian network classifier.

Motivated by the work of Geiger et al. [17] and Garcia et al. [14], in this paper, for a general (non-complete) discrete Markov network, we show that the two dimensional values are identical and they equal dimension of the toric ideal corresponding to this Markov network. Since Bayesian networks without V-structures can be viewed as chordal graphs, we provide two new characterizations of partial results of Yang and Wu [37] and Varando et al. [33]. Moreover, we present upper bounds of Euclidean dimension (and thus upper bounds of VC dimension) for Bayesian network classifiers.

In Section 2, we introduce basic definitions and notations. Our main result is presented in Section 3. In Section 4, we show that VC dimension, Euclidean dimension and dimension of the toric ideal corresponding to a general discrete Markov network are the same number, and present upper bounds of Euclidean dimension for Bayesian network classifiers. We demonstrate the application of our results in estimating generalization error of binary classification. Section 6 is devoted to discussion.

## 2. Preliminaries

In this section, we give formal definitions for concepts appear in this article. Discrete Markov networks and Bayesian networks and related notations are introduced in Section 2.1 and Section 2.2, respectively. VC dimension and Euclidean dimension of a family of functions which follow notations in Nakamura et al. [23] are presented in Section 2.3. Basic concepts and results in algebraic geometry are reviewed in Section 2.4. Algebraic geometry characterization of discrete Markov networks is provided in Section 2.5. Algebraic geometry of Bayesian networks is summarized in Section 2.6.

### 2.1. Discrete Markov networks

Let $\bar{G}=(V, \bar{E})$ be an undirected graph (UG), where $V$ is the vertex set and $E$ is the set of undirected edges. We consider simple


Fig. 1. $A$ UG $\bar{G}_{1}$.


Fig. 2. A DAG $\vec{G}_{2}$.

UGs. A Markov network $\mathcal{N}=(\bar{G}, \mathcal{P})$ consists of two components, where $\bar{G}$ is a UG and $\mathcal{P}$ is a class of probability distributions. Given a UG $\bar{G}$, a clique is a maximal complete subgraph of $\bar{G}$, and we use $\kappa_{\bar{G}}$ to denote the set of all cliques of $\bar{G} . \bar{G}$ is said to be a chordal graph if and only if every cycle of length 4 or more has a chord.

Let $X_{1}, \ldots, X_{n}$ be discrete random variables where $X_{i}$ take values in the finite set $\left[d_{i}\right]=\left\{1,2, \ldots, d_{i}\right\}$, and $\mathcal{X}=\left[d_{1}\right] \times\left[d_{2}\right] \times \cdots\left[d_{n}\right]$, where $d_{i} \geq 2$. An undirected graphical model $\mathcal{P}$ is defined as the collection of distributions on $\mathcal{X}$ of the form
$p_{x_{1} \cdots x_{n}} \doteq P\left(x_{1}, \ldots, x_{n}\right)=P(x) \propto \prod_{\mathcal{K} \in \kappa_{G}} \psi_{\mathcal{K}}(x)$,
where $x_{i} \in\left[d_{i}\right], x=\left(x_{1}, \ldots, x_{n}\right)$ and $\psi_{\mathcal{K}}(x)$ is a potential function that depends on $x$ only through the values of variables in $\mathcal{K}$. We focus on the collection of positive probability distributions in $\mathcal{P}$, denoted as $\mathcal{P}^{+}$.

Example 2.1. Note that $\bar{G}_{1}$ in Fig. 1 is a chordal graph. Suppose $X_{i} \in\{0,1\}$, for $i=1,3$, and $X_{2} \in\{0,1,2\} . \forall P \in \mathcal{N}_{1}=\left(\bar{G}_{1}, \mathcal{P}_{1}\right), p_{021} \propto$ $\psi_{\left\{X_{1}, X_{2}\right\}}(0,2) \psi_{\left\{X_{2}, X_{3}\right\}}(2,1)$.

### 2.2. Discrete Bayesian networks

A directed acyclic graph (DAG) $\vec{G}=(V, \vec{E})$ is a directed graph with no directed cycles. Each vertex $X_{i} \in V$ represents a random variable and a directed edge $\left(X_{i}, X_{j}\right) \in \vec{E}$ represents the conditional dependence between $X_{i}$ and $X_{j}$, where $V=\left\{X_{1}, \ldots, X_{n}\right\}, i, j \in$ $\{1, \ldots, n\}$, and $i \neq j$. If $\left(X_{i}, X_{j}\right) \in \vec{E}, X_{i}$ is called a parent of $X_{j}$. We use $P A_{i}$ to denote the set of parents of the vertex $X_{i}$.

The class of probability distributions $\mathcal{P}$ induced by a DAG $\vec{G}$ consists of all distributions on $\mathcal{X}$ of the form
$p_{x_{1} \cdots x_{n}} \doteq P\left(x_{1}, \ldots, x_{n}\right)=P(x)=\prod_{i=1}^{n} P_{i}\left(x_{i} \mid x_{p a(i)}\right)$,
where $x_{i} \in\left[d_{i}\right], x_{p a(i)} \in \prod_{X_{j} \in P A_{i}}\left[d_{j}\right]$, and $P_{i}\left(x_{i} \mid x_{p a(i)}\right)$ is the conditional probability of $X_{i}=x_{i}$ given $P A_{i}=x_{p a(i)}$. Given a DAG $\vec{G}$, $\mathcal{N}=(\vec{G}, \mathcal{P})$ is called a Bayesian network. As the case of a Markov network, we consider $\mathcal{P}^{+}$here.
Example 2.2. Consider the DAG $\vec{G}_{2}$ in Fig. 2, we assume all variables are binary, that is, $X_{i} \in\{0,1\}$. For $\vec{G}_{2}, P A_{3}=\left\{X_{1}, X_{2}\right\}$ and $\forall P \in \mathcal{N}_{2}=\left(\vec{G}_{2}, \mathcal{P}_{2}\right), p_{011}=P_{1}(0) P_{2}(1) P_{3}(1 \mid 0,1)$.

### 2.3. Concept classes, VC dimension, and Euclidean dimension

A concept class $\mathcal{C}$ over domain $\mathcal{X}$ is a family of functions of the form $f: \mathcal{X} \rightarrow\{1,-1\}$. Each $f \in \mathcal{C}$ is called a concept, that is, a concept over a domain $\mathcal{X}$ is a Boolean function over $\mathcal{X}$. A finite set $S=\left\{s_{1}, s_{2}, \ldots, s_{m} \subseteq \mathcal{X}\right\}$ is said to be shattered by $\mathcal{C}$ if for every $m$ dimensional binary vector $b \in\{1,-1\}^{m}$, there exists some concept
$f \in \mathcal{C}$ such that $f\left(s_{i}\right)=b_{i}$ for $i=1,2, \ldots, m$. The VC dimension of $\mathcal{C}$ is given by
$\operatorname{VCdim}(\mathcal{C})=\sup \{m \mid$ there is some $S \subseteq \mathcal{X}$ shattered by $\mathcal{C}$ and

$$
|S|=m\}
$$

We use the sign function for mapping a real-valued function $g$ to a $\pm 1$-valued concept sign $\circ g$, where $\forall c \in \mathbb{R}, \operatorname{sign}(c)=1$ if $c \geq 0$; otherwise, $\operatorname{sign}(c)=-1$.

Given a concept class $\mathcal{C}$ over domain $\mathcal{X}$ and a $r$-dimensional Euclidean space equipped with standard inner product, if there exist $r$-dimensional collections of vectors $\left(u_{f}\right)_{f \in \mathcal{C}},\left(v_{x}\right)_{x \in \mathcal{X}}$ in $\mathbb{R}^{r}$ such that
$\forall f \in \mathcal{C}, \forall x \in \mathcal{X}, f(x)=\operatorname{sign}\left(u_{f}^{T} v_{x}\right)$ holds,
we say that the concept class $\mathcal{C}$ can be embedded into a $r$ dimensional Euclidean space, where $u_{f}^{T}$ denotes the transpose of $u_{f}$. The smallest $r$ such that $\mathcal{C}$ can be embedded into $\mathbb{R}^{r}$ is called the Euclidean dimension of $\mathcal{C}$, denoted as $\operatorname{Edim}(\mathcal{C})$. For a concept class $\mathcal{C}$, if there is no finite-dimensional Euclidean space into which $\mathcal{C}$ can be embedded, we say $\operatorname{Edim}(\mathcal{C})$ is infinite. For finite concept classes, it is easy to see that $\operatorname{Edim}(\mathcal{C}) \leq \min \{|\mathcal{C}|,|\mathcal{X}|\}$.

The concept class induced by the network $\mathcal{N}=\left(G, \mathcal{P}^{+}\right)$is the collection of all $\pm 1$-valued functions on $\mathcal{X}$ of the form $\operatorname{sign}(\log (P(x) / Q(x)))$ for $P, Q \in \mathcal{P}^{+}$, and we use $\mathcal{C}_{\mathcal{N}}$ to denote this set. Note that, $\operatorname{sign}(\log (P(x) / Q(x)))=1$ if $P(x) \geq Q(x)$ and $\operatorname{sign}(\log (P(x) / Q(x)))=-1$ otherwise.

### 2.4. Basic concepts and results in algebraic geometry

We review some basic concepts from algebraic geometry, one can see Cox et al. [9] for more details. All algebraic geometry terminology we use which is not defined in this paper can be found in [9].

We work in the polynomial ring $\mathbb{R}[y]=\mathbb{R}\left[y_{1}, y_{2}, \ldots, y_{d}\right]$. A subset $I \subseteq \mathbb{R}[y]$ is an ideal if it satisfies: (1) $0 \in I$, (2) if $f, g \in I$, then $f+g \in I$, and (3) if $f \in I$ and $h \in \mathbb{R}[y]$, then $h f \in I$. Given an ideal $I \subseteq \mathbb{R}[y]$, we can define a set
$V(I)=\left\{y \in \mathbb{R}^{n}: f(y)=0\right.$ for all $\left.f \in I\right\}$,
called real variety of $I$. Hilbert's basis theorem shows that every $I \subseteq$ $\mathbb{R}[y]$ contains a finite set $F=\left\{f_{1}, \ldots, f_{m}\right\}$, called an ideal basis of $I$, such that every $g \in I$ can be expressed as $g(y)=\sum_{i=1}^{m} h_{i}(y) f_{i}(y)$, where $\left\{h_{1}, \ldots, h_{m}\right\} \subset \mathbb{R}[y]$. The ideal generated by $F$ is denoted by $\left\langle f_{1}, \ldots, f_{m}\right\rangle$.

In this paper, we consider ideals generated by binomials, namely, a set of polynomials each has precisely two terms. We use $k e r_{\mathbb{Z}}(A)$ to denote the integer kernel of $A$. The toric ideal $I_{A}$ associated with a $q \times d$ integer matrix $A$ is generated by the binomials $y_{1}^{u_{1}} \cdots y_{d}^{u_{d}}-y_{1}^{v_{1}} \cdots y_{d}^{v_{d}}$, where $u=\left(u_{1}, \ldots, u_{d}\right), v=\left(v_{1}, \ldots, v_{d}\right) \in$ $\mathbb{N}^{d}$, and $u-v \in \operatorname{ker}_{\mathbb{Z}}(A)$. A toric variety is a variety that corresponds to a toric ideal. One can see Sturmfels [29] for more about toric ideals.

### 2.5. Algebraic geometry of discrete Markov networks

We identify $\mathcal{X}$ with the set $\{1,2, \ldots, d\}$ and define a probability distribution to be a vector $P=\left(p_{1}, p_{2}, \ldots, p_{d}\right) \in \mathbb{R}_{\geq 0}^{d}$ such that $p_{1}+p_{2}+\cdots+p_{d}=1$, where $d=\prod_{X_{i} \in V} d_{i}$. For a UG $\bar{G}$, by (1), it is natural to view the corresponding graphical model $\mathcal{P}$ as the image of the monomial mapping $\phi_{A(\bar{G})}$ [17]:
$\phi_{A(\bar{G})}: \mathbb{R}_{\geq 0}^{q} \rightarrow \mathbb{R}_{\geq 0}^{d}, \quad\left(t_{1}, \ldots, t_{q}\right) \mapsto\left(\prod_{j} t_{j}^{a_{j 1}}, \prod_{j} t_{j}^{a_{j 2}}, \ldots, \prod_{j} t_{j}^{a_{j d}}\right)$,
where, $A(\bar{G})=\left(a_{j k}\right)$ is a $q \times d$ matrix of nonnegative integers, $q=$ $\Sigma_{\mathcal{K} \in \kappa_{G}} \prod_{X_{l} \in \mathcal{K}} d_{l}$, and $t^{0}=1$ for $t \geq 0$.

For a UG $\bar{G}$, the columns of $A(\bar{G})$ are indexed by $\prod_{X_{i} \in V}\left[d_{i}\right]$, and the rows of $A(\bar{G})$ are indexed by pairs consisting of a clique $\mathcal{K}$ and an element of $\prod_{X_{l} \in \mathcal{K}} d_{l}$. Note that each entry of $A(\bar{G})$ is 0 or 1 , the entry is 1 if and only if the element in the row index is equal to the projection of the column index to the corresponding variables in the row index, and the number of $1 / \mathrm{s}$ in each column of $A(\bar{G})$ is the constant $\left|\kappa_{\bar{G}}\right|$.

### 2.6. Algebraic geometry of discrete Bayesian networks

For a DAG $\vec{G}$, the rows of $A(\vec{G})$ are indexed by pairs consisting of a variable $X_{i}$ and an element of $\prod_{X_{l} \in X_{i} \cup P A_{i}}$ [ $d_{l}$ ] (a conditional probability), $q=\Sigma_{X_{i} \in V} \prod_{X_{l} \in X_{i} \cup P A_{i}} d_{l}$, and each column sum of $A(\vec{G})$ is $n$.

Example 2.3. (Example 2.2 continue). For $\mathcal{N}_{2}, q=12$. Then $A\left(\vec{G}_{2}\right)=$
$\quad$
$t_{1}=P_{1}(0)$
$t_{2}=P_{1}(1)$
$t_{3}=P_{2}(0)$
$t_{4}=P_{2}(1)$
$t_{5}=P_{3}(0 \mid 0,0)$
$t_{6}=P_{3}(1 \mid 0,0)$
$t_{7}=P_{3}(0 \mid 0,1)$
$t_{8}=P_{3}(1 \mid 0,1)$
$t_{9}=P_{3}(0 \mid 1,0)$
$t_{10}=P_{3}(1 \mid 1,0)$
$t_{11}=P_{3}(0 \mid 1,1)$
$t_{12}=P_{3}(1 \mid 1,1)$$\quad\left(\begin{array}{cccccccc}1 & 1 & 1 & 1 & 0 & p_{011} & p_{100} & p_{101}\end{array} p_{110} p_{111}\right.$.

A probability distribution $P=\left(p_{000}, p_{001}, p_{010}, p_{011}, p_{100}, p_{101}, p_{110}\right.$, $p_{111}$ ) factors according to $\vec{G}_{2}$ only if it lies in the image of the associated monomial mapping

$$
\begin{aligned}
\phi_{A\left(\vec{G}_{2}\right)}: & \mathbb{R}_{\geq 0}^{12} \rightarrow \mathbb{R}_{\geq 0}^{8}, \quad\left(t_{1}, \ldots, t_{12}\right) \mapsto\left(t_{1} t_{3} t_{5}, t_{1} t_{3} t_{6}, t_{1} t_{4} t_{7}, t_{1} t_{4} t_{8}\right. \\
& \left.t_{2} t_{3} t_{9}, t_{2} t_{3} t_{10}, t_{2} t_{4} t_{11}, t_{2} t_{4} t_{12}\right)
\end{aligned}
$$

For a Bayesian network $\mathcal{N}=(\vec{G}, \mathcal{P})$, the toric ideal $I_{A(\vec{G})}$ we defined here along the idea of Geiger et al. [17] is different from the prime ideal $\operatorname{ker}(\Phi)$ given in Garcia et al. [14], where $\Phi$ is the ring homomorphism $\mathbb{R}\left[y_{1}, y_{2}, \ldots, y_{d}\right] \rightarrow \mathbb{R}\left[t_{1}, t_{2}, \ldots, t_{q}\right]$ combined with natural constraints on $t_{1}, t_{2}, \ldots, t_{q}$, that is, the sum of conditional probabilities under any condition is 1 . For example, $\mathcal{N}_{2}$ in Example 2.3, Garcia et al. [14] view $t_{i}$ as $1-t_{i+1}$ for $i=1,3,5,7,9,11$. It is obvious that $I_{A(\vec{G})} \subseteq \operatorname{ker}(\Phi)$.

Example 2.4. (Examples 2.1 and 2.2 continue). The results below are computed using the computer algebra system Singular [10].
$I_{A\left(\bar{G}_{1}\right)}=\left\langle y_{1}-t_{1} t_{7}, y_{2}-t_{1} t_{8}, y_{3}-t_{2} t_{9}, y_{4}-t_{2} t_{10}, y_{5}-t_{3} t_{11}, y_{6}-\right.$ $t_{3} t_{12}, y_{7}-t_{4} t_{7}, y_{8}-t_{4} t_{8}, y_{9}-t_{5} t_{9}, y_{10}-t_{5} t_{10}, y_{11}-t_{6} t_{11}, y_{12}-$ $\left.t_{6} t_{12}\right\rangle \cap \mathbb{R}\left[y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6}, y_{7}, y_{8}, y_{9}, y_{10}, y_{11}, y_{12}\right]=\left\langle y_{1} y_{8}-\right.$ $\left.y_{2} y_{7}, y_{3} y_{10}-y_{4} y_{9}, y_{5} y_{12}-y_{6} y_{11}\right\rangle$.
$I_{A\left(\vec{G}_{2}\right)}=\left\langle y_{1}-t_{1} t_{3} t_{5}, y_{2}-t_{1} t_{3} t_{6}, y_{3}-t_{1} t_{4} t_{7}, y_{4}-t_{1} t_{4} t_{8}, y_{5}-\right.$
$\left.t_{2} t_{3} t_{9}, y_{6}-t_{2} t_{3} t_{10}, y_{7}-t_{2} t_{4} t_{11}, y_{8}-t_{2} t_{4} t_{12}\right\rangle \cap \mathbb{R}\left[y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6}\right.$, $\left.y_{7}, y_{8}\right]=\{0\}$.

Remark 2.1. For us, the objective of interest is the complexity of concept classes induced by discrete Markov networks and Bayesian networks. So it is natural to explore the connections between concepts in Section 2.3 and algebraic geometry of two kinds of graphical models introduced in the last two subsections. We will pursue this theme in Section 3 and Section 4.

## 3. Main result

We introduce a definition of dimension of $I_{A(G)}$ and then present the main result in this paper.

Definition 3.1. Let $I_{A(G)}^{S}$ be the elimination ideal obtained from $I_{A(G)}$ by eliminating all unknowns in $\left\{y_{1}, \ldots, y_{d}\right\}$ corresponding to elements in $\mathcal{X} \backslash S$. The biggest $m$ such that $I_{A(G)}^{S}$ is the zero ideal is called the algebraic elimination dimension of $I_{A(G)}$, where $m=|S|$.

We denote the dimension of $I_{A(G)}$ by $\operatorname{dim}\left(I_{A(G)}\right)$. In algebraic geometry, there are many ways to reformulate the concept of dimension of an ideal (or equivalently, dimension of a affine variety), and Definition 3.1 is one of the interesting approaches [9]. If $I_{A(G)}^{S}$ is the zero ideal, then its variety is full-dimensional. Lemma 4.2 in Sturmfels [29] states that $\operatorname{dim}\left(I_{A(G)}\right)=\operatorname{rank}(A(G))$. The following theorem is our main result in the paper.

Theorem 3.1. For every Markov network $\mathcal{N}=(\bar{G}, \mathcal{P})$ with $I_{A(\bar{G})} \neq$ $\{0\}$, we have $\operatorname{dim}\left(I_{A(\bar{G})}\right)=\operatorname{VCdim}\left(\mathcal{C}_{\mathcal{N}}\right)=\operatorname{Edim}\left(\mathcal{C}_{\mathcal{N}}\right)=\operatorname{rank}(A(\bar{G}))$.

Corollary 4.1 and Lemma 4.2 in Section 4 demonstrate that Theorem 3.1 holds. A special case of Theorem 3.1 is that $\bar{G}$ is a chordal graph. From the point of view representing conditional independence relationships among variables, each chordal graph can be viewed as a DAG [see Lemma 7.3 in 28], and every DAG without V-structures is identical to a chordal graph. The corollary below provides two new characterizations of the results of Yang and $W u$ [37] and Varando et al. [33].

Corollary 3.1. Given a Bayesian network $\mathcal{N}=(\vec{G}, \mathcal{P})$ with $I_{A(\vec{G})} \neq$ $\{0\}$ and $\vec{G}$ has no V-structure, we have $\operatorname{dim}\left(I_{A(\vec{G})}\right)=\operatorname{VCdim}\left(\mathcal{C}_{\mathcal{N}}\right)=$ $\operatorname{Edim}\left(\mathcal{C}_{\mathcal{N}}\right)=\operatorname{rank}(A(\vec{G}))$.

As an illustration, consider the following example.
Example 3.1. (Example 2.1 continue). $\bar{G}_{1}$ in Fig. 1 is a UG (a chordal graph), and $\operatorname{rank}\left(A\left(\bar{G}_{1}\right)\right)=\operatorname{VCdim}\left(\mathcal{C}_{\mathcal{N}_{1}}\right)=\operatorname{Edim}\left(\mathcal{C}_{\mathcal{N}_{1}}\right)=$ $\operatorname{dim}\left(I_{A\left(\bar{G}_{1}\right)}\right)=9$.

Theorem 3.1 in Yang and Wu [37] shows that for a fully connected Bayesian network with each variable has $k$ levels, $\operatorname{VCdim}\left(\mathcal{C}_{\mathcal{N}}\right)=\operatorname{Edim}\left(\mathcal{C}_{\mathcal{N}}\right)=k^{n}-1$. If $I_{A(\vec{G})}=\{0\}$ and $\vec{G}$ has no Vstructure, that is, $\vec{G}$ is a fully connected Bayesian network, then $\vec{G}$ can be viewed as a complete UG, we have $\operatorname{rank}(A(\vec{G}))=$ $\operatorname{dim}\left(I_{A(\vec{G})}\right)=d$, and $\operatorname{VCdim}\left(\mathcal{C}_{\mathcal{N}}\right)=\operatorname{Edim}\left(\mathcal{C}_{\mathcal{N}}\right)=d-1$.

## 4. Proof of Theorem 3.1 and related results

In this section, we prove Theorem 3.1 and provide some related results.

### 4.1. Bounding VC dimension by dimension of the toric ideal corresponding to a discrete Markov network

In this subsection, we show that $\operatorname{dim}\left(I_{A(G)}\right)$ yields a lower bound for VCdim $\left(\mathcal{C}_{\mathcal{N}}\right)$ of discrete Markov networks.

For each unknown that corresponds to an element in $S$, we set it equal to an arbitrary positive real number, then we get a partial solution. What is interest is whether the partial solution can be extended to a complete solution. Based on the fact that each row of $A(G)$ which corresponds to an element in $\mathcal{X} \backslash S$ can be represented linearly by rows of $A(G)$ and the representation is unique, one can see that for a toric ideal corresponding to a discrete Markov (Bayesian) networks the answer to the question of real extension of a partial solution is yes in some situations.

Proposition 4.1. Suppose $I_{A(G)} \neq\{0\}$ and $S \subset \mathcal{X}$ is one of the subsets with the biggest cardinality such that $I_{A(G)}^{S}=\{0\}$. Let each unknown

Fig. 3. $A$ UG $\bar{G}_{3}$.
corresponding to an element in $S$ be an arbitrary positive real number, then this partial solution can be extended to exactly one complete solution.

Note that the complete solution in Proposition 4.1 corresponds to a strictly positive probability distribution, that is, dividing each component of the complete solution by the sum of all components, which is called a normalizing constant. For discrete Markov networks, the well-known Hammersley-Clifford theorem states that a strictly positive probability distribution $\left(y_{1}, y_{2}, \ldots, y_{d}\right) \in \mathcal{P}^{+}$if and only if $\left(y_{1}, y_{2}, \ldots, y_{d}\right)$ is a solution of all quadratic binomials corresponding to all the saturated conditional independence statements (a finite subset of $I_{A(\bar{G})}$ ) [17]. If we fix $m-1$ unknowns in $\left\{y_{(1)}, y_{(2)}, \ldots, y_{(m)}\right\}$, that is, $y_{(j)}=y_{(j) 0}>0$ for $j \in$ $\{1,2, \ldots, m\} \backslash\{i\}$, Proposition 4.1 shows that the normalizing constant $\left(\sum_{j=1, j \neq i}^{m} y_{(j) 0}+y_{(i)}+\sum_{j=m+1}^{d} y_{(j)}\right)$ is a function of $y_{(i)}$, where $i \in\{1,2, \ldots, m\}$.

Example 4.1. Consider $\bar{G}_{3}$ in Fig. 3, $I_{A\left(\bar{G}_{3}\right)}=\left\langle y_{1} y_{4}-y_{2} y_{3}\right\rangle$. Suppose $y_{2}=3, y_{3}=2$ and $y_{4}=1$, the partial solution $(3,2,1)$ can be extended to the complete solution $(6,3,2,1)$, and then $\left(\frac{1}{2}, \frac{1}{4}, \frac{1}{6}, \frac{1}{12}\right) \in$ $\mathcal{P}_{1}^{+}$.

For a Markov network $\mathcal{N}=(\bar{G}, \mathcal{P})$ with $I_{A(\bar{G})} \neq\{0\}$, the Hammersley-Clifford theorem implies that each $y_{(j)}$ is either a linear function or a hyperbolic function of $y_{(i)}$ (that is, be of the form $y_{(j)}=a y_{(i)}$ or $y_{(j)}=\frac{b}{y_{(i)}}$, where $a>0, b>0$ ), then the normalizing constant function is either the form $g_{i}\left(y_{(i)}\right)=k_{0}+$ $k_{1} y_{(i)}$ or $g_{i}\left(y_{(i)}\right)=k_{0}+k_{1} y_{(i)}+\frac{k_{2}}{y_{(i)}}$, where $j \in\{m+1, \ldots, d\}$, $i \in$ $\{1,2, \ldots, m\}, k_{l}>0$ for $l=0,1,2$. A basic observation is that there exists at least one $y_{(i)} \in\left\{y_{(1)}, y_{(2)}, \ldots, y_{(m)}\right\}$ such that the normalizing constant has the form $g_{i}\left(y_{(i)}\right)=k_{0}+k_{1} y_{(i)}+\frac{k_{2}}{y_{(i)}}$ when each unknown in $\left\{y_{(1)}, y_{(2)}, \ldots, y_{(m)}\right\} \backslash\left\{y_{(i)}\right\}$ is specified a positive number.

Lemma 4.1. Given a Markov network $\mathcal{N}=(\bar{G}, \mathcal{P})$ with $I_{A(\bar{G})} \neq\{0\}$, we have $\operatorname{dim}\left(I_{A(\bar{G})}\right) \leq \operatorname{VCdim}\left(\mathcal{C}_{\mathcal{N}}\right)$.

Proof. Suppose $\operatorname{dim}\left(I_{A(\bar{G})}\right)=m$ and $S=\left\{s_{1}, s_{2}, \ldots, s_{m}\right\} \subset \mathcal{X}$ satisfies $I_{A(\bar{G})}^{S}=\{0\}$, we need to show that $\forall b \in\{1,-1\}^{m}$, there exist two positive distributions $P, Q$ such that $\operatorname{sign}\left(\frac{P\left(s_{i}\right)}{Q\left(s_{i}\right)}\right)=b_{i}$ for $i=1,2, \ldots, m$. It suffices to consider the following two cases.

Case $1, b= \pm(1,1, \ldots, 1)$. Without loss of generality, we assume the normalizing constant is a function of $y_{(1)}$ with the form $g_{1}\left(y_{(1)}\right)=k_{0}+k_{1} y_{(1)}+\frac{k_{2}}{y_{(1)}}$ when $y_{(2) 0}, \ldots, y_{(m) 0}$ are given. Note that $k_{0}, k_{1}, k_{2}$ are determined by $y_{(2) 0}, \ldots, y_{(m) 0}$, and one can choose a $y_{(1) 0} \in\left(0, \sqrt{\frac{k_{2}}{k_{1}}}\right)$ and a small $\epsilon>0$ such that $y_{(1) 0}+\epsilon<\sqrt{\frac{k_{2}}{k_{1}}}$. Let $P, Q$ be two distributions corresponding to $y_{(1) 0}, y_{(2) 0}, \ldots, y_{(m) 0}$ and $y_{(1) 0}+\epsilon, y_{(2) 0}, \ldots, y_{(m) 0}$, respectively. We know that each function $y=k_{0}+k_{1} x+\frac{k_{2}}{x}$ is strictly decreasing on $\left(0, \sqrt{\frac{k_{2}}{k_{1}}}\right)$, and strictly increasing on $\left(\sqrt{\frac{k_{2}}{k_{1}}},+\infty\right)$, where $k_{0}>0$, $k_{1}>0, k_{2}>0, x \in(0,+\infty)$. Then, $g_{1}\left(y_{(1) 0}\right)>g_{1}\left(y_{(1) 0}+\epsilon\right)>0$, we have $\operatorname{sign}\left(\frac{P\left(s_{i}\right)}{Q\left(s_{i}\right)}\right)=-1$ and $\operatorname{sign}\left(\frac{Q\left(s_{i}\right)}{P\left(s_{i}\right)}\right)=1$ for $i=1,2, \ldots, m$.

Case $2, \quad b=(1,1, \ldots, 1,-1, \ldots,-1)$, that is, if $i \in$ $\left\{1,2, \ldots, m_{1}\right\}, \quad b_{i}=1$; else $b_{i}=-1$, where $m_{1}<m$ is a positive integer. Let $P, Q$ be two distributions corresponding to $y_{(1) 0}, y_{(2) 0}, \ldots, y_{\left(m_{1}\right) 0}, y_{\left(m_{1}+1\right) 0}, \ldots, y_{(m) 0}$ and
$y_{(1) 0}, y_{(2) 0}, \ldots, y_{\left(m_{1}\right) 0}, \quad y_{\left(m_{1}+1\right) 0}+\epsilon_{m_{1}+1}, \ldots, y_{(m) 0}+\epsilon_{m}, \quad$ respectively, where $\left\{\epsilon_{m_{1}+1}, \ldots, \epsilon_{m}\right\}$ are $m-m_{1}$ small positive numbers, $y_{(1) 0}$ is a large number belonging to the strictly increasing interval of the normalizing constant function of $\quad y_{(1)}, y_{(2) 0}, \ldots, y_{\left(m_{1}\right) 0}, y_{\left(m_{1}+1\right) 0}+\epsilon_{m_{1}+1}, \ldots, y_{(m) 0}+$ $\left.\epsilon_{m}, y_{(m+1)}, \ldots, y_{(d)}\right)$, that is, a function of $y_{(1)}$ denoted by $g_{1}^{\mathrm{Q}}\left(y_{(1)}\right)$.

If $g_{1}^{P}\left(y_{(1) 0}\right)=g_{1}^{Q}\left(y_{(1) 0}\right)$, then $\operatorname{sign}\left(\frac{P\left(s_{i}\right)}{Q\left(s_{i}\right)}\right)=b_{i}$ for $i=1,2, \ldots, m$, where $g_{1}^{P}\left(y_{(1)}\right)$ is the normalizing constant function of $\left(y_{(1)}, y_{(2) 0}, \ldots, y_{\left(m_{1}\right) 0}, y_{\left(m_{1}+1\right) 0}, \ldots, y_{(m) 0}, y_{(m+1)}, \ldots, y_{(d)}\right)$.

If $g_{1}^{P}\left(y_{(1) 0}\right)<g_{1}^{Q}\left(y_{(1) 0}\right)$, there exists an $\epsilon>0$ such that $g_{1}^{P}\left(y_{(1) 0}\right)=g_{1}^{Q}\left(y_{(1) 0}-\epsilon\right)$ as long as each element in $\left\{\epsilon_{m_{1}+1}, \ldots, \epsilon_{m}\right\}$ is small enough and $y_{(1) 0}$ is an interior of the strictly increasing interval of the normalizing constant function of $y_{(1)}$. Denoting the distribution corresponds to $y_{(1) 0}-\epsilon, y_{(2) 0}, \ldots, y_{\left(m_{1}\right) 0}, y_{\left(m_{1}+1\right) 0}+\epsilon_{m_{1}+1}, \ldots, y_{(m) 0}+\epsilon_{m}$ as $Q_{1}$, then $\operatorname{sign}\left(\frac{P\left(s_{i}\right)}{Q_{1}\left(s_{i}\right)}\right)=b_{i}$ for $i=1,2, \ldots, m$.

If $g_{1}^{P}\left(y_{(1) 0}\right)>g_{1}^{Q}\left(y_{(1) 0}\right)$, the form of strictly increasing interval of the normalizing function $g_{m}^{Q}\left(y_{(m)}\right)$ is $\left(\sqrt{\frac{k_{2}}{k_{1}}},+\infty\right)$ or $(0,+\infty)$, hence there is an $\epsilon>0$ such that $g_{1}^{P}\left(y_{(1) 0}\right)=g_{m}^{P}\left(y_{(m) 0}\right)=$ $g_{m}^{Q}\left(y_{(m) 0}+\epsilon_{m}+\epsilon\right.$ ), where $k_{1}>0, k_{2}>0$ (In fact, $g_{m}^{Q}\left(y_{(m)}\right)$ can be replaced by any $g_{j}^{Q}\left(y_{(j)}\right)$, where $j \in\left\{m_{1}+1, \ldots, m\right\}$ ). Denoting the distribution corresponds to $y_{(1) 0}, y_{(2) 0}, \ldots, y_{\left(m_{1}\right) 0}, y_{\left(m_{1}+1\right) 0}+$ $\epsilon_{m_{1}+1}, \ldots, y_{(m) 0}+\epsilon_{m}+\epsilon$ as $Q_{1}$, then $\operatorname{sign}\left(\frac{P\left(s_{i}\right)}{Q_{1}\left(s_{i}\right)}\right)=b_{i}$ for $i=$ $1,2, \ldots, m$.

Case 1 and Case 2 together complete the proof of this conclusion, because all the $2^{n}-2$ values (except the two values in Case 1) of $b$ containing 1 and -1 can be the form of Case 2 through rearranging the order of $s_{i}$ for $i=1,2, \ldots, m$.

Lemma 7 of Nakamura et al. [23] states that $\operatorname{VCdim}(\mathcal{C}) \leq$ $\operatorname{Edim}(\mathcal{C})$ holds for every concept class $\mathcal{C}$. Immediately, we have the following result.

Corollary 4.1. For every Markov network $\mathcal{N}=(\bar{G}, \mathcal{P})$ satisfying $I_{A(\bar{G})} \neq\{0\}$, we have $\operatorname{dim}\left(I_{A(\bar{G})}\right) \leq \operatorname{VCdim}\left(\mathcal{C}_{\mathcal{N}}\right) \leq \operatorname{Edim}\left(\mathcal{C}_{\mathcal{N}}\right)$.

Consider Markov network and the case that $I_{A(\bar{G})}=\{0\}, I_{A(\bar{G})}=\{0\}$ if and only if $\bar{G}$ is a complete graph. If $I_{A(\bar{G})}=\{0\}$, then $\operatorname{dim}\left(I_{A(\bar{G})}\right)=$ $d$, and $\mathcal{P}^{+}$is the collection of interior points of the probability simplex, we have $\operatorname{VCdim}\left(\mathcal{C}_{\mathcal{N}}\right)=\operatorname{Edim}\left(\mathcal{C}_{\mathcal{N}}\right)=d-1$.

### 4.2. An upper bound of Euclidean dimension

In this subsection, using $\operatorname{dim}\left(I_{A(G)}\right)$, we study an upper bound of Euclidean dimension of the concept class induced by a Markov (or Bayesian) network .

Lemma 4.2. Given a Markov (or Bayesian) network $\mathcal{N}=(G, \mathcal{P})$, we have $\operatorname{Edim}\left(\mathcal{C}_{\mathcal{N}}\right) \leq \operatorname{dim}\left(I_{A(G)}\right)$.

Proof. $\operatorname{Edim}\left(\mathcal{C}_{\mathcal{N}}\right)=m$ means that there are two matrices $U_{\left|\mathcal{C}_{\mathcal{N}}\right| \times m}$ and $V_{m \times d}$ such that

$$
\left(\begin{array}{llll}
f_{1}\left(x_{1}\right) & f_{1}\left(x_{2}\right) & \cdots & f_{1}\left(x_{d}\right)  \tag{3}\\
f_{2}\left(x_{1}\right) & f_{2}\left(x_{2}\right) & \cdots & f_{2}\left(x_{d}\right) \\
\vdots & \vdots & \ddots & \vdots \\
f_{\left|\mathcal{C}_{\mid}\right|}\left(x_{1}\right) & f_{\left|\mathcal{C}_{N}\right|}\left(x_{2}\right) & \cdots & f_{\left|\mathcal{C}_{N}\right|}\left(x_{d}\right)
\end{array}\right)=\left(\operatorname{sign}\left((U V)_{i j}\right)\right),
$$

and $\forall U_{\left|\mathcal{C}_{\mathcal{N}}\right| \times r}, V_{r \times d}$ satisfying $r \leq m-1$, (3) does not hold, where $f_{i} \in \mathcal{C}_{\mathcal{N}}$, and $1 \leq i \leq\left|\mathcal{C}_{\mathcal{N}}\right|, 1 \leq j \leq d$.


Fig. 4. Two DAGs with V-structures.
$\forall \quad P_{i}, \quad Q_{i} \in \mathcal{P}^{+} \quad\left(1 \leq i \leq\left|\mathcal{C}_{\mathcal{N}}\right|\right) \quad$ such $\quad$ that $\quad f_{i}(x)=$ $\operatorname{sign}\left(\log \left(P_{i}(x) / Q_{i}(x)\right)\right)$, consider the $\left|\mathcal{C}_{\mathcal{N}}\right| \times d$ matrix
$\left(\begin{array}{llll}\log \left(\frac{P_{1}\left(x_{1}\right)}{Q_{1}\left(x_{1}\right)}\right) & \log \left(\frac{P_{1}\left(x_{2}\right)}{Q_{1}\left(x_{2}\right)}\right) & \cdots & \log \left(\frac{P_{1}\left(x_{d}\right)}{Q_{1}\left(x_{d}\right)}\right. \\ \log \left(\frac{P_{2}\left(x_{1}\right)}{Q_{2}\left(x_{1}\right)}\right) & \log \left(\frac{P_{1}\left(x_{2}\right)}{Q_{2}\left(x_{2}\right)}\right) & \cdots & \log \left(\frac{P_{2}\left(x_{d}\right)}{Q_{2}\left(x_{d}\right)}\right) \\ \vdots & \vdots & \ddots & \vdots \\ \log \left(\frac{P_{C_{C} \mid}\left(x_{1}\right)}{Q_{\left|C_{N}\right|}\left(x_{1}\right)}\right) & \log \left(\frac{P_{C_{\mathcal{C}} \mid}\left(x_{2}\right)}{\left.Q_{\left|C_{N}\right|} \mid x_{2}\right)}\right) & \cdots & \log \left(\frac{P_{C_{C} \mid}\left(x_{d}\right)}{Q_{\left|C_{N}\right|}\left(x_{d}\right)}\right)\end{array}\right)$.
If $\operatorname{dim}\left(I_{A(G)}\right) \leq m-1$, without loss of generality, we assume $\operatorname{dim}\left(I_{A(G)}\right)=m-1$. Then, $\forall y_{(1)}, \ldots, y_{(m)}$, there is at least one binomial $f \in I_{A(G)} \cap \mathbb{R}\left[y_{(1)}, \ldots, y_{(m)}\right]$ such that $f\left(P_{i}\left(x_{1}\right), \ldots, P_{i}\left(x_{d}\right)\right)=$ 0 and $f\left(Q_{i}\left(x_{1}\right), \ldots, Q_{i}\left(x_{d}\right)\right)=0$ for $1 \leq i \leq\left|\mathcal{C}_{\mathcal{N}}\right|$. Thus, we know that the rank of the matrix in (3) is less than $m-1$. This fact contradicts $\forall U_{\left|\mathcal{C}_{\mathcal{N}}\right| \times r}, V_{r \times d}$ satisfying $r \leq m-1$, (3) does not hold. The conclusion is confirmed.

Lemma 4.2 provides an upper bound of Euclidean dimension of concept classes induced by Markov networks and Bayesian networks. Although the upper bounds are larger than real ones for some Bayesian networks with V-structures, we note that the upper bound is sharp.

Example 4.2. Consider $\vec{G}_{4}$ and $\vec{G}_{5}$ in Fig. 4. Suppose that $\left|X_{i}\right|=2$ for $i=1,2,3,4$. Using the computer algebra system Singular [10], we obtain that $\operatorname{dim}\left(I_{A\left(\vec{G}_{4}\right)}\right)=9, \operatorname{dim}\left(I_{A\left(\vec{G}_{4}\right)}\right)=11$. Yang and Wu [38] showed that $\operatorname{VCdim}\left(\mathcal{C}_{\mathcal{N}_{4}}\right)=\operatorname{Edim}\left(\mathcal{C}_{\mathcal{N}_{4}}\right)=8$ and $\operatorname{VCdim}\left(\mathcal{C}_{\mathcal{N}_{5}}\right)=$ $\operatorname{Edim}\left(\mathcal{C}_{\mathcal{N}_{5}}\right)=11$.

Remark 4.1. For general Bayesian networks, Yang and Wu [37] provided lower bounds of VC dimension and upper bounds of Euclidean dimension. Examples presented in Yang and Wu [38] indicate that both the two bounds are sharp. Classifying the relationship between the upper bounds appeared in Yang and Wu [37] and the one posed in Lemma 4.2 is an interesting problem.

In fact, for a general Bayesian network, neither the prime ideal $\operatorname{ker}(\Phi)$ presented in Garcia et al. [14], nor the toric ideal we defined in Section 2.6 is suitable to connect corresponding VC dimension and Euclidean dimension.

## 5. Application of VC dimension in estimating classification error

Hastie et al. [19] told us that the VC dimension can be used to construct an estimate of (extra-sample) prediction error, and there are different types of results. However, as they pointed out, the difficulty is how to calculate the VC dimension of a class of functions. In this section, we introduce a result in binary classification through an example which comes from Han et al. [18].

Example 5.1. Table 1 presents a training set of class-labeled tuples randomly selected from the AllElectronics customer database. The data tuples are described by discrete variables age, income, student, credit-rating. Age and income have three levels, student

Table 1
Class-labeled training tuples from the AllElectronics customer database.

| RID | Age | Income | Student | Credit-rating | Class: buy-computer |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | Youth | High | No | Fair | No |
| 2 | Youth | High | No | Excellent | No |
| 3 | Middle-aged | High | No | Fair | Yes |
| 4 | Senior | Medium | No | Fair | Yes |
| 5 | Senior | Low | Yes | Fair | Yes |
| 6 | Senior | Low | Yes | Excellent | No |
| 7 | Middle-aged | Low | Yes | Excellent | Yes |
| 8 | Youth | Medium | No | Fair | No |
| 9 | Youth | Low | Yes | Fair | Yes |
| 10 | Senior | Medium | Yes | Fair | Yes |
| 11 | Youth | Medium | Yes | Excellent | Yes |
| 12 | Middle-aged | Medium | No | Excellent | Yes |
| 13 | Middle-aged | High | Yes | Fair | Yes |
| 14 | Senior | Medium | No | Excellent | No |



Fig. 5. Naive Bayes $\left(\vec{G}_{6}\right)$ and a tree augmented naive Bayes $\left(\vec{G}_{7}\right)$ classifier structures with 4 predictor variables.
and credit-rating have two levels. The class label variable, buycomputer, has two levels. Given the training data, estimation of prediction error is our goal.

Generalization error (denoted by $\operatorname{Err}_{\mathcal{T}}$ ) is the prediction error over an independent test sample. Consider binary classification, if we fit $N$ training points using a class of functions $\{f(x, \alpha)\}$ having VC dimension $h$, then with probability at least $1-\eta$ over training sets [page 116 in 7]:
$\operatorname{Err}_{\mathcal{T}} \leq \overline{\mathrm{err}}+\frac{\varepsilon}{2}\left(1+\sqrt{1+\frac{4 \cdot \overline{\mathrm{err}}}{\varepsilon}}\right)$,
where $\varepsilon=a_{1} \frac{h\left[\log \left(a_{2} N / h\right)+1\right]-\log (\eta / 4)}{N}, 0<a_{1} \leq 4,0<a_{2} \leq 2$; err is the training error, $\alpha$ is a parameter vector. This bound hold simultaneously for all members $f(x, \alpha)$, with $a_{1}=4$ and $a_{2}=2$ corresponding to the worst-case scenarios.

Return to Example 5.1, if one predicts the class label of a tuple using a naive Bayes classifier or a tree augmented naive Bayes classifier, the values of $h$ are 14 and 28, respectively (see $\vec{G}_{6}$ and $\vec{G}_{7}$ in Fig. 5, they can be viewed as UGs from the viewpoint of representing conditional independence relationships), and meaningful upper bounds for generalization error can be obtained when the sample size $N$ is sufficient large. To offer an upper bound for prediction error, our results can be used to UG or DAG augmented naive Bayes classifiers, that is, the class $C$ is considered as a root vertex parent of every predictor variables. Meanwhile, we note that, for a Bayesian network with at least one V-structure, if we use $\operatorname{dim}\left(I_{A(G)}\right)$ to estimate generalization error, the upper bound may be rather loose.

## 6. Discussion

In this paper, we mainly provide three equivalent characterizations of VC dimension of concept classes induced by Markov networks through viewing dimension of a toric ideal as a bridge between VC dimension and Euclidean dimension, and present upper bounds for Euclidean dimension of concept classes induced by Bayesian networks. This concrete connection between algebraic ge-
ometry and machine learning allows one to compute VC dimension of the concept class induced by a Markov network in terms of a computer algebra system directly. We illustrate the utility of our results in calculating prediction error in binary classification. For Bayesian networks without V-structures, based on levels of each variable, Yang and Wu [37] and Varando et al. [33] offered explicit formula to compute Euclidean dimension and thus VC dimension of induced concept classes. A natural question arises, is there an explicit formula for VC dimension of concept classes induced by Markov networks?

For a general Bayesian network ( $\vec{G}, \mathcal{P}$ ) (with at least one Vstructure), as far as we know, no other result illustrates the relationship among dimension of the model, VC dimension and Euclidean dimension of concept class induced by ( $\vec{G}, \mathcal{P}$ ) except Yang and Wu [38] for the Bayesian networks with less than four variables. As mentioned in Remark 4.1, it seems difficult to tackle the problem given in Yang and Wu [36] using dimension of ideals, that is, whether the VC dimension is equal to the Euclidean dimension remains open.
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