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Abstract Nonparametric mathematical models have

gained a very massive attention in the last two decades in

solving regression problem. The application of soft com-

puting methodologies produced a very remarkable assis-

tance to human abilities especially in solving nonlinear and

non-stationary engineering problems. The current article

investigates the utility of k-nearest neighbor (k-nn) approach

in predicting ultimate bearing capacity of shallow founda-

tion. The inspected application involves an experimental

data set of foundation dimension and soil properties that

suggested and calculated via manual computational meth-

ods. The predictive model is established using dimensional

shallow foundation, and soil properties are an inputs vari-

able, whereas the bearing capacity is the output variable. For

the purpose of comparison and evaluating the modeling

accuracy, multiple linear regression (MLR) model is chosen

to diagnose the result accuracies. Couple of statistical indi-

cators are utilized to exhibit the performance criteria of the

predictive model including coefficient of determination (r2),

degree of agreement (d), root-mean-square error (RMSE)

and mean absolute percentage error (MAPE). The results

exhibited a very representable and high accuracies of the

investigated k-nn model vis-à-vis MLR. For instance, the

RMSE and MAPE were enhanced by 24 and 17%, respec-

tively. In addition, the findings indicated that k-nn provides

an accurate and reliable alternative predictive model to the

manual computational methods.

Keywords K-nearest neighbor � Soft computing � Multiple

linear regression � Bearing capacity � Predictive model

1 Introduction

Soil ultimate bearing capacity (qu) is indicated as the least

pressure that would cause shear stress failure of the sup-

porting soil immediately below and adjacent to the foun-

dation [1]. The ultimate bearing capacity is also known as

the limited settlement of foundation. The importance of

this geotechnical term is its major requirement within the

foundation design satisfaction. For any geotechnical engi-

neering work (e.g., construction), the allowable qu is

controlled by the amount of settlements and their criteria

[2]. qu is usually computed via either experimentally or

manual calculations through analytical procedure (i.e.,

empirical formulation). Based on the exist state-of-the-art

literature, it has been observed that BC for soil which was

proposed by [3] is based on homogenies criteria and on

manual calculation method that can be not practically well

organized. Several formulas have been proposed by several

scholars to compute the BC, such as Terzaghi [3], Mey-

erhof [4], Hansen [5], and Kumbhojkar [6]. The conceptual

theory of all those researches is based on the footing

geometry and the shearing resistance angle. The current

paper focuses on the utility of the k-nn model as an intel-

ligent approach to predict bearing capacity of soil under

shallow strip foundation loading.
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Soft computing techniques are valuable intelligence

models that have been remarkably in various engineering

applications in comparison with the classical methods that

are difficult to pursue or capture the high complicated

relationship between parameters [7–11]. Based on the

historical researches conducted in predicting bearing

capacity, several studies accomplished the modeling uti-

lization the soft computing techniques [12–16]. In 2005,

the most primitive study was conducted in predicting the

ultimate bearing capacity using artificial neural network via

two main algorithms: backpropagation and radial basis

function [17]. The used experimental data belong to shal-

low foundation on reinforced cohesion-less soil. In sum-

mary, the findings approved that the application of ANN

outperformed the traditional methods. Another study was

conducted for the same application using multiple layer

perceptron (MLP) algorithm [18]. The investigated MLP

algorithm was verified with the theoretical computation

and showed a very comprehended modeling. An adaptive

neuro-fuzzy inference system is inspected to capture the

correlation between the basic status of soil foundation

system and qu [19]. The discovery of the study showed a

high potential of the inspected soft computing model to

model the bearing capacity. Ornek et al. [20] estimated

bearing capacity of circular footing placed on soft clay

layer soil. The modeling constructed using artificial neural

network (ANN) model. The data set was obtained from an

extensive series of field test (i.e., seven different sizing

dimensions used as input parameters). The results of ANN

model are evaluated with MLR model. In conclusion, ANN

model offers a simple and reliable tool for estimating

bearing capacity of circular footings foundation in stabi-

lized clay soil. In 2013, multiple linear regression model

was used to predict bearing capacity of geosynthetic rein-

forced sand bed [21]. The investigated model was verified

against laboratory experimental results. In conclusion, the

statistical analysis showed that the aperture size of the

reinforcement has high impact on the bearing capacity and

also the regression model displayed a reasonable predictive

model.

k-nn model has been proved to outperform the tradi-

tional method in solving the regression problems (i.e., as a

predictive model) [22–24]. This nonparametric supervised

machine learning model is motivated due to its flexibility

and simplicity to incorporate different data types. The main

concept of k-nn model is to predict a particular number of

observations in which the closest to the desired output

through the K value (the theoretical concept is described in

Sect. 3.1). k-nn is efficiently used for discrete and contin-

uous of classification and regression, respectively. Worth

mentioning advantages of k-nn are as follows: (1) an

instance machine learning model, (2) robust with small

error ratio, (3) the basic algorithm based on local learning

and (4) the modeled prediction based on limited data set

[25]. Based on the mentioned advantages, the current

research aim is to inspect the efficiency of nonparametric

soft computing approach in determining the bearing

capacity in shallow foundation. The merit of applying this

method is to avoid the manual calculation and time con-

sumption, and to produce an accurate intelligent model.

2 Experimental work and data set

The applied data sets present varying conditions, and the

obtained results are modeled using the proposed nonpara-

metric soft computing approach. The main parameters used

in performing the experimental data sets include soil

properties and foundation dimensions. Formula (1) indi-

cates Terzaghi’s equation [3]. Terzaghi’s formulation for

calculating ultimate bearing capacity of soil below shallow

strip footing foundation is expressed graphically in Fig. 1

and theoretically as follows:

qu ¼ c � Nc þ cDNq þ 0:5BcNc ð1Þ

where c is the soil cohesion, c is the unit weight of soil, D is

the foundation depth, and B is the footing width, whereas

Nc, Nq and Nc are the bearing capacity factors that rely on

the value of the (u), which is the angle of internal friction

of soil [26–28].

Nc ¼ Nq � 1
� �

cotu ð2Þ

Nq ¼ eðp tanuÞ tan2 45þ u
2

� �
ð3Þ

Nc ¼ 2 Nq � 1
� �

tanu ð4Þ

In the light of the previous studies, the geometry and the

physical parameters were used to formulate the manual

procedure to compute the ultimate bearing capacity. Those

parameters are c, c, D and B, as reported by Foye et al.

[29]. Hence, we used those parameters as inputs to con-

struct the proposed intelligent model, and the target

parameter is the qu.

3 Models overview

3.1 K-nearest neighbors (k-nn)

The k-nn is a nonparametric predictive model similar to

artificial neural network, adaptive neuro-fuzzy inference

system and genetic programing. k-nn model characterized

by the advantage of exploits the closeness (‘‘neighbor-

hood’’) between the most recent observations and K similar

sets of observations chosen for an adequately large amount
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of data [30]. The applications of k-nn model have been

explored and developed for several engineering and sci-

ence problems for the purpose to solve the nonlinear, non-

stationary, and dynamic features [31–36]. The implemen-

tation of this nonparametric method exhibited a robust

predictive model that can mimic the human brain system

and perform at high level of accuracies. In the current

research, we investigate the capability of the classic k-nn

model in order to predict a regression problem (i.e., ulti-

mate bearing capacity).

Mathematically, the regression problem can be solved

via formula (5) that can be expressed as follows:

yi ¼
1

k

Xk

j

yj ð5Þ

k-nn model selects the k training data that are close to the

testing phase data to predict the desired target variable.

k value indicates the number of the nearest neighbors of yj.

The general formulation used to predict the testing phase

data set is represented as follows:

yi ¼
Xk

j¼1

wjyj ð6Þ

where wj is the weight of jth neighbor. This weight is

adjustable in accordance to the number of the actual data

set; it can be expressed by formula (7):

wj ¼
j

n
: ð7Þ

The main concept behind the prediction processes using

k-nn algorithm is to mimic the behavior of the bearing

capacity that is highly nonlinear and dynamic due to the

influence of several parameters such as the dimension of

the footing foundation and the soil properties. The selection

of the k number was defined from the simulated

observations.

3.2 Multiple linear regression (MLR)

In this research, MLR model was selected for the purpose

of verification of the investigated nonparametric approach.

In constructing a MLR model, the number of observation

denoted by N (the number of data set) is used. In addition,

the relationship between the inputs candidates (x1, x2,

x3,…, xn) and the output variables (y1, y2, y3,…, yn) is

examined and described as follows [37]:

yp ¼ w0 þ w1x1 þ w2x2 þ � � � þ wnxn þ e ð8Þ

where yp is the predicted variable (qu in the current

application), w0 is the regression constant, x1;2;...n are the

input variables (the geometry dimensions and soil proper-

ties of the applied problem), and e is the error noise term.

3.3 Model development

The motivation of using k-nn model is owing to its features

such as low computational cost and the simplicity of its

implementation [38]. The mechanism of applying the k-nn

algorithm model was based on the finding the closest candi-

dates or the most similar that are needed for the prediction

Fig. 1 Graphical presentation of the shear failure of shallow strip foundation footing

Fig. 2 Decision rule of the k-nn model, the unknown point ? is

assigned to the nearest class based on the K search
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instead of using functional model to interpret the data set. The

data set was divided into training and testing phases 75 and

25%, respectively. The testing phase data set consists of the

records that are being predicted using k-nn model. Figure 2

displays the weighted euclidean distance that represents the

closest distance between two components, where the nearest

neighbors are selected using the euclidean distance.

3.4 Modeling evaluators

Several quantitative statistical indicators were used to

evaluate and assess the prediction accuracies between the

actual records and the prediction models output. The

application and analysis (Sect. 4) discussed the best fit

goodness and absolute error measurements indicators.

Here, the best fit goodness indicators are non-dimensional

metrics including coefficient of determination (r2) and

degree of agreement (d) that provide relative comparison

between the models performances [39, 40], whereas the

absolute error measurements including root-mean-square

error (RMSE) and mean absolute percentage error (MAPE)

are dimensional metrics and denote the unit of the ultimate

bearing capacity [41, 42]. The mathematical definition of

those indicators is expressed as follow:

r2 ¼
Pn

t¼1 yað Þ � yað Þ
� �

yp
� �

� yp
� �� �h i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

t¼1 yað Þ � yað Þ
� �2Pn

t¼1 yp
� �

� yp
� �� �2

r ð9Þ

d ¼ 1�
Pn

t¼1 yað Þ � yp
� �� �2

Pn
t¼1 yað Þ � yp

� ��� ��þ yað Þ � yp
� ��� ��� �2 1� d� 1

ð10Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

Xn

t¼1

yað Þ � yp
� �� �2

s

ð11Þ

MAPE ¼ 1

N

Xn

t¼1

yað Þ � yp
� ��� ��: ð12Þ

4 Application and analysis

In this section, a detailed analysis of the nonparametric (k-

nn) model in comparison with multiple linear regression

(MLR) model is discussed. The prediction of the ultimate

bearing capacity of shallow foundation is shown in Fig. 3

for both models k-nn and MLR over the testing phase data

set. Figure 3 shows that k-nn model performed the pre-

diction for each single observation of qu more accurate and

closer to the actual records than the MLR model.

The performance evaluation criteria measurements (r2, d,

RMSE and MAPE) for the testing phase are given in

Table 1. The k-nn model showed a significant improvement

in terms of all the skills indicators. As can be seen, there is

remarkable enhancement in the utilization of k-nn model

over MLR model. The RMSE and MAPE were improved by

24 and 17%, respectively. This improvement was noticed

also in the non-dimensional indicators r2 and d. The r2 and

d values obtained using MLR model were 0.93 and 0.96,

whereas using k-nn model, 0.97 and 0.98 were obtained. It is

necessary to state that the degree of agreement indicator was

examined here due to the sensitivity to the outliers and the

insensitivity to the proportional difference between actual

and predicted values, respectively.

Figure 4 presents the scatter plots of k-nn and MLR

models. The slope and the intercepts of regression equa-

tions can be considered as the relationship between the

actual and predicted qu records. The slope designates the

relative relationship between (x) and (y), while the intercept

specifies the lag between prediction and observations. The

slope of one and an intercept of zero define the best model.

Here, the coefficient of determination indicates the pro-

portion of the variance in observation data explained by the

model [43]. Standard regression or correlation coefficient

(r) is another indicator used frequently to measure the

correlation between the measured and simulated values.

The value of r can be determined by the square root of (r2).

Also, the correlation coefficient was used to estimate the

degree of linear relationship between the two variables.

The major observation can be discussed between Fig. 4a, b

is that the diversion from the ideal perfect line using k-nn

model is closer than MLR model. This clearly verified the

applicability of k-nn model in capturing the high com-

plexity relationship between the predictor candidates and

the predictand.

Another significant diagnosis has been undertaken

which is the distribution of the relative error (RE) that can

be best expressed in the following formula:

RE ¼
yað Þ � yp

� �

yað Þ � 100 ð13Þ

where (ya) and (yp) indicated the actual and predicted

records of qu.

Testing phase was inspected using this robust evaluator

which is (RE). Figure 5 shows the RE for each single record

of qu using MLR and k-nn models, respectively. The fig-

ure specified the limitation of the RE based on the over- and

under-predicted values. In other words, the graphical pre-

sentation ranged between positive scale and negative scale.

In general, there was a variance between both model per-

formances. MLR model was specified the performing of the

RE between (?15 and -17%); while k-nn model obtained

maximum positive error 8% and minimum negative 16%. In

more analytical manner, the prediction error of the k-nn

model is limited between?5 and-5% for more than 85% of
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the whole data set, except a couple of error events exceeding

this limitation. On the contrary, MLR model error distribu-

tion is more fluctuated between -10 and ?10%.

From our prospective, it is an excellent idea to compare

the current research results with the literature researches

that have been conducted on the same application with

different soft computing approaches. For instance, Padmini

et al. [19] predicted bearing capacity of shallow foundation

on cohesion-less soil using artificial neural network

(ANN), adaptive neuro-fuzzy inference system (ANFIS)

and pure fuzzy inference system (FIS) models. The

obtained RE of the applied all three models was indicated

?24 and -49% for ANN, ?16 and -16% for ANFIS and

?53 and -41% for FIS. Another research was conducted

by [44]; the authors estimated the qu of non-cohesive soil

using the application of ANN. The best architecture of

neural network yielded highest score of coefficient of

determination (r2) 0.93. However, our current state of the

art stated that the prediction model based on nonparametric

approach outperformed the state-of-the-art researches in

terms of the accuracies.

5 Conclusions

In this research, the potential capability of nonparametric

mathematical model called k-nearest neighbor was

inspected to predict the ultimate bearing capacity (qu) of

shallow foundation. The modeling was developed based on

geometry parameters (i.e., foundation dimensions) and soil

properties; on the other hand, the target parameter was qu.

The motivation of this study is to explore an alternative

intelligent model to predict qu with less complication, save

execution time and produce high level of accuracy. k-nn

was verified against common regression model that has

been applied for the application by numerous scholars

which is MLR. In general, the results of this study
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Fig. 3 Actual and predictive

models (i.e., k-nn and MLR) for

the ultimate bearing capacity

over the testing phase (25%) of

the whole data set

Table 1 Performance criteria for both models (MLR and k-nn)

including coefficient of determination (r2), degree of agreement (d),

root-mean-square error (RMSE) and mean absolute percentage error

(MAPE) over the testing phase data set

Performance indicators r2 d RMSE MAPE

MLR 0.93 0.96 2.03 1.44

k-nn 0.97 0.97 1.54 1.19
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Fig. 4 Scatter plots for the predictive models belonging to the testing

phase a MLR model and b k-nn model
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indicated that k-nn model provided reliable predictive

model for the geotechnical engineering, particularly to

predict ultimate bearing capacity of shallow foundation. In

more numerical details, the augmentation of the absolute

error measurements between k-nn and MLR models was 24

and 17% for RMSE and MAPE, respectively.
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