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Highlights 

 Spam activities on Social Networking Services (SNSs) are studied.

 A novel feature set is introduced to the task of spammer detection on SNSs.

 We propose a new Bagging Extreme Learning Machine approach to detect SNS spammers.

Abstract: With the increasing number of users on Social Networking Service (SNS), the Internet of knowledge 

shared on it is also increasing. Given such enhancement of Internet of knowledge on SNS, the probability of 

spreading spammers on it is also increasing day by day. Several traditional machine-learning methods, such as 

support vector machines and naïve Bayes, have been proposed to detect spammers on SNS. Note, however, that 

these methods are not efficient due to some issues, such as lower generalization performance and higher training 

time. An Extreme Learning Machine (ELM) is an efficient classification method that can provide good 

generalization performance at higher training speed. Nonetheless, it suffers from overfitting and ill-posed problem 

that can degrade its generalization performance. In this paper, we propose a Bagging ELM-based spammer detection 

framework that identifies spammers in SNSs with the help of multiple ELMs that we combined using the bagging 

method. We constructed a labeled dataset of the two most prominent SNSs -- Twitter and Facebook -- to evaluate 

the performance of our framework. The evaluation results show that our framework obtained higher generalization 

performance rate of 99.01% for the Twitter dataset and 99.02 % for the Facebook datasets, while required a lower 

training time of 1.17s and 1.10s, respectively. 

Keywords- Internet of knowledge; social networking services; machine learning; extreme learning machine; 

spammer detection; bagging method 
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1. Introduction

 In the knowledge economy, knowledge is a primary resource. The internet is considered a power of its 

connectivity. It is used in the internet of things (IoT) to connect passive objects to exhibit their smart features. 

Similarly, the internet of knowledge is described as the connection of knowledge points originally spread over 

diverse places to represent them with high value. With the enhancement of the internet of knowledge, the knowledge 

is progressively found at the network level, such as SNSs. Recently, SNSs have been converted into an essential and 

prominent medium of communication and sharing knowledge. Typically, SNS users are liable for sharing 

knowledge in the network and are basic key elements in the network structure. The communities that consist of 

families, group of friends, and acquaintances are the next basic element in the network structure. In SNSs, users can 

share knowledge by posting links to their favorite webpages, files, photos, and videos. Furthermore, the structure of 

SNS communities generates a network of credibility and trust [1, 2]. 

 Facebook and Twitter are leading SNSs. According to a report from Statista [3], the total number of Facebook 

and Twitter users stood at 1,968 million and 319 million, respectively, as of April 2017. With the escalating number 

of users, a huge amount of heterogeneous knowledge is also being produced every day on these two SNSs [4]. 

Mainly, multimedia knowledge (in the form of text, audio files, videos, and images) is produced, stored, and 

transferred in a huge amount. The multimedia knowledge posted on these SNSs is mostly accompanied by user 

likes, comments, tags, hashtags, and so on. Multimedia has become an essential part of SNSs. According to 

Zephoria Digital Marketing’s report [5], approximately 136,000 photos are shared, 293,000 statuses are updated, and 

510,000 comments are posted every 60 seconds on Facebook. This report also reveals that the average content 

sharing rate on Facebook was 4.75 billion pieces of content per day as of May 2013, which was 94% more than the 

content sharing rate as of August 2012. The Statista report [6] states that Facebook and Twitter play a significant 

role in global content sharing activities, and that 57% and 18% of social content sharing activities occurred via 

Facebook and Twitter, respectively, as of the second quarter of 2016. The statistics above and our survey on SNS 

security [7] demonstrate that the amount of multimedia knowledge shared on Facebook and Twitter is increasing 

every single day. With this increase in multimedia, however, these two SNSs have become the desired target of 

spammers for spreading spam. A statistic from Nexgate’s report showed an estimated 355% escalation in social 

media spam during the first half of 2013 [8].    

 Spammers use numerous techniques for posting spam messages on these SNSs. The posted spam messages act as 

marketing advertisements and scams and help transmit malware via enclosed malicious URLs, or they are used to 

perform phishing attacks [9]. In addition to this, spammers can follow unknown users and send unwanted messages 

containing malicious URLs to obtain high exposure. The masquerade URLs can spread threats in the form of drive-

by-download (install malware) and infect the host machine, allowing the installed malware to tap into the host’s 

confidential information [10]. Furthermore, the infected host machine may also participate in wicked botnet 

activities, such as operating during Distributed Denial of Service (DDOS) attacks, or become a source of email 

spam. Spammers may use embedded links to organize a phishing attack, wherein they target a legitimate user to 

collect his or her confidential information. Usually, spammers on Facebook and Twitter pose as legitimate users. 

Therefore, identifying and differentiating them from legitimate users make for a difficult task. In the past, spammers 



on these SNSs were typically simple, with a clear appearance that helped in differentiating them from legitimate 

users. Nevertheless, spammers can still use cheap automated methods for gaining credibility and trust and making 

themselves difficult to detect in the large population of SNS users. 

 Spammer detection in SNSs is a classification problem wherein legitimate users are distinguished from 

spammers based on their respective features. Note, however, that these classification problems are associated with 

various significant challenges when attempting to detect spammers. These challenges include the high 

dimensionality of features, biased and limited training sets, high computational classification complexities, and 

public unavailability of training sets. To overcome these challenges and carry out spammer classification effectively, 

several traditional machine-learning methods, such as Support Vector Machine [11, 12], Decision Tree [13], Jrip 

[14], Bayesian Network [15], Random Forest [16], k-Nearest Neighbors [17], etc. have been proposed. Due to the 

high dimensionality of features, however, finding the optimum parameters for parametric supervised algorithms is 

very time-consuming and difficult [18]. Therefore, existing models suffer from numerous issues, such as poor 

generalization performance, longer training time, and higher false positive rates. Moreover, many approaches, such 

as [19], use biased dataset containing a much smaller number of spam profiles than legitimate ones and provide 

inaccurate classification results.     

 Recently, the Extreme Learning Machine (ELM) [20] has been introduced as one of the effective machine 

learning classifiers. It is considered to be an effective and promising classifier over the other traditional classifiers, 

such as the Support Vector Machine and Naïve Bayesian, due to the following reasons: 1) it has better 

computational efficiency; 2) it provides similar or better generalization performance compared with the traditional 

machine learning algorithms; 3) it does not require adjusting any additional parameters except the predefined 

network architecture; and 4) it can use all piecewise continuous functions as  activation functions, such as radial 

basis functions, triangular basis functions, sigmoid functions, etc. A significant number of studies from the academe 

show the competences of ELM in accurate classification at high learning speed [21-23]. Nevertheless, ELM has 

certain limitations. For instance, the arbitrary selection of input bias and weights in ELM can create the problem of 

ill-posed wherein the classification returns more than one solution that further results in lower generalization 

performance [24]. Note, however, that spammer detection in SNSs requires better generalization performance and 

shorter training time. In particular, shorter training time can be obtained by ELM [18], and generalization 

performance can be enhanced using ensemble learning [24], wherein a strong learner can be created by combining 

multiple weak learners [25]. It has been used with many weak learners, such as Decision Tree and Neural Networks, 

to create a strong learner, and it gives better generalization performance. Thus, similar to other weak learners, an 

ELM can be used as a weak learner, and its limitations can be overcome by employing the strategy of ensemble 

learning wherein a strong ELM can be created by combining multiple ELMs.   

 In this paper, we propose a Bagging ELM-based spammer detection framework wherein multiple ELMs are 

employed to distinguish spammers from legitimate users on SNSs. Bagging [26] is used as an ensemble learning 

method to combine multiple ELMs. The main contributions of this paper are as follows: 

 We analyze spam activities on the two most popular SNSs of Facebook and Twitter and propose novel

feature sets to facilitate spammer detection for both SNSs. Compared with other existing feature sets [11,



14], our proposed feature sets consist of recent and selective features that are responsible for spam on both 

SNSs. 

 The novelty of this paper primarily lies in the fact that it offers a framework that uses a new Bagging ELM

approach to detecting SNS spammers. This method provides higher generalization performance for

spammer detection at shorter training time.

 Since Facebook and Twitter datasets are not publicly available, we constructed a labeled dataset of both

SNSs to evaluate the performance of our framework.

 We also provide a comparative analysis of performance of our framework with other existing frameworks

in order to validate the effectiveness of our framework in detecting SNS spammers.

 The rest of this paper is organized as follows: Section 2 discusses various existing techniques to mitigate the 

issue of spam in SNSs and the ELM approach for classification. Section 3 describes our proposed framework and its 

components, including the features set, dataset construction, and bagging ELM. Section 4 provides an experimental 

evaluation of our proposed framework and our comparison of it with other existing techniques for detecting SNS 

spammers. Finally, we conclude our paper in Section 5.     

2. Related Work

 In this section, we discuss various existing machine learning models for detecting spammers in SNSs. Then, we 

describe our ELM approach for classification.  

2.1. Machine learning for spammer detection 

 With the increasing number of spamming issues in SNSs, various techniques have been proposed to deal with it. 

A good spammer detection scheme must have capabilities that include effective detection, ability to identify a new 

spammer, and detection in real time. The machine-learning technique provides all these capabilities, and it has been 

proven to be effective in detecting spammers in SNSs. In this technique, an appropriate feature set that is responsible 

for spam behaviors in SNSs is selected, and an operational machine learning method is subsequently employed on 

the feature set to classify SNS users into two categories: spammers and legitimate users. A number of machine-

learning techniques have been proposed. 

 In 2011, Jin et al. [27] recommended a scalable spam detection framework for SNSs. The framework extracts 

image content features, social network features, and text features from SNSs. The extracted features are supplied to 

the GAD clustering algorithm for the real-time detection of spammers. Similarly, in 2012, Gao et al. [28] proposed 

an online spam filtering system for SNSs that identifies spam campaigns rather than spam messages. Spam 

campaigns were constructed by applying URL comparison and text singling to multiple spam messages. The 

system’s performance was evaluated by using data collected from Twitter and Facebook. In 2013, Ahmed et al. [14] 

proposed a generic statistical scheme to detect spammers on Facebook and Twitter. They suggested 14 generic 

statistical features to differentiate spam profiles from legitimate ones. They evaluated the efficacy of their suggested 

features on three different classification algorithms: J48, Jrip, and Naïve Bayes. In 2014, Miller et al. [19] attempted 

spam detection as an anomaly detection problem. They proposed 95 one-gram features of Tweets to facilitate the 



detection of spammers on Twitter. Two stream clustering algorithms, DenStream and StreamKM++, were modified 

and applied to classify Twitter users into spammers and legitimate users. In 2015, Zheng et al. [12] proposed a 

spammer detection model for SNSs that relied on a newly developed data collection mechanism and used Support 

Vector Machine for the classification task. They validated the effectiveness of their model on the Sina Weibo social 

network, the largest SNS in China. Zheng et al. [18] applied the ELM algorithm to reduce the detection time in 

detecting SNS spammers. They compared the performance of the ELM algorithm with Support Vector Machine in 

terms of training and testing time. In 2016, Liu et al. [16] presented a Latent Dirichlet Allocation (LDA)-based 

scheme to detect a smart spammer who poses as a legitimate user. The scheme used the Local Outlier Standard 

Score (LOSS) and Global Outlier Standard Score (GOSS), which represent local and global information, 

respectively, with regard to the SNS accounts. They used the three traditional machine-learning methods -- Random 

Forest, Adaboost, and SVM -- to evaluate further the performance of their proposed scheme. In 2017, Sohrabi et al. 

[29] developed an online spam filtering system that detects spam comments on Facebook. The system used the 

Particle Swarm Optimization algorithm for appropriate feature selection and the combination of supervised and 

unsupervised learning algorithms for classification task. Herzallah et al. [17] proposed a feature engineering-based 

framework wherein they determined the most effective features using feature engineering for spammer detection on 

Twitter. The features involved content-based features, user behavior features, and graph-based features. The authors 

used various traditional machine learning classifiers such as Support Vector Machine, Random Forest, J48, and 

Decision Tree to evaluate the usefulness of features in detecting spammers. Sedhai et al. [30] introduced a semi-

supervised learning-based framework to detect spam tweets on Twitter. The framework identified new spam 

activities and retained good generalization performance. Wu et al. [31] proposed the adaptive spammer detection 

system that applied the sparse group modeling technique to extract additional content information of users for the 

identification of spammers on SNS. Some researchers have compared the efficiency of different machine-learning 

algorithms for spammer detection in SNSs. Recently, we proposed the SpamSpotter framework [15], which 

compared the eight machine-learning algorithms -- Bayesian Network, Random Forest, Decorate, Decision Tree, 

Jrip, k-Nearest Neighbors, Logistic Regression, and Support Vector Machine -- and proved that the Bayesian 

Network classifier achieved higher accuracy for spammer detection on Facebook. Similarly, Amleshwaram et al. 

[13] selected four machine-learning algorithms -- Decorate, Bayes Network, Random Forest, and Decision Tree -- 

and compared their ability to detect spammers on Twitter. 

2.2. ELM for classification 

 The Neural Network has been widely used as the classification algorithm for identifying suspicious users and has 

been proven to be an efficient algorithm for spammer detection in SNSs [32]. The ELM algorithm is derived from 

the notion of empirical risk minimization, and it uses the theory of a single-layer feedforward network to train the 

Single Hidden-layer Feedforward Neural Network (SLFN) (as depicted in Figure 1) [20, 33]. A number of 

classification problems [21-23] have been solved by using ELM because of its excellent performance in efficiently 

handling non-linearity and imprecision. In this algorithm, the hidden bias and input weights (connecting the input 

layer to the hidden layer) are selected in an arbitrary manner, and output weights (connecting the hidden layer to the 



output layer) are measured with the help of the Moore-Penrose (MP) generalized inverse [34]. The ELM learning 

concept is explained below [33]. 

The given training dataset with 𝒩 different samples and 𝒹 feature dimension is denoted as  𝒜 =

{𝒶1, 𝒶2, … , 𝒶| 𝒶i ∈ ℛ𝒹 , i = 1,2, … , 𝒩}, and the array of corresponding class variables for all samples in dataset 𝒜 is

represented as 𝒵 = {z1, z2, … , z𝒩  | zi ∈ ℛ}. Then, a Standard SLFN with L hidden nodes and activation function

𝑓(𝒶) can be mathematically modeled as: 

∑ ℎ𝑘𝑓𝑘(𝒶𝑖) = ∑ ℎ𝑘𝑓(𝑤𝑘 ∙ 𝒶𝑖 + 𝑏𝑘) = 𝑧𝑖  ,  𝑖 = 1, … . . 𝒩𝐿
𝑘=1

𝐿
𝑘=1 (1) 

where wk denotes the weight vector linking the kth hidden node with the input nodes, ℎ𝑘 stands for the weight

vector connecting the kth hidden node with the output nodes, zi refers to the SLFN output, and bk denotes the bias

value of the kth hidden node. 𝑓(wk ⋅ 𝒶i + bk) is the output of the kth hidden node with respect to the input sample

𝒶i. This estimation for 𝒩 samples (Eq. (1)) is expressed as follows:

ℳ ∙ ℎ = 𝒵          (2) 

where ℳ is called the hidden layer output matrix of the SLFNs and ℎ is the output weight matrix, which can be 

defined as: 

ℳ = (
𝑓(𝑤1𝒶1 + 𝑏1) ⋯ 𝑓(𝑤𝐿𝑎1 + 𝑏𝐿)

⋮ ⋯ ⋮
𝑓(𝑤1𝒶𝒩 + 𝑏1) ⋯ 𝑓(𝑤𝐿𝑎𝒩 + 𝑏𝐿)

)

𝒩×𝐿

 (3) 

ℎ = (
ℎ1

⋮
ℎ𝐿

)

𝐿×𝑃

and  𝒵 = (

𝑧1

⋮
𝑧𝑁

)

𝒩×𝑃

(4) 

 In most real-time applications, including spammer detection in SNSs, the quantity of training samples is much 

greater than the quantity of hidden nodes (𝒩 ≫ L). It denotes that ℳ is a non-square matrix (non-invertible matrix), 

and that wk,  bk,  (k = 1, … . ,  L) may not exist, such that ℳ ∙ 𝒽 = 𝒵. Thus, there is an issue in finding the specific

wk,  bk, (k = 1, … . ,  L) and solving Eq. 2. This issue can be resolved by the research results (theory and

simulations) of [33]. These results demonstrate that the parameters of the hidden layers (wk,  bk, (k = 1, … . ,  L)) of

SLFNs need not be tweaked at all but can be chosen arbitrarily. Training the SLFNs for the arbitrarily chosen 

parameters is the same as finding the unique norm least-square solution ℎ for linear Eq. 2. The smallest, least square 

solution for Eq. 2 is: 

ℎ = ℳ+ ∙ 𝒵   (5) 



where ℳ+ is the Moore–Penrose generalized inverse of matrix ℳ [34]. As described in [33], the smallest least

squares solution defined in Eq. 5 generates the smallest training errors and smallest weights. Thus, this method of 

training the SLFNs not only achieves the minimum square errors for the training samples but also attains the 

smallest weights. Therefore, it is sensible to consider that this method provides excellent generalization 

performance. This simple method for training SLFNs is known as ELM. The solution of the classification problem 

by using the ELM algorithm is described below. 

Input: Training set 𝒜 = {𝑎1, 𝑎2, … , 𝑎𝒩| 𝑎𝑖 ∈ ℛ𝒹, 𝑖 = 1,2, … , 𝒩} with an array of class variables 𝒵 =

{𝑧1, 𝑧2, … , 𝑧𝒩  | 𝑧𝑖 ∈ ℛ}, activation function 𝑓(𝒶), number of hidden nodes 𝐿, and unknown or testing instances

𝒜𝑢 = {𝑒1, 𝑒2, … , 𝑒𝑗| 𝑒𝑗 ∈ ℛ𝒹}.

Training:

Step 1: Assign the random input weight 𝒲 = [𝑤1, 𝑤2, … . , 𝑤𝒩]𝑇 and ℬ = [𝑏1, 𝑏2, … . , 𝑏𝒩]𝑇, where 𝑇 represents the

matrix transpose operation. 

Step 2: Compute the hidden layer output matrix ℳ = 𝑓(𝒲 ∙ 𝒜 + ℬ) as defined in Eq. (3). 

Step 3: Compute the output weight ℎ = ℳ+ ∙ 𝒵 as defined in Eq. (5).

Classification: 

Step 1: Compute the hidden layer output matrix of new instances of 𝒜𝑢 as follows:

ℳ𝑢 = 𝑓(𝒲 ∙ 𝒜𝑢 + ℬ)  (6) 

Step 2: Get the class label of new instances of 𝒜𝑢:  𝒵𝑢 = ℳ𝑢 ∙ ℎ.

3. Proposed Framework

 The overview of our framework is shown in Figure 2. Our framework relies on the Bagging ELM for spammer 

detection on Facebook and Twitter. It is composed of Feature identification, Dataset construction, and Bagging 

ELM. For each SNS, we identify separate feature sets that are responsible for spamming.  Based on the identified 

feature sets, the two different datasets from Facebook and Twitter were prepared by using the dataset construction 

component. Each dataset contains a significant number of user profiles and their identified features. Both datasets 

are supplied to the Bagging ELM, which classifies user profiles into spammers and legitimate users. 

3.1. Feature identification 

 Unlike the legitimate users on Twitter and Facebook, the objective of spammers is typically financial gain, and 

they degrade the system’s reputation. Since legitimate users and spammers have different objectives, they show 

different behaviors to achieve these objectives (e.g., the two kinds of users have different interaction rate with other 

users). Generally, legitimate users are more active on these SNSs. They spend more time interacting with other users 

and doing things like posting status updates, retweeting, and replying. In order to identify this difference and 

separate spammers from legitimate users on Twitter and Facebook, we analyzed an enormous set of features that 



reveal the behaviors of users and the characteristics of the content shared by users on both SNSs. Based on this 

analysis and some of the other existing studies [11, 14] and our work [15], we present a novel set of features for 

each SNS in order to detect spammers. The feature sets consist of two types of features—account-specific features 

and object-specific features. 

 Account-specific features: This type of feature describes the specific characteristics of user behavior in terms of 

their social interactions, content posting rate, and impact on SNS. We recognized this type of features for Twitter 

and Facebook, which depict the behavior of a user on his or her account. Each feature with its reference is described 

in Tables 1 and 2. 

 Object-specific features: Objects are the unnatural part of the posted content on SNSs. For Twitter, these objects 

refer to hashtags, URLs, mentions, retweets, and spam words associated with the Tweet. Similarly, for Facebook, 

objects are tags, reposts, comments, likes, spam words, and hashtags associated with the post. Based on our analysis 

of the rate at which these objects are shared by spammers and legitimate users on their Twitter and Facebook 

accounts, we identified a significant number of object-specific features as listed in Tables 1 and 2. 

3.2. Dataset construction 

In this subsection, we construct a labeled dataset for both Twitter and Facebook. The dataset construction 

procedures for both SNSs are described below. 

 Twitter: In order to construct our dataset, we accumulated Twitter data using Twitter API. In this process, we 

collected 4,000 user profiles and about 1,800K Tweets from Twitter. Then, we extracted all of the features (listed in 

Table 1) of these 4,000 users by analyzing the content of their profiles and Tweets. Subsequently, we labeled the 

collected users as spammers if they satisfied one of the following conditions: a) shared at least one phishing or 

malicious link or URL; b) shared pornography or numerous links to adult websites; or c) shared a large number of 

advertisements or URLs that promote online shopping websites. For the first condition, we employed Google Safe 

Browsing to detect malicious or phishing URLs. For testing the next two conditions, we manually scanned the 

contents of each collected user profile. Finally, we labeled 1,465 users as spammers and 2,535 as legitimate users as 

shown in Table 3 and used them as a labeled dataset for Twitter in our framework. 

 Facebook: In order to accumulate data from Facebook, we used Facebook API and collected 4,000 user profiles 

and around 2,000K posts. Then, for each collected user profile, we extracted all of the features described in Table 2. 

As a result, we obtained an unlabeled dataset. Note, however, that we also needed a labeled dataset for our 

framework, so we hired 3 annotators to build this for us. They analyzed each user profile and its features and 

classified each user as a spammer or a legitimate user. The final decision on the labeling of each user was 

determined by the annotators by doing a majority voting process. As a result, 2,650 users were labeled as legitimate 

users, and 1,350, as spammers. 

3.3. Bagging ELM 



 In this subsection, we propose the Bagging ELM approach to classify spammers from legitimate users in SNSs. 

Our proposed approach is a combination of multiple ELMs and an ensemble method called bagging. We have 

already described the ELM for classification in Subsection 2.2. In this subsection, we describe the Bagging method 

and the Bagging ELM approach. 

 Bagging method: The ensemble method [25] is a very efficient and prominent method that is widely used for the 

classification task due to its ability to improve the performance of a single classifier. It integrates the knowledge 

obtained from multiple learning classifiers to generate an efficient classifier. This ensemble of multiple classifiers is 

often called a committee classifier. There are various ensemble methods that have been proposed by many 

researchers, such as bagging, boosting, and stacking [25]. Numerous studies on the application of ensemble methods 

for the classification task, such as [36], have validated that these methods are usually more precise than a single 

classifier. The most commonly used ensemble methods for generating the committee classifier are boosting [37] and 

bagging [26], and we used bagging. Bagging uses the concept of the bootstrap sampling technique to produce 

diverse training subsets from the initial training set 𝒜. The generated diverse training subsets are called bootstrap 

replicates. In Bagging, each bootstrap replicate is trained parallel to each other by using a single learning classifier 

to make the committee classifier. After building a committee classifier, the output predicted value from each 

individual classifier is manipulated and aggregated. Various aggregation methods have been investigated and used 

for manipulating and combining the prediction from more than one classifier in the classification. The most 

prominent and commonly used methods for aggregating the prediction from multiple classifiers are majority, 

weight, and average vote combining. We used the weight vote scheme because it aggregates the prediction from 

multiple classifiers according to the performance of each individual classifier. This means that an excellent classifier 

will be assigned a high value of weight, and a poorly functioning classifier will be assigned a low value of weight. 

Thus,  better learning performance of each individual classifier will be held efficiently [38]. 

 Bagging ELM approach: Generally, ELM significantly reduces the training time by selecting an arbitrary value 

of parameters (weights and biases) for hidden nodes. Nevertheless, these parameters might have values that are not 

optimal [24]. It may further create the ill-posed problem wherein the classification returns more than one solution 

for unseen (test) data and degrades the generalization performance of the ELM classifier. Therefore, to enhance the 

generalization performance, we introduce a novel Bagging ELM approach that uses ELM as a weak learner, bagging 

as an ensemble method, and weight vote as an aggregation method. The overall organization flow of the proposed 

framework using Bagging ELM is shown in Figure 3, where S different training subsets are produced from the 

initial training set using bootstrap sampling. The training of each subset is performed parallel to each other on a 

separate ELM that generates the 𝑆 trained model of the ELM. Finally, the class variables of the given testing dataset 

were predicted by using the 𝑆 trained model, and we applied the weight voting aggregation method for obtaining the 

final prediction of SNS spammers. The complete stepwise working procedure of the Bagging ELM is provided in 

Table 4 and explained below. 

 First, we describe all the inputs required for Bagging ELM. Then, the outer loop labeled as 1 begins the 

classification procedure to obtain the average testing results. This loop consists of four segments as described below. 



Bootstrapping: This segment is responsible for creating bootstrap replicates. To create replicates initially, it divides 

the given dataset (𝒜) into training dataset (𝒜𝑡) and testing dataset (𝒜𝑢). The division is carried out according to

the given ratio of |𝒜𝑡|: |𝒜𝑢| = 𝑛𝑡: 𝑛𝑢. It also defines (𝒜, 𝒵) = (𝒜𝑡 , 𝒵𝑡) + (𝒜𝑢 , 𝒵𝑢), where, 𝒵𝑡 and 𝒵𝑢 correspond

to the array of class variables of 𝒜𝑡 and 𝒜𝑢, respectively. Later, the Bootstrap sampling method is applied to

training dataset 𝒜𝑡 for creating 𝑆 different samples (training data subsets). Each sample is called a bootstrap

replicate. 

Training: This segment contains three loops. The first two loops find the best parameters for the single ELM by 

using 10-fold Cross validation. The best parameters are saved in an array of 𝑝𝑎𝑟𝑎𝑚𝑏𝑒𝑠𝑡. Subsequently, the third

loop trains an ELM classification model for each sample {𝒜t
(j)

  | j = 1,2, … , S} of training set 𝒜t (created in the

Bootstrapping phase) by using 𝑝𝑎𝑟𝑎𝑚𝑏𝑒𝑠𝑡. Finally, this segment provides a trained model 𝐸𝐿𝑀(𝑗) for each sample

𝒜t
(j)

.

Testing: This segment tests each trained model 𝐸𝐿𝑀(𝑗) by using testing dataset 𝒜u and obtains testing result 𝒵u
(j)

 for

each trained model 𝐸𝐿𝑀(𝑗).

Aggregation: This segment uses the weight voting scheme on all testing results 𝒵u
(j)

 to aggregate the results and

provides result 𝒵u
̅̅̅̅  , which is an array of predicted class variables of testing set 𝒜u. The accuracy of the result is

calculated by using predicted class variables 𝒵u
̅̅̅̅  and actual class variables 𝒵u.

 All of the abovementioned four segments are repeated 𝒯 times (number of satisfied tests), and the accuracy 

results (𝐴𝑐𝑐(1), 𝐴𝑐𝑐(2), … … 𝐴𝑐𝑐(𝑠𝑡)) are recorded for each time. Finally, the average accuracy (𝐴𝑐𝑐̅̅ ̅̅ ̅) of Bagging

ELM is computed by averaging all of the accuracy results (𝐴𝑐𝑐(1), 𝐴𝑐𝑐(2), … … 𝐴𝑐𝑐(𝑠𝑡)).

4. Experiments and Evaluation

In this section, we explain how we evaluated the performance of our proposed framework in detecting 

spammers in SNSs. The Bagging ELM method was employed on both Twitter and Facebook datasets as described in 

Subsection 3.2 to evaluate the performance of our proposed framework. The ELM, Adaboost ELM [39], and 

Majority Voting ELM (MV-ELM) [40] methods were also employed on the same dataset to validate the 

performance of Bagging ELM. The implementation and evaluation of all of the methods were run in a MATLAB 

2012B environment on an Intel(R) Core(TM) i3-2328M CPU at 2.20GHz with 4GB RAM. In the evaluation stage, 

both Twitter and Facebook datasets were divided into two portions -- training and testing datasets at the ratio of 

𝑛𝑠: 𝑛𝑡 = 0.5: 0.5 -- and the sigmoidal function 𝑓(𝒶) = 1 (1 + 𝑒−𝜆𝒶)⁄  was selected as an activation function. The

number of hidden neurons (𝐿) is the only parameter required for the training of a single ELM. To find the optimal 

value of 𝐿, we set it to 5 ~ 30 and employed 50 simulations of ELM using 10-fold cross validation on the training 

dataset for each value of 𝐿. Figure 4 shows the average testing accuracy across 50 simulations for each value of 𝐿. 

As clearly shown in Figure 4, the accuracy of ELM increases as the number of hidden neurons increases. At a 

certain point (𝐿=20), however, the accuracy of ELM reaches its maximum value and starts decreasing with an 

increasing of number of hidden neurons. This is due to the overfitting problem wherein, with the increasing number 

of hidden neurons, an ELM performs very well on a training dataset but provides lower generalization performance 



on new data (testing dataset) and attains lower testing accuracy. ELM achieves higher percentage of accuracy when 

the value of 𝐿 is 20 for both Twitter and Facebook. Therefore, we selected 20 as the optimal value of 𝐿. 

The number of hidden neurons (L), number of samples of training dataset (S), and number of satisfied tests 

(𝒯) are the parameters in Bagging ELM, Adaboost ELM, and MV-ELM. The  value of 𝐿 was set to 20 in each base 

ELM classifier, and the value of 𝒯 was set to 50. The value of 𝑆 was set to 5, 10, 15, 25, and 30, and 50 simulations 

for each value of 𝑆 were run. Figure 5 shows the average testing accuracy across 50 simulations for each value of 𝑆 

over the training dataset of Twitter. Similarly, Figure 6 depicts the average testing accuracy across 50 simulations 

for each value of 𝑆 over the training dataset of Facebook. It can be easily seen from Figures 5 and 6 that the Bagging 

ELM achieves higher percentage of accuracy than MV-ELM for all values of 𝑆. For a small 𝑆, the Bagging ELM 

obtains lower accuracy than Adaboost ELM. Nevertheless, after a certain point (𝑆=20), when the value of 𝑆 is 

increased, Bagging ELM provides higher accuracy than an Adaboost ELM. After a certain point (𝑆=20), the 

Adaboost ELM displays overfitting behavior, and its testing accuracy is decreased. Note, however, that the 

overfitting problem does not occur in our proposed Bagging ELM method, which demonstrates that Bagging ELM 

provides better generalization performance on new data, and that it can efficiently classify unknown users on Twitter 

and Facebook as being either spammers or legitimate users. When the value of 𝑆 is greater than 20, Bagging ELM 

achieves higher accuracy. This proves that, when the number of samples is set to 25, the results of our experiments 

were the best. Therefore, we selected 25 as the optimal value of 𝑆 and carried out further experiments with this value 

of 𝑆. 

For S = 25, the experimental results for all three algorithms in terms of accuracy, training time, False Positive 

Rate (FPR), and Standard Deviation (SD) of accuracy are summarized in Tables 5 and 6. All of the measures were 

averaged for the 50 simulations. We also evaluated the performance of the other conventional classifiers, including 

Support Vector Machine (SVM) [41], Random Forest [42], k-Nearest Neighbors (k-NN) [43], and Naive Bayes 

(NB) [44], in terms of all measures as shown in Tables 5 and 6. In our experiment setup, the Libsvm method was 

used to train the SVM classifier wherein the range of the cost parameter was {20-50} and the range of the gamma 

parameter was {0.1-0.9}. These parameters were optimized by employing a grid search scheme with 10-fold cross 

validation. Similarly, the k-parameter of the k-NN classifier was optimized using a cross validation parameter 

selection method.  

The following observations can be made from Tables 5 and 6: 

 The conventional classifiers, SVM and Random Forest, obtained higher accuracy than a single ELM. Note,

however, that the ELM requires training time of 0.016s (in the case of Twitter) and 0.012s (in the case of

Facebook), which is significantly shorter than the Random Forest and SVM.

 K-NN and NB generate higher FPR and lower accuracy and require more training time than a single ELM.

 The Bagging ELM has the highest accuracy rate and the lowest FPR and requires less training time  than

the Random Forest.



 All of the ensemble-based ELMs, including Bagging ELM, Adaboost ELM, and MV-ELM, always achieve

higher accuracy, lower SD, and lower FPR than a single ELM. This demonstrates that ensemble-based

ELM outperforms a single ELM.

 Bagging ELM has higher accuracy and needs less training time than Adaboost ELM. It reduces the FPR

value to some extent. It also encounters a lower SD than Adaboost ELM and MV-ELM, suggesting that the

Bagging ELM is the most efficient and consistent algorithm among all the ensemble-based ELM

algorithms.

 To validate the performance of our framework, we compared its performance results with other existing methods 

in terms of spammer detection on SNSs. The results were compared with regard to the machine learning algorithm,

dataset, and obtained performance in terms of various standard evaluation measures such as  FPR, accuracy, 

precision, recall, and F-measure. The comparison results are shown in Table 7, demonstrating that our framework 

obtains the lowest value of FPR and highest values of accuracy and F-measure in comparison to all other existing 

methods. The performance results of methods [12] and [18] slightly surpass or somewhat match those of our 

framework. Note, however, that these methods were evaluated over the Sina Weibo dataset, whereas Facebook and 

Twitter datasets were used for the evaluation in our framework.  

We also compared the existing state-of-the-art approaches based on their open issues. Table 8 summarizes these 

existing approaches and their open issues and provides a comparison with our framework. In addition, Table 9 

provides a summary of the existing approaches based on six factors: platform, biased dataset, detection, traditional 

machine learning classifier, proposed advanced classification algorithm, and training time. In Table 9, platform 

represents the SNSs used for evaluation, and biased dataset denotes whether the dataset used by the approach is 

biased or not.  

Table 9 also describes if the approach detects spam message or spammer and uses a traditional machine learning 

classifier or the proposed advanced classification algorithm. It can be easily seen from Table 9 that majority of the 

spammer detection approaches do not discuss the training time and use the traditional machine learning classifier. 

Some approaches use the newly proposed classification algorithm but have issues, such as detecting spam messages 

rather than spammers and using a biased dataset. Note, however, that our framework relies on a newly proposed 

Bagging ELM algorithm and uses a baseline dataset to facilitate spammer detection on Twitter and Facebook with 

better generalization performance at shorter training time.     

5. Conclusion

In this paper, we proposed a Bagging ELM-based spammer detection framework for SNSs. Our proposed 

framework has three major contributions in this area. First, it identifies account- and object-specific features to 

facilitate spammer detection in SNSs. Second, it constructs a novel dataset of the two most popular SNSs, i.e., 



Twitter and Facebook. Finally, it introduces a Bagging ELM classifier and applies this classifier to the dataset that 

we constructed from Twitter and Facebook. Our experiments and comparison with other traditional classifiers show 

that our framework is able to achieve much better generalization performance than other existing frameworks. Our 

framework achieved average accuracy rate of 99.01 % for the Twitter dataset and 99.02 % for the Facebook dataset 

while requiring shorter training time of 1.17s and 1.10s, respectively. Note, however, that the performance result of 

the framework relies on the labeled dataset, which typically needs considerable labor cost and time. Furthermore, 

manually labeling the process to obtain the labeled dataset suffers from inaccurate result due to individual bias. To 

address the issue of labeled dataset, our framework can be enhanced by using semi-supervised learning with ELM. 

The semi-supervised ELM can support the use of easily acquired unlabeled dataset and provide good generalization 

performance at higher speed. 
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Fig. 1. Structure of a SLFNs 

 

 

 

Fig. 2. Architecture of proposed framework 
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Fig. 3. Overall organization flow of the proposed framework using Bagging ELM 
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Fig. 4. Accuracy V/s Number of hidden neurons (𝐿) 

 

 

Fig. 5. Accuracy V/s Number of samples (𝑆) for Twitter dataset 
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Fig. 6. Accuracy V/s Number of samples (𝑆) for Facebook dataset 
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Table 1 

Set of features for Twitter 

No. Account-specific feature Reference Object-specific feature Reference 

1. Length of the account name: 𝑡1
(𝑎)

 New Average count of hashtags present in a tweet: 

𝑡1
(𝑐)

  

[11, 14] 

2. Length (size) of the account 

description: 𝑡2
(𝑎)

 

New Maximum count of hashtags present in a tweet: 

𝑡2
(𝑐)

 

[11, 14] 

3. Total count of friends: 𝑡3
(𝑎)

 New Fraction of tweets with hashtag: 𝑡3
(𝑐)

 New 

4. Total count of followers: 𝑡4
(𝑎)

 [11] Average count of URLs per tweet: 𝑡4
(𝑐)

 [11] 

5. User reputation: 𝑡5
(𝑎)

=

𝑡4
(𝑎)

(𝑡3
(𝑎)

+ 𝑡4
(𝑎)

)⁄  

New Maximum count of URLs present in a tweet: 

𝑡5
(𝑐)

 

[11] 

6. Ratio of followers and friends: 𝑡6
(𝑎)

=

𝑡4
(𝑎)

𝑡3
(𝑎)

⁄   

New Fraction of tweets with URLs: 𝑡6
(𝑐)

  [11] 

7. Life time of the user account (in 

days):  𝑡7
(𝑎)

 

[14] Average count of mentions per tweet: 𝑡7
(𝑐)

 [11] 

8. Rate of friends: 𝑡8
(𝑎)

= 𝑡3
(𝑎)

𝑡7
(𝑎)

⁄  New Maximum count of mentions per tweet: 𝑡8
(𝑐)

 [11, 14] 

9. Rate of followers: 𝑡9
(𝑎)

= 𝑡4
(𝑎)

𝑡7
(𝑎)

⁄  New Fraction of tweets with mention: 𝑡9
(𝑐)

 New 

10. Total count of tweets posted: 𝑡10
(𝑎)

  [11, 14] Average count of retweets per tweet: 𝑡10
(𝑐)

 [11] 

11. Average count of tweets posted per 

day: 𝑡11
(𝑎)

= 𝑡10
(𝑎)

 𝑡7
(𝑎)

⁄    

[11] Maximum count of retweets per tweet: 𝑡11
(𝑐)

 [11] 

12. Average count of tweets generated 

per week: 𝑡12
(𝑎)

= 𝑡10
(𝑎)

 7𝑡7
(𝑎)

⁄  

New Average count of favorites per tweet: 𝑡12
(𝑐)

 New 

13. Total count of tweets liked/favorited: 

𝑡13
(𝑎)

   

New   

14. Total count of lists: 𝑡14
(𝑎)

  New   
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Table 2 

 Set of features for Facebook 

No. Account-based Features References Object specific features References 

1. Total count of friends: 𝑓1
(𝑎)

 [14, 15, 35] Average count of hashtags per post: 𝑓1
(𝑐)

  [15] 

2. Total count of followings: 𝑓2
(𝑎)

 [15] Maximum count of hashtags per post: 𝑓2
(𝑐)

 New 

3. User reputation: 𝑓3
(𝑎)

=

𝑓2
(𝑎)

(𝑓1
(𝑎)

+ 𝑓2
(𝑎)

)⁄  

New Fraction of posts with hashtags: 𝑓3
(𝑐)

 New 

4. Ratio of followings and friends: 

𝑓4
(𝑎)

= 𝑓2
(𝑎)

𝑓1
(𝑎)

⁄   

New Average count of occurrence of URLs per post: 

𝑓4
(𝑐)

 

New 

5. Life time of the user account (in 

days): 𝑓5
(𝑎)

 

New Maximum count of URLs present in a post: 

𝑓5
(𝑐)

 

New 

6. Rate of friends: 𝑓6
(𝑎)

= 𝑓1
(𝑎)

𝑓5
(𝑎)

⁄  New Fraction of posts with URLs: 𝑓6
(𝑐)

  [15] 

7. Rate of followings: 𝑓7
(𝑎)

=

𝑓2
(𝑎)

𝑓5
(𝑎)

⁄  

New Average count of tags per post: 𝑓7
(𝑐)

 [14, 15] 

8. Total count of posts shared: 𝑓8
(𝑎)

  [14, 15, 35] Maximum count of tags per post: 𝑓8
(𝑐)

 New 

9. Average count of posts shared in a 

day: 𝑓9
(𝑎)

= 𝑓8
(𝑎)

 𝑓5
(𝑎)

⁄    

[15] Fraction of posts with tags: 𝑓9
(𝑐)

 New 

10. Average count of posts shared per 

week: 𝑓10
(𝑎)

= 7𝑓8
(𝑎)

 𝑓5
(𝑎)

⁄  

New Average count of reposts per post: 𝑓10
(𝑐)

 New 

11. Total count of community in which 

user have participated: 𝑓11
(𝑎)

 

[14, 15] Maximum number of reposts per post: 𝑓11
(𝑐)

 New 

12.   Maximum count of comments in a post : 𝑓12
(𝑐)

 New 

13.   Maximum count of likes in a post: 𝑓13
(𝑐)

 New 

14.   Average number of spam words per post: 𝑓14
(𝑐)

 New 

15.   Maximum number of spam words per post: 𝑓15
(𝑐)

 New 

 

 

Table 3 

Twitter and Facebook dataset 

SNS Label Number of users 

Twitter Spammer 1465 

Legitimate user 2535 

Facebook Spammer 1350 

Legitimate user 2650 
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Table 4 

Bagging ELM algorithm 

Inputs: 

𝒜: Dataset, 

𝒵: Array of class variables of 𝒜, 

𝒯: Number of satisfied testing, 

𝑆: Number of different samples, 

𝑝𝑎𝑟𝑎𝑚: Array of parameters of classifier. 

 

Output: 

𝐴𝑐𝑐̅̅ ̅̅ ̅: Average accuracy of Bagging ELM. 

 

 

(1) for  𝑠𝑡 = 1 to 𝒯, do 

 

 Arbitrary PARTITION (𝒜, 𝒵) = (𝒜𝑡, 𝒵𝑡) + (𝒜𝑢, 𝒵𝑢), 

where |𝒜𝑡|: |𝒜𝑢| = 𝑛𝑡: 𝑛𝑢; 

BOOTSTRAP (𝒜𝑡 , 𝒵𝑡) ⇒ (𝒜𝑡
(𝑗)

, 𝒵𝑡
(𝑗)

),   𝑗 = 1, … . , 𝑆;      

    

 

Bootstrapping    

  

 for each parameter in 𝑝𝑎𝑟𝑎𝑚, do  

 

 

 

  

Training  

 

  for each fold in 10-fold Cross validation,  do 

   𝐸𝐿𝑀 = 𝒕𝒓𝒂𝒊𝒏(𝒜𝑡,  𝒵𝑡,  𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟); 

  end 

 end 

 Save the best-performed parameters in 𝑝𝑎𝑟𝑎𝑚𝑏𝑒𝑠𝑡  ; 

 for  𝑗 = 1 to 𝑆 , do 

  𝐸𝐿𝑀(𝑗) = 𝒕𝒓𝒂𝒊𝒏(𝒜𝑡
(𝑗)

,  𝒵𝑡
(𝑗)

,  𝑝𝑎𝑟𝑎𝑚𝑏𝑒𝑠𝑡) 

 end 

   

 for  𝑗 = 1 to 𝑆 , do   

  Testing  

  

  𝒵𝑢
(𝑗)

= 𝑡𝑒𝑠𝑡(𝐸𝐿𝑀(𝑗),  𝒜𝑢 ,  𝒵𝑢 ); 

 end 

   

 𝑾𝒆𝒊𝒈𝒉𝒕 𝒗𝒐𝒕𝒆  𝒵𝑢
(𝑗)

⇒ 𝒵𝑢
̅̅̅̅  ,  𝑗 = 1, … , 𝑆; 

 

 

   

  Aggregation 

    

 
𝐴𝑐𝑐(𝑠𝑡) =

|𝒵𝑢
̅̅̅̅ ⊕ 𝒵𝑢
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ |

|𝒵𝑢|
 ; 

end 

 

 𝐴𝑐𝑐̅̅ ̅̅ ̅ = (𝐴𝑐𝑐(1) + 𝐴𝑐𝑐(2), … . . , 𝐴𝑐𝑐(𝑠𝑡)) 𝑠𝑡⁄ ;  

return 𝐴𝑐𝑐̅̅ ̅̅ ̅; 

 

 

  

ACCEPTED M
ANUSCRIP

T



Table 5  

Results of different classifiers for Twitter dataset 

Classifier Training time Accuracy FPR SD 

Bagging ELM 1.17 99.01 0.010 0.18 

Adaboost ELM 1.22 98.75 0.095 0.88 

SVM 0.40 94.75 0.135 - 

MV-ELM 1.02 98.36 0.067 0.26 

Random Forest 2.67 94.40 0.089 0.08 

ELM 0.016 93.53 0.096 0.98 

k-NN 0.34 93.04 0.138 - 

NB 0.073 91.53 0.155 - 

 

 

 

Table 6 

Results of different classifiers for Facebook dataset 

Classifier Training time Accuracy FPR SD 

Bagging ELM 1.10 99.02 0.029 0.10 

Adaboost ELM 1.19 98.87 0.066 0.70 

SVM 0.50 94.69 0.147 - 

MV-ELM 0.99 94.37 0.057 0.51 

Random Forest 2.46 94.56 0.076 0.10 

ELM 0.012 93.45 0.085 0.87 

k-NN 0.41 92.98 0.151 - 

NB 0.064 91.01 0.157 - 
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Table 7 

Performance comparison of proposed framework with the existing methods for spammer detection in SNSs 

Method Dataset Classifier FPR Accuracy Precision Recall F-

measure 

Stringhini et al. 

[35] 

Facebook, Twitter, 

MySpace 

Random Forest 0.20 - - - - 

Benevenuto et 

al. [11] 

Twitter SVM 0.036 0.876 

 

- - - 

Ahmed et al. 

[14] 

Facebook, Twitter Jrip 

 

0.014 0.987 - - - 

Miler et al. [19] Twitter Combination of StreamKM++ 

and DenStream 

0.0217 0.980 0.793 1 0.885 

Zheng et al. [12]  Sina Weibo SVM - - 0.999 0.991 0.995 

Zheng et al. [18] Sina Weibo ELM - - 0.999 0.990 0.995 

Liu et al. [16] Twitter, Sina 

Weibo 

Random Forest - - 0.988 0.958 0.978 

 

Rathore et al. 

[15] 

Facebook Bayesian Network  0.984 0.987 0.980 0.984 

Wu et al. [31] Twitter Sparse Group Modeling  - - 0.937 0.969 0.953 

Proposed 

Framework 

Facebook, Twitter Bagging ELM 0.010 0.990 0.998 0.996 0.997 
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Table 8  

Summary of the existing approaches, their open issues, and comparison with proposed framework  

Existing approach Open issue Proposed framework 

Jin et al. [27], Gao et al. [28], 

Sedhai et al. [30] 

These systems detect spam messages rather than 

spammers in SNSs. 

Our framework provides the detection of 

SNS spammers by utilizing significant 

and effectives features that are 

responsible for spam behaviors in SNSs. 

Ahmed et al. [14], Liu et al. [16], 

Rathore et al. [15], 

Amleshwaram et al. [13], Zheng 

et al. [12], Herzallah et al. [17] 

These approaches use traditional machine 

learning classifiers, which suffer from numerous 

issues, such as poor generalization performance, 

longer training time, and higher false positive 

rates. 

Our framework relies on an advance 

machine learning classifier called 

Bagging ELM that provides good 

generalization performance at a faster 

training speed.    

Miller et al. [19] The proposed method employed over an old and 

biased dataset that contains very less quantity of 

spam profiles than legitimate ones. The biased 

dataset may result in inaccurate detection of SNS 

spammer.    

Our framework constructs a baseline 

dataset of Twitter and Facebook that is 

updated and contains reasonable amount 

of both spam and legitimate profiles.    
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Table 9  

Comparison of proposed work with various recent approaches based on existing metrics     

Existing 

approach 

Platform Biased 

dataset 

Detection Traditional 

machine 

learning 

classifier 

Proposed advanced 

classification 

algorithm 

Training time 

Jin et al. [27] Facebook No Spam 

message 

No Yes - 

Gao et al. [28] Facebook, 

Twitter 

No Spam 

message 

No Yes Low latency 

Ahmed et al. 

[14] 

Facebook, 

Twitter 

No Spammer Yes No - 

Miller et al. 

[19] 

Twitter Yes Spammer No Yes - 

Liu et al. [16] Twitter, Sina 

Weibo  

No Spammer Yes No - 

Rathore et al. 

[15] 

Facebook No Spammer Yes No - 

Amleshwaram 

et al. [13] 

Twitter No Spammer Yes No Low latency 

Zheng et al. 

[12] 

Sina Weibo No Spammer Yes No - 

Zheng et al. 

[18] 

Sina Weibo No Spammer No Yes Lower 

Sohrabi et al. 

[29]  

Facebook No Spam 

message 

No Yes - 

Herzallah et 

al. [17]  

Twitter No Spammer Yes No - 

Sedhai et al. 

[30] 

Twitter No Spam tweet No Yes - 

Wu et al. [31] Twitter Yes Spammer No Yes Lower 

Proposed 

work 

Facebook, 

Twitter 

No Spammer No Yes Lower 
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