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This paper presents a logical structure to address the topic of this special issue: Risk Analysis
Validation and Trust in Risk Management. We do that by presenting a systems approach that links
all four of those concepts. The underlying logic: Validation should test how effectively a risk analysis
supports actual, real-world implemented risk management. Our approach is based on a flowchart
linking all of the elements from inputs through risk analysis, risk reporting and transparency, then
how that reporting-transparency support the risk management decision making process and associ-
ated third party and stakeholder reviews (formal or informal), which in turn determine the trust
and acceptance necessary for the real-world implementation of risk management actions. We take
that flowchart and identify within it sixteen critical elements, then specify a validation test for each
of those elements. Validation, then, consists of subjecting the risk analysis to those sixteen tests.
Those tests, together, test the risk analysis for how effectively it supports implemented risk manage-
ment. Another key feature: We divide the flowchart into Analysts’ Domain, Users’ Domain, and
Analysis Community Domain. The Analysts’ Domain is where the risk analysts work, then the
Users’ Domain stands between their work and implementation. The Analysis Community Domain is
comprised of the communities of risk analysts and commissioners of risk analyses. Those two commu-
nities are where we would, as part of building our systems approach to risk analysis validation, build
a ‘‘Culture of Analysis Quality,” where the sixteen validation tests would be enforced by both of those
communities.

� 2017 Elsevier Ltd. All rights reserved.
1. Introduction

Risk Analysis shows up in our lives in several arenas. In many
of those arenas, e.g. consumer product safety, medical treatment
strategies, siting of hazmat facilities, routing of hazmat transport
(rail, pipeline, truck), nuclear power and many more, risk analy-
sis does not show up as a set of calculations, but shows up as
support for arguments on one side or another (or both) of vigor-
ous public debates over actions, regulations, laws and policies. In
those cases the effectiveness of a risk analysis depends on a
great deal more than what is typically covered in ‘‘Verification
and Validation” (Goerlandt et al., 2016; Aven and Heide, 2009;
Sargent, 2013; Petty, 2010; Department of Defense, 2008;
United States Coast Guard, 2006). An analysis can be fully veri-
fied and validated in a purely analytic sense, yet still be ineffec-
tive because it is not accepted and trusted in the public debate it
is to support. In particular, if one side of the debate can credibly
cast doubt on the risk analysis, its role can be markedly limited.
So what we have, there, are cases where the definition of ‘‘Val-
idation” should be extended beyond a solely analytic test of the
risk analysis, to concepts of validation covering the effectiveness
of the risk analysis in the debate it is to support. That, in turn,
/dx.doi.
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calls upon us to adopt a systems approach to risk analysis vali-
dation – extending to tests of achieving trust and acceptance in
the applicable public debate. This paper presents such a systems
approach.

That systems approach has several implications. The most
important one is that the duty of the risk analyst is not only to con-
duct all calculations in a valid and validly scoped way, but also to
design his or her analysis specifically to most effectively couple
with downstream elements standing between the risk analysis
and its effectiveness in the real-world risk management process.
What matters, at the end of the day, is the risk management that
actually occurs, and that risk management is the result of a system
of elements, only some of which are the analytic elements of risk
analysis.

That reasoning is based on the definition of validation
presented in ISO 15288: ‘‘Confirmation, through . . . objective
evidence, that the requirements for a specific intended use . . .

have been fulfilled” (International Organization for
Standardization, 2015). While that definition is not specifically
concerning risk analysis/management, it applies at the more
general level of validation of systems approaches, which is the
perspective taken in this paper. We add to that the obvious
point that in the case of risk analysis for risk management, the
specific intended use is to support the risk management
involved, that is, the risk management decisions involved. That
scope reflects the scope of this special issue, risk analysis in risk
management. As Rae et al. (2014) point out, risk assessment ‘‘is
used in many domains for many different purposes.” That state-
ment clearly applies more broadly to risk analysis as discussed
here. We have written this paper specifically to apply to all uses
of risk assessment in its many domains, focusing not on the sub-
stantive domains but on supporting the risk management deci-
sions involved. Furthermore, as will become clear later in this
paper, we describe validation tests in terms that apply equally
well to supporting any risk management decisions in any risk
domain.

To extend that point to a higher level: The scope of this paper
extends to all risk analyses in support of risk management
decisions. Sections of this paper discuss scenarios and adversary
decisions, but those sections do not have the effect of limiting
the scope of this paper to risk analyses based on explicit lists
of scenarios, or risk analyses involving adversary decisions. As
we discuss later, even risk analyses not based on explicit
lists of scenarios should be examined with validation tests
that ask, at a high conceptual level, whether or not all
significant scenarios and/or scenario-like processes have been
adequately considered in terms of initiation, unfolding and
completeness.

Shortly we will present a graphic, Fig. 1, that presents all of
the elements and relationships we have mentioned above. Then
after explaining that graphic we will map each of the sixteen
elements in the analysts’-domain part of Fig. 1 to a validity test,
worded as a question. Those sixteen elements in the analysts’
domain are so central to the logic of this paper, in Fig. 1 we have
colored them a distinctive green color. Each test is presented
paired with a discussion of the shortfalls associated with failures
to pass that test. We note, in advance, that the list of tests is
long – sixteen tests, one for each analysts’-domain element.
We make no apologies for that. The fact of the matter is that
those sixteen analysts’-domain elements operate as a system to
support real-world risk management, in ways depicted in
Fig. 1. So once we define validation as we have here, in terms
of how effectively it supports risk management, we are forced
to recognize that validation must involve many considerations,
and so many tests.
Please cite this article in press as: Lathrop, J., Ezell, B. A systems approach to risk analysis validation for risk management. Safety Sci. (2017), http://dx.doi.
org/10.1016/j.ssci.2017.04.006
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But before we present and discuss those Fig. 1 elements, we
need to present the basis for our many statements. That basis is,
simply, our experiences with many risk analyses. Table 1 presents
eleven terrorism risk assessments as one subset of our experience,
but of course, with a combined 70 years of experience between us,
we have conducted, modified, added to or reviewed-critiqued
many more risk assessments than that, in fact a total of 48 risk
assessments (Lathrop and Ezell, 2016). In addition, one of us is
coordinator and majority author of a document under develop-
ment in the Society for Risk Analysis: Principles, Guidelines and
Core Knowledge for Analytic Support of Risk Management. Every
statement in this paper is based on some part or parts of that
extensive experience. Every concept we present here could be
linked back to one or more particular risk analyses in our experi-
ence base. We will not present those linkages, of course, due to
considerations of confidentiality and sensitivity. This is not a paper
embedded in an exhaustive survey of all available refereed litera-
ture on the subject. Rather, all concepts presented here are
experience-based, as ‘‘reports from the trenches.” To complement
that orientation, we refer the reader to an excellent state-of-the-
art review of validation of safety-related quantitative risk analysis,
by Goerlandt et al. (2016).

While we present a long list of considerations and tests of valid-
ity here, we do not maintain that this is an exhaustive list. Rather,
this list is gleaned from our experience as considerations that have
occurred with special significance for the effectiveness (or ineffec-
tiveness) of the real-world implemented risk management
involved.

Finally, the value of this paper lies not in an extensive, deep
support of each of the concepts we list, but in its system-level over-
Table 1
Authors’ experience in terrorism risk assessment.

a Pillai (2011).
b Ezell and von Winterfeldt (2009).
c Ezell and Collins (2010).
d National Research Council (2008).
e Ezell et al. (2011).
f Caskey et al. (2013).
g U.S. Coast Guard (2017).
h Bunn (2006).
i Mueller (2010).
j Lugar (2005).

Please cite this article in press as: Lathrop, J., Ezell, B. A systems approach to ris
org/10.1016/j.ssci.2017.04.006
view. A full treatment of each concept would result in a paper far in
excess of the word count limits of this special issue. As a conse-
quence, each concept is treated only at a very high level.
2. The overall logic of our systems approach to risk analysis
validation: Fig. 1

Now we present Fig. 1. After an overview we will present and
discuss each of the sixteen analysts’-domain elements, indicated
in green font in Fig. 1, in turn. First, we do not maintain that
Fig. 1 is the only or the best way to present the elements involved
and their relationship. We do maintain that it is a sound basis for
the discussion that follows. In particular there is one widely
accepted structure at a level similar to Fig. 1 found in ISO
31000:2009 (International Organization for Standardization,
2009). Future work aligning Fig. 1 with ISO 31000:2009 would gen-
erate valuable insights and aid substantially in communication
with risk analysis practitioners.

Fig. 1 presents the logical flow from inputs to the risk analysis
on the left to the final consequences on the right. To reiterate:
All that matters, in the end, are the final consequences on the right
in Fig. 1, the residual risk remaining after risk management as it is
actually applied in the real world. The fact that risk analysis is only
one box in the larger sequence of Fig. 1 is a key message of this
paper. It follows that validation of risk analysis should be framed
in the larger sequence of Fig. 1. The figure is largely self-
explanatory, so we won’t step through it box by box here, but
rather will present the overall structure. First, note the two pink
boundaries, which represent the key barriers between risk analysis
k analysis validation for risk management. Safety Sci. (2017), http://dx.doi.
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and final consequences. The first boundary is between the risk
analysis report, which is simply a document, and the actual risk
management decision making process, which is where the actual
risk management starts to happen. There is one more barrier,
between the desired implementation of risk management, a pro-
duct of the risk management decision making process, and what
actually happens. That barrier is the one of acceptance by imple-
menters and stakeholders. We structured Fig. 1 this way to explic-
itly present the role of trust in risk management, in keeping with
the topic of this special issue. Those two barriers are downstream
of the risk analysis, but in fact the validity of the risk analysis, as
we have defined that here, depends upon how effectively the risk
analysis takes into account those two downstream barriers. How
much good would a Nobel Prize winning risk analysis be if it did
not take into account the engagement with the decision making
process, and the critical barrier of acceptance? Would such a risk
analysis be valid, as we have defined validity here? Not necessarily.
If it is effective across both barriers, yes. If it fails to cross either of
those barriers, no.

Which brings us to the other large structural feature of Fig. 1,
the blue boundaries. They separate the Analysts’ Domain, the
Users’ Domain and the Analysis Community Domain. This paper
will focus on the Analysts’ Domain because that is where the risk
analysis is executed, but we will also discuss the critical roles
played by the Users’ Domain and the Analysis Community Domain.
The impacts of those different domains are captured in the arrows
crossing the blue boundaries.

Consider the three arrows crossing the boundary from Analysts’
Domain to Users’ Domain. Analysts can only directly affect the
boxes in the Analysts’ Domain, but the effectiveness of the risk
analysis is determined by:

– First, how effectively the risk analysis engages the risk manage-
ment decision making process (top arrow), which is determined
by the effectiveness of the report including all the considera-
tions listed in the ‘‘Report” box.

– Second, that effectiveness is determined by the transparency
and documentation of the analysis as that supports any third
party review (by methodological experts, second arrow).

– Third, that effectiveness is determined by the transparency and
documentation of the analysis as that supports any stakeholder
review (by stakeholders, not methodological experts, third
arrow).

The other ten, vertical, boundary-crossing arrows capture the
role of the Analysis Community Domain, which we present as a
single box, Culture of Analysis Quality. That culture affects all eight
boxes and sixteen elements in the Analysts’ Domain, and two of
the boxes in the Users’ Domain. With that background, we will
now present tests of risk analysis validity box by box and element
by element, simply moving from left to right in Fig. 1, then consider
the roles of Culture of Analysis Quality.
3. Analysts’ domain: Tests of risk analysis validity, element by
element in Fig. 1

Fig. 1 presents sixteen elements of risk analysis in its Analyst’s
Domain section. Those sixteen elements are the five boxes on the
left (Scope Judgments, Assumptions, Data, SMEs and Elicitation),
then the five dash-list elements under Risk Analysis (scenario ini-
tiation, scenario unfolding, completeness, adversary decisions and
uncertainty), the four dash-list elements under Report, Communi-
cation with metrics (metrically valid, meaningful, caveated and full
disclosure) and the two dash-list elements under Transparency,
Documentation (analytic, narrative). As mentioned earlier, these
Please cite this article in press as: Lathrop, J., Ezell, B. A systems approach to ris
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sixteen elements are colored a distinctive green color in Fig. 1.
Our basic premise is that a risk analysis validation, at the systems
level discussed here, should be conducted by critically posing and
investigating sixteen questions, one for each of the sixteen ele-
ments just listed. So this section simply steps through those six-
teen elements, from left to right in Fig. 1, discussing for each
one: (1) A validation test, worded as one or more questions; (2)
Shortfalls, one or more, corresponding to the issues associated with
the test.

3.1. Scope judgments

3.1.1. Test
Was the scope set in a fully and explicitly considered, transpar-

ent and documented process, considering the implications of at
least one alternative scope? Then was the scope presented, and
summaries of the key issues associated with the scope presented,
in immediate proximity to the results, with full disclosure of the
implications of the scope for the results, including how those
results would be apt to differ from results based on an assessment
with a different scope?

3.1.2. Shortfall
The scope of an analysis is often simply presumed or

announced, when in fact there may be alternative scopes, and
which scope is chosen can have a very important effect on the
results. One example in our experience: Two terrorism risk assess-
ments, each assessing the risk of the same type of weapon of mass
destruction. The two assessments made different scope assump-
tions, involving geographic areas considered, the materials consid-
ered, the range of effects of the weapons considered, and the
adversary groups considered. The two assessments produced very
different results, yet a reader of each of the two reports would not
be aware, from each report itself, that the results depended upon
the scope, or what the considerations of the scope were, and how
the results would be apt to differ with a different scope.

3.2. Assumptions

This discussion closely parallels the discussion just presented
concerning scope.

3.2.1. Test
Were the assumptions made set in a fully and explicitly consid-

ered, transparent and documented process, considering the impli-
cations of at least one alternative assumption set? Then were the
assumptions presented, and summaries of the key assumptions
presented in immediate proximity to the results, with full disclo-
sure of the implications of the assumptions for the results, includ-
ing how those results would be apt to differ from results based on a
different assumption set?

3.2.2. Shortfall
The assumptions of an analysis are often simply presumed or

announced, when in fact there may be alternative assumption sets,
and which assumption set is chosen can have an important effect
on the results. One example in our experience: One major terror-
ism risk assessment made two very key assumptions, out of neces-
sity concerning computation time. Those assumptions had
important implications for the relative risks of several alternative
weapons considered, and while the sizes of the differences in those
relative risks could not be assessed within the scope of the study,
the directions of those differences were known from first princi-
ples. So the readers of the report could have been advised of those
assumptions and the directions of differences in relative risks of
k analysis validation for risk management. Safety Sci. (2017), http://dx.doi.
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the alternative weapons if those assumptions were changed, but
the readers were not so advised.

3.3. Data

In any risk assessment we have been aware of, there has never
been an ideal data set or sets. The data sets used always have
known shortfalls relative to an ideal data set or sets.

3.3.1. Test
Were the effects of the data sets on the results fully considered

and disclosed? That is, were the effects of the ways in which the
actual data sets used differed from ideal data sets, were those
effects fully considered and disclosed? And were summaries of
those effects presented in immediate proximity to the results?
Those effects could include any of a number of things, including
for example biases in known directions, or overstatement or
understatement of the uncertainty involved.

3.3.2. Shortfall
While it is usually the case that the risk analysts are aware of

the effects of the non-ideality of the data sets on the results, it is
often the case that those effects are not adequately communicated
to the readers of the analysis results.

3.4. SMEs, subject matter experts

The issue of SMEs is essentially the same as that of data. We
separate it out here because it has important differences that call
for separate attention.

3.4.1. Test
Was the process of selecting SMEs systematically conducted,

and that process documented in a complete and transparent
way? Were the possible distorting effects of the set of SMEs that
were selected considered and disclosed in a complete and trans-
parent way? Were summaries of those effects presented in imme-
diate proximity to the results?

3.4.2. Shortfall
As is the case with data (see above), while it is usually the case

that the risk analysts are aware of the effects of the non-ideality of
the set of SMEs on the results, it is often the case that those effects
are not adequately communicated to the readers of the analysis
results.

3.5. SME elicitations

3.5.1. Test
Were the SME elicitations conducted in a way consistent with

currently recognized best practice? Was the problem of SME over-
confidence explicitly addressed? Were the results of elicitations
combined across SMEs and if so, what method was used for that
combination? Whether that combination included equal or differ-
ential weighting of each SME, what is the justification for that
weighting? Were the possible distorting effects of the weighting
(or not weighting, i.e. equal weighting) in aggregation across SMEs
considered and disclosed in a complete and transparent way?
Were summaries of those effects presented in immediate proxim-
ity to the results? (Hubbard, 2010).

3.5.2. Shortfalls
SME elicitation, associated known SME biases and the combina-

tion of results of the elicitations of multiple SMEs can have a very
pronounced effect on the results. As is the case with data and SMEs
(see above), while it is usually the case that the risk analysts are
Please cite this article in press as: Lathrop, J., Ezell, B. A systems approach to ris
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aware of the biases and effects of the SME elicitations and any
combinations of SME elicitations, it is often the case that those
effects are not adequately communicated to the readers of the
analysis results.

3.6. Risk analysis

It may strike some readers as strange to have the topic of ‘‘Risk
Analysis” consigned to one section of this paper. But in fact, in our
experience the five elements (boxes) upstream of Risk Analysis in
Fig. 1, and the elements downstream of Risk Analysis, are just as
important in terms of effects on validity (as defined here) as vari-
ations in practice within the risk analysis itself. Then within risk
analysis, the elements of concern are the five listed in the Risk
Analysis box and are here considered below, in turn. That is, there
are many elements involved in risk analysis, but in our experience,
the five elements listed here are the elements that most signifi-
cantly result in shortfalls of analysis.

3.6.1. Scenario Initiation, completeness
3.6.1.1. Test. To the extent that the risk generating mechanism can
be represented in terms of lists of scenarios, are all the mecha-
nisms for scenario initiation fully considered and accounted for?
Here we note that some risk analyses are not based on explicit lists
of scenarios. Examples include dose-response relations, ordinal
rankings and procedural approaches. We maintain that, even in
those cases, the analysis should be subjected to a version of this
test since, most fundamentally, at some conceptual level any risk
analysis must capture the risk generating mechanism and that
mechanism, at some conceptual level, involves some version of a
list of one or more scenarios and/or scenario-like processes.

3.6.1.2. Shortfall. A key challenge with this issue is one of imagina-
tion – attempting to characterize an effectively complete set of all
of the scenario initiations. By effectively complete, we mean com-
plete enough to characterize the risk adequately enough to ade-
quately support the risk management process the analysis is to
support. Kaplan (1997) gives us a clear language to use here. He
defines scenario s in companionship with likelihood l and conse-
quence x where hsilixii as one risk, fhsilixiig a set of risks and
fhsilixiigc the complete set. Aven (2016) provides an insightful per-
spective on the problem of completeness and how best to address
it, including procedural measures to improve completeness, the
role of specificity in scenario definitions, and systematic analyses
of precursors. Striving for completeness can be quite challenging.
At times the lack of completeness is not so much a lack of imagina-
tion as it is a deliberate but perhaps not fully considered limitation
in scope. For example, the NRC did not address the risk of multiple
reactor failures on one site, and then Fukushima happened (World
Nuclear Association, 2017). This is a significant issue, in that it may
cause risks in some cases to be underestimated, and it may cause
estimates of the risk reductions of considered measures to be
miss-assessed.

3.6.2. Scenario Unfolding, completeness
3.6.2.1. Test. To the extent that the risk generating mechanism can
be represented in terms of lists of scenarios, are all the mecha-
nisms by which a scenario can unfold, after initiation, fully consid-
ered and accounted for? The comments of Section 3.6.1 concerning
analyses not based on explicit lists of scenarios apply here as well.

3.6.2.2. Shortfall. This is a concern parallel to initiation complete-
ness, just discussed. All the points presented there apply here also,
and will not be repeated. This consideration is listed separately
because the issue of imagination applies differently. That is, it is
k analysis validation for risk management. Safety Sci. (2017), http://dx.doi.
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a different process to imagine all significant ways a scenario can
unfold after initiation, than to imagine all significant ways a sce-
nario can be initiated. Examples: A terrorist group acquiring not
just one but several weapons of mass destruction, and perhaps
using them, or using the second through Nth ones, for blackmail.
Or a biological agent attack where, through contagion, the impacts
extend to multiple cities. There may be risk assessments for those
cases that account for those branchings, but at one point in the past
there were risk assessments that did not account for those
branchings.

3.6.3. Explicitly assessing completeness
This consideration may seem redundant with Sections 3.6.1 and

3.6.2 just presented. But those two considerations are focused on
attempting to attain completeness. This consideration is focused
on explicitly assessing the degree to which that completeness is
attained, and assessing and reporting the implications of how
much the issue of falling short of completeness may affect the risk
analysis’s support of the risk management decision making pro-
cess. This may seem an impossible consideration. How, after all,
is one to assess the importance of scenarios that haven’t been
imagined? But some risk spaces are more able to be completely
imagined than others. For example, the set of all possible impro-
vised nuclear devices may be more tightly constrained by the laws
of physics than the set of all possible biological weapons. Note that
the comments of Section 3.6.1 concerning analyses not based on
explicit lists of scenarios apply here as well. The issue of complete-
ness is a more general one than simply the completeness of any
explicit list of scenarios.

3.6.3.1. Test. Is the problem of completeness explicitly considered
and assessed, and then if that is a problem, are the implications
adequately assessed and presented to the decision makers?

3.6.3.2. Shortfalls. Lack of explicitly assessing completeness and
reporting the implications of shortfalls in completeness can have
a significant impact on the effectiveness of a risk analysis. Com-
pleteness directly affects the relative attractiveness of risk man-
agement strategies centered on robustness and resilience. Risk
management decision making operating without adequate under-
standing of the degree of completeness and its implications can
make significantly suboptimal decisions, and those decision mak-
ers may not even be aware of that suboptimality. This issue is
problematic, since in many cases, it could be argued that complete-
ness is simply impossible. In fact mishaps ‘‘not on the list” even
have a popular name, ‘‘Black Swans,” as presented in Taleb’s book
of the same name (Taleb, 2010) and discussed in Haugen and
Vinnem (2015) and Aven (2013). Given that common problem, it
is important to communicate to decision makers the two key
implications of the completeness issue: The degree of lack of com-
pleteness: (1) . . . affects the degree to which the risk assessment
underestimates the risk; and (2) . . . affects the degree to which risk
reduction measures that address Black Swans, such as measures
increasing resilience and robustness, are implicitly or explicitly
undervalued relative to other risk reduction measures.

Revisiting Sections 3.6.1–3.6.3: It may seem like overkill to have
broken out issues of completeness into those three considerations.
But in fact, in our experience we have found that completeness
may often be an extremely important issue, in part because it
can result in under-assessments of risk where the degree of under
assessment, and the implications of that under assessment, are not
communicated at all to the risk management decision making pro-
cess. In addition, the three different considerations represent three
significantly different ways that the issue of completeness can
affect the effectiveness of a risk analysis.
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3.6.4. Adversary decisions
3.6.4.1. Test. If part of the risk generating mechanism involves
adversary decisions, including in some cases adversary adaptation
to newly deployed defenses, are those decisions fully considered
and accounted for?

3.6.4.2. Shortfall. If adversary decisions are in fact a significant part
of the risk generation process, and not accounted for, that can
result in a significant miss-assessment of the risk. In particular if
an important part of the risk generation process involves an adver-
sary shifting his attack planning in response to newly deployed
defenses, then a risk analysis not accounting for that will overesti-
mate the risk reduction of those newly deployed defenses. This
issue was emphatically pointed out in the 2008 National Research
Council’s review of the Biological Terrorism Risk Assessment
model, BTRA (2008).

3.6.5. Uncertainty
Uncertainty may seem an odd issue to raise as one issue of the

sixteen listed here, given that the ‘‘whole point” of risk analysis is
to take uncertainty into account, but we have found cases where
uncertainty is simply not adequately quantified or communicated
to the decision makers.

3.6.5.1. Test. Are all uncertainties adequately assessed and commu-
nicated to decision makers? That includes both aleatory and epis-
temic uncertainties, correlations in uncertainty when that is
important, and adequately labelling metrics of uncertainty, e.g.
error bars.

3.6.5.2. Shortfalls. We have found cases where there are error bars,
but in fact those error bars only represented some, not all, of the
uncertainty. Another common problem is not accounting for corre-
lation among errors. For example, one assessment ranked many
different weapons by overall risk, including highly overlapping
error bars, but with no clear indication of the correlations among
those errors. If they were highly correlated, then the ranking would
be much more robust than if they were uncorrelated. So a decision
maker concerned with the robustness of the ranking was not pro-
vided an important element of information.

3.7. Risk analysis report, communication with metrics

As indicated in Fig. 1, we have identified four aspects of risk
analysis reports that constitute bases for significant validity (as
defined here) issues. That is, in our experience we have found
the four listed issues to be significant issues of concern in the valid-
ity of risk analyses in their role of advising risk management deci-
sions. Three of the four explicitly concern risk metrics, and the
fourth one also concerns the concept of risk metrics more broadly
defined, i.e. mechanisms to communicate risk. Risk metrics are
central to risk analysis, as discussed in Johansen and Rausand
(2014). They define risk metrics: ‘‘The term risk metric is inter-
changeably used with risk measure and has been defined as ‘a
mathematical function of the probability of an event and the con-
sequences of that event’ (Jonkman et al., 2003). A risk metric
should hence have a probability and consequence element and
relate to the occurrence of one or more hazardous events.” Though
as discussed here, we take a broader view of risk metrics as mech-
anisms to communicate risk not limited to the probability, conse-
quence and occurrence concepts just listed.

3.7.1. Metric validity
3.7.1.1. Test. Are the metrics metrically valid?
k analysis validation for risk management. Safety Sci. (2017), http://dx.doi.
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3.7.1.2. Shortfall. This may be a case where we might assume that
all risk analyses of course deliver valid metrics, but we know of
one significant, widely used case where the metrics include bar
charts that are sums of products of ordinal measures, clearly met-
rically invalid. One of us tested those bar charts with the actual
data, and found bar chart rank reversals upon allowable data met-
ric transformations.

3.7.2. Meaningful metrics
3.7.2.1. Test. Are the metrics meaningful to the perhaps non-
specialist decision maker, and are the metrics specifically designed
to support the risk management decisions considered?

3.7.2.2. Shortfall. Some risk management decisions should be based
on metrics such as individual risk and changes in that individual
risk. Other risk management decisions should be based on popula-
tion risk and changes in that risk. Others considerations include
attribution, known vs. statistical fatalities, voluntariness of risk,
media spectacle of a risk, the impact of dread, and others. In some
cases a key issue is robustness and/or resilience. Section 3.6.5 dis-
cussed several issues of meaningful metrics concerning uncer-
tainty, which we won’t repeat here but that apply here also. In
many if not most cases, there is a need for multiple metrics to
address multiple metric issues such as those listed here. There is
no space, here for a detailed discussion of those considerations,
but the point here is that the risk analysis should not depend on
the decision making process to be knowledgeable of all of those
considerations. Rather, the risk analyst should fully consider all
of those considerations and design metrics, including the visual
formats for those metrics, to bring those perhaps several consider-
ations most clearly into the minds of the perhaps non-specialist
decision makers.

3.7.3. Caveats
3.7.3.1. Test. Are the metrics adequately caveated accounting for all
of the concerns listed here in the upstream boxes, the preceding
subsections of Section 3, and are those caveats summarized in
immediate proximity to the metrics and associated graphics?

3.7.3.2. Shortfalls. In one important case in our experience, both
issues of the test applied. The assumptions (and all of the other
concerns listed above in Section 3) were not translated into the
associated caveats to be taken into account when reading the met-
rics and graphics, and the identified assumptions were listed in one
part of the report, but those assumptions were not summarized in
immediate proximity to the associated results graphics. In the real
world, most decision makers are not apt to adequately take into
account the implications of assumptions (or any of the other issues
of the above subsections in Section 3) and are even more not apt to
adequately take into account those implications when they are
several tens of pages separated from the results presented as
graphics of metrics.

3.7.4. Full disclosure
This is another version of the caveats of Section 3.7.3, reworded

here from another perspective:

3.7.4.1. Test. Any risk analysis must represent a list of compromises
between an ideal risk analysis and what is possible given the real-
ities of finite budgets, schedules, and all of the issues listed above
in Section 3. The important point raised here is that the results
should include full disclosure of all of those realities, and their
implications for interpreting the results. Rae et al. (2014) address
full disclosure issues from the perspective of their maturity model
framework.
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3.7.4.2. Shortfall. We can make this simple. We have found no case,
in all of our experience, where the final report included full disclo-
sure of all of the realities of Section 3 and their implications for
interpreting the results.

3.8. Transparency, documentation

3.8.1. Transparency, documentation: Analytic
3.8.1.1. Test. Is the transparency and documentation of the risk
analysis and the risk analysis process sufficient for a third party
review to ask the tests of Sections 3.1–3.7.4 from the perspective
of methodological validity? The assumption is that a third party
review would be staffed by methodologically knowledgeable ana-
lysts. This test holds even for cases where no third party review is
actually conducted, or where that review is conducted at an infor-
mal level.

3.8.1.2. Shortfall. In the third party reviews we have been part of, in
some cases we found that we could only ask the questions of Sec-
tions 3.1–3.7.4 in a person to person discussion – the documenta-
tion was not adequate to support those tests. In those cases the
degree of validity could only be established by a third party review
and depended on the competence and completeness of that review,
then finally adequate documentation could only be generated by
that third party review. The net result was that there was an inad-
equate completion of the risk analysis in the Analysts’ Domain. The
risk analysis should be completed, including full documentation,
within the Analysts’ Domain without depending on an external
third party review.

3.8.2. Transparency, documentation: Narrative
This section is the same as Section 3.8.1 with the exception that

the transparency and documentation should be sufficient for a
stakeholder review, where those stakeholders are representatives
of stakeholder interests and may not be knowledgeable in risk
assessment methodology. That is, the transparency and documen-
tation should be sufficient for stakeholders to ask the tests of Sec-
tions 3.1–3.7.4 from the point of view of stakeholder interests. As
with transparency and documentation – analytic, this test holds
even for cases where no stakeholder review is actually conducted,
or where that review is conducted at an informal level. To summa-
rize: This transparency and documentation differs from the Sec-
tion 3.8.1 transparency and documentation two ways:

(1) This documentation must present its results in formats
understandable to stakeholders who may not be knowledge-
able in risk assessment methodology.

(2) Stakeholders are typically concerned about whether or not
their interests are adequately considered and considered in
a balanced way. That may call for documentation of the
methodology and results specifically tailored to address
those concerns.

3.9. Metrics of overall risk management effectiveness of a risk analysis

The previous subsections of Section 3 have presented tests for
each of the sixteen analysts’-domain elements presented in
Fig. 1. In that discussion we have not raised the issue of scoring
how well each element is addressed in a risk analysis. One could
argue for some sort of scoring, e.g. on a 0–10 scale, for each test.
But we would argue against that. We have ample experience in
scoring, in particular multiattribute utility analysis (Keeney and
Raiffa, 1993). Based on that experience, we don’t feel that the con-
cepts presented here should be treated in a scoring context. Two
reasons: (1) Validity is not a matter of scorable degree. It is a mat-
ter of text descriptions of how well the analysis meets the test of
k analysis validation for risk management. Safety Sci. (2017), http://dx.doi.
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each element, to be evaluated at that text level. (2) Risk analyses,
and their contexts, vary over such a wide range of considerations,
it is infeasible to devise a scoring system such that, e.g., a ‘‘7” in one
risk analysis is meaningfully and defensibly comparable to a ‘‘7” in
another analysis. There may be confusion, here, between the con-
cept of scoring as we discuss it here, and Rae et al.’s (2014) discus-
sion of maturity levels. Their four maturity levels are actually
levels of importance of flaws, and are meant to prioritize improve-
ments in a risk assessment and in risk assessment research.
4. Users’ Domain

This section, though quite important, is quite short. All we do,
here, is explain the upper right portion of Fig. 1, the Users’ Domain,
in terms of what it means for requirements for the risk assessment
as that is generated in the Analysts’ Domain. The functions in the
Users’ Domain are functions of other parties and processes, other
than the analysts conducting the risk analysis. Yet as explained
earlier, the analysts’ responsibilities are to support all of those
functions, as represented by the three arrows in Fig. 1 crossing
the boundary from Analysts’ Domain to Users’ Domain. Those
functions:

(1) To support the Risk Management Decision Making Process,
which takes the results of the risk analysis and uses them
in its determination of risk management actions. That pro-
cess typically involves many considerations not addressed
in the risk analysis. Then that process seeks to implement
those risk management actions, presented in Fig. 1 as
Desired Implementation of Risk Management. Then that
desired implementation only results in actual implementa-
tion depending on the degree to which it is accepted by
implementers and stakeholders. That acceptance is struc-
tured in Fig. 1 as a process of third party review (either for-
mal or informal), stakeholder review (either formal or
informal), then the resulting demonstrated validity and
degree of trust, which in turn leads to the degree of accep-
tance of the desired implementation of risk management,
i.e. the actual implementation of risk management actions.
Expressing that in terms of the other two arrows crossing
the Analysts’ Domain – Users’ Domain boundary in Fig. 1.

(2) To support a Third Party Review, which can be either formal
or informal. That is important for demonstrated validity and
degree of trust, which in turn leads to implementers’ and
stakeholders’ acceptance.

(3) To support a Stakeholder Review, which can be either formal
or informal. Exactly as with the Third Party Review, that is
important for demonstrated validity and degree of trust,
which in turn leads to implementers’ and stakeholders’
acceptance.

Finally, the actual implementation of risk management actions
results in what actually matters, which is the final consequences
and residual risk. As explained earlier, this is a quite cursory,
notional treatment of the Users’ Domain. That is because it would
take an entire other paper or even book to explain the Users’
Domain at a more complete level, and in fact for the purposes of
this paper we only need to explain the Users’ Domain at this cur-
sory level to explain the requirements for validity in the Analysts’
Domain.
5. Analysis community domain: Culture of analysis quality

This section presents a different perspective than the sections
on Analysts’ Domain and Users’ Domain. We have found more than
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one instance where the shortcomings of a risk analysis have been
recognized, but the commissioners of the analysis have not been
willing to allocate funds to correcting those shortcomings. The
clear answer is that there is a need for a ‘‘Culture of Analysis Qual-
ity,” that is, a culture of analysts and (perhaps more importantly)
commissioners of analyses where validation standards are widely
recognized and agreed upon, and where risk analysis commission-
ers insist that any risk analysis they commission meet those stan-
dards, and where they provide adequate funding and a schedule
such that those standards can be met. In Section 3 we suggest
one draft of those standards, worded as tests or questions covering
the list of elements: Scope Judgments, Assumptions, Data, SMEs,
SME Elicitation, Risk Analysis (in particular the five topics listed
in Section 3.6), the reporting of that analysis (in particular the four
topics in Section 3.7), and the analytic and narrative transparency
and documentation points of Section 3.8. The point of this section
is not limited to the particular standards suggested in Section 3,
but simply some agreed upon set of standards. In fact other frame-
works for standards can be inferred from Goerlandt et al. (2016),
Rae et al. (2014) and Rouhiainen (1992). At another level, that cul-
ture should be pervasive and accepted enough such that any anal-
ysis or model should have to be tested and found in compliance
with those standards if it is to be used to support a significant deci-
sion. We have one possible framework for that process in Depart-
ment of Defense Instruction 5000.61, which sets policy that
‘‘Models, simulations and associated data used to support DoD pro-
cesses, products and decisions shall undergo verification and vali-
dation (V&V) throughout their life cycles . . .. And shall be
accredited for an intended use,” then references Military Standard
3022 as providing ‘‘suggested templates for documenting VV&A
that are tailored to the application” (Department of Defense,
2008, 2009).
6. How can we make that culture of analysis quality happen?

We include this section as a section separate from Section 5 to
highlight the problem of ‘‘How can we make that culture of analy-
sis quality happen?” and to separate out an issue where we are,
frankly, unclear on the answer. We have our experience base for
Sections 1–5, but we pose the question of this Section 6 as an open
question for the readers of this journal. We began this paper citing
ISO 15288, and there is also ISO 31000, Risk management – Princi-
ples and Guidelines (International Organization for
Standardization, 2009, 2015). In addition, as mentioned, one of
us is coordinator and majority author of a document under devel-
opment in the Society for Risk Analysis: Principles, Guidelines and
Core Knowledge for Analytic Support of Risk Management. But all
of those are simply standards and standards-like documents. None
of them, by themselves, can bring about the Culture of Analysis
Quality we describe here. One promising idea, suggested by a
reviewer, would be to perform research to show possible negative
risk management outcomes if that ‘‘analysis quality” is lacking.
Though one of us did exactly that, showing how a methodological
flaw in one major risk management study could lead to rank rever-
sals in assessed risks of different risk elements. But that research
did not lead to changes in that study. That is, in that example,
we found that research alone, while it might help, may not be suf-
ficient. We admit that it is quite challenging to identify how to cre-
ate such a culture.
7. Summary and conclusion

We began this paper presenting the logical sequence upon
which our reasoning is based: Validation of a risk analysis should
be based on how well the risk analysis supports risk management,
k analysis validation for risk management. Safety Sci. (2017), http://dx.doi.
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and assessing how well the risk analysis supports risk manage-
ment should include considering how well it supports the actual,
real-world decision making process, and the roles trust, third party
review and stakeholder review and acceptance may play in that.
Then we reworded that logic: Validation for risk management
must be considered from a systems perspective, and presented that
system in Fig. 1. That figure, in turn, provided the structure for a
series of eight functions of risk analysis, and within those functions
sixteen tests of validity, each test worded as a question. Each test is
paired with a discussion of the shortfalls associated with failing
that test. That Fig. 1 is divided into three domains: Analysts’
Domain, Users’ Domain and Analysis Community Domain. The
Analysts’ Domain is the one domain implicitly assumed in any dis-
cussion of risk analysis validation we have seen. We add to that
perspective the fact that there is a Users’ Domain separating any
risk analysis from the final consequences and residual risk, which
is the only thing that actually matters. That Users’ Domain includes
the risk management decision process, desired implementation of
risk management actions, and the actual risk management actions
achieved based on the acceptance or denial of those actions, where
that acceptance/denial is a result of implementers and stakeholder
acceptance, which in turn is a result of the risk analysis report and
its transparency and documentation. Underlying both the Analysts’
and Users’ Domains is the Analysis Community Domain, which
could provide a ‘‘Culture of Analysis Quality” where the sixteen
validation tests listed here would be enforced by both risk analysts
and commissioners of risk analyses. Though we end by admitting
that it is quite challenging to identify how to create that culture.

In conclusion, we have here presented a very broad, insightful
systems perspective on the matter of how to establish risk analysis
validity, including sixteen concrete tests of validity.

The authors are grateful to the four anonymous reviewers for
their useful comments and suggestions to the original version of
this paper. This research did not receive any specific grant from
funding agencies in the public, commercial, or not-for-profit
sectors.
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