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 We design multiple order semantic parsing to analyze heterogeneous data. 

 We propose a hierarchical scalable Distributed Semantic Network to express knowledge. 

 We propose a MapReduce-based PDC framework for knowledge base construction. 

 Distributed Semantic Network is very suitable for PDC framework in CPS. 

 We get much more knowledge and a better knowledge base in less time. 
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Abstract 

The remarkable growth of emerging technologies and computing paradigms in 

cyberspace and the cyber physical systems generate a huge mass of data sources. These 

different autonomous and heterogeneous data sources can contain complementary or 

semantically equivalent information stored under different formats that vary from 

structured, semi structured, to unstructured. These heterogeneities influence on data 

semantics and meaning. Therefore, knowledge management became more and more 

difficult and sometimes fruitless. In this paper, we propose a new scalable model, 

named Distributed Semantic Network (DSN), for heterogeneous data representation and 

can extract more semantic information from different data sources. We use the prior 

knowledge of WordNet and Wikipedia to scale out DSN horizontally and vertically. 

Furthermore, we proposed a MapReduce based framework to construct the knowledge 

base more effectively in Parallel and Distributed Computing (PDC). The experimental 
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results show that DSN can better model the semantic information in the text. It can 

extract a larger amount of information from the text with a higher precision, achieving 

34% increase in quantity and 15% promotion on precision than the best-performing 

alternative method on same datasets. On the three datasets, our proposed PDC 

framework shorten the process time by 5.8-11.5 times. 

 

Keywords: parallel and distributed computing; knowledge management; distributed 

semantic network; MapReduce framework; cyber physical system 
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1. Introduction 

Cyber Physical System (CPS) can be viewed as a large networked system, distributed 

geographically with each CPS site having hybrid computing patterns. Because of the 

collective might of CPS nodes, the capabilities of CPS could have far reaching effects in 

finding solutions to grand challenges in fields that combine science, engineering, and 

economics. Thus, CPS applications will require resources from different domains. In the 

absence of central authority to moderate and manage resource requests for CPS 

services, there is a need to facilitate the coordination of services and cooperation to 

share resource knowledge among resource providing nodes in CPS. There is a large 

variety of heterogeneous data stored in CPS nodes, includes traditional relation database 

that from different software vendors, including different types of NoSQL database, and 

different types of file, all of the data resources grow rapidly, become a great repository 

of data. For meeting the requirements of knowledge services, we need to extract the 

knowledge implied in heterogeneous data, represent and integrate the knowledge to 

support knowledge system. 

Knowledge Base Construction (KBC), the process of populating a knowledge base 

with semantic information from heterogeneous data, is an important and difficult task. 

In recent years, several large-scale knowledge bases have been constructed, such as 

YAGO[1], NELL[2], DBpedia[3], IBM’s Watson[4] and Microsoft’s EntityCube[5]. 

However, the rapid growth of huge heterogeneous textual data, stored in different data 

sources with different format and structure (e.g. mobile computing, social computing, 

Internet of Things, etc.), make it urgent to find a way to acquire and management 

knowledge from these data quickly. It is clear that building a distributed parallel 

framework to extract knowledge and construct knowledge base meet this requirement 
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efficiently. Simultaneously, the present expression of heterogeneous textual data is 

weak semantic for random distribution so that it is not conducive to Parallel and 

Distributed Computing (PDC). It is obvious that there is a demand for a good data 

representation method with strong semantic can help parallel extraction of knowledge 

for better performance. 

At present, there are two main methods for data representation: vector-based 

representation and graph-based representation. Vector-based representation uses word 

frequency or context information to express the data in digital form. Graph-based 

representation uses nodes to represent terms and uses edges to represent the specific 

relationship between the nodes. Although the vector-based and graph-based 

representation methods can express the existing features of heterogeneous data to some 

degree, they have their respective shortcomings. For word vector, it can convert the text 

into a vector according to the similarity between the text words, but cannot reflect the 

order relation of the words in the text data and capture the role that the words play in the 

text. For graph model, it can express the order or structural feature of the statement on a 

single level, but cannot reflect the similarity of the text vocabulary and the semantic 

relations between the words, such as the relation of generalization and specialization. 

In this paper, we propose a hierarchical graph based Distributed Semantic Network 

(DSN) representation model for knowledge extraction and knowledge base construction 

with MapReduce framework in PDC. Distributed semantic representation for data is a 

critical component of many networks based knowledge based systems. It can be used to 

describe the semantic distribution in textual data. The new DSN overcomes the sparsity 

of natural languages by representing words with high-dimensional vectors in a 

continuous space and represents the meaning of data by distributing the conceptual 
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vectors to different layers according to their information entropy. It not only captures 

the word order relation and subject-predicate-object structure but also adds the 

relationship between the hypernym and hyponym in the text. Also, we use the prior 

knowledge of WordNet and Wikipedia to scale out DSN with synonym nodes and 

nearest hypernym nodes, which is equivalent to capturing the similarity relation and 

inclusion relation between text terms. In a word, our proposed model can express 

complete and richer semantic information, which can reflect the distributed features for 

parallel KBC in CPS. 

The scalable architecture of DSN is pretty suitable for information extraction in a 

distributed parallel way. To achieve this goal, we propose a MapReduce-based 

distributed parallel framework to extract as many as possible triples in the form of 

<subject, predicate, object> from expanded DSN and use triples for KBC. 

The main contributions of this paper can be summarized as follows: 

1) We design Multiple Order Semantic Parsing (MOSP) to analyze heterogeneous 

data, that is, each piece of semantic information implied in the text is represented by a 

set of nodes and edges associated. 

2) We propose a hierarchical graph based scalable DSN to express semantic 

information implied in the text and absorb more prior external knowledge for 

expansion. 

3) We propose a MapReduce-based framework to extract semantic information 

from DSN and manage it for knowledge base construction. 

4) Experiment results on datasets show that: i) DSN can extract an average of 6.2 

times more amount of knowledge from each text. ii) the precision of knowledge we 

extract exceeds 64%. 
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The remainder of this paper is structured as follows: Section 2 describes some 

existing approaches for knowledge extraction and management in the literature. In 

Section 3, we introduce the scalable DSN architecture and the constructing in detail. In 

next Section, we describe the MapReduce framework for KBC. Then we present results 

of our experiments in Section 5. By comparing with other extraction results with 

different configurations on datasets, we show the effectiveness of our proposed model. 

In Section 6, we discuss the errors and weakness of our model. Finally, we conclude the 

paper in Section 7. 

 

2. Related Works 

2.1 Data Representation Model 

In traditional data presentation, bag-of-words (BOW) represent the data to be a vector 

space defined by the different terms. If a term occurs in the text, the corresponding 

value in the vector is nonzero. This kind of model only describes whether a term exists 

in the text, but cannot reflect the importance of this term for the text. To make up this 

shortcoming, a lot of weighting schemes [6,7,8,9,10] have been proposed, such as 

document frequency (TF) and the inverse document frequency (IDF) [11]. These 

schemes add appropriate weights to each dimension in vector space to indicate the 

importance of terms. However, BOW model has some unavoidable disadvantages. 

Particularly, its dimension is too large, and the relationship between each word vector 

cannot be described. Because of them, another way of data representation which focuses 

on neural models [12] was proposed. This kind of model can automatically extract 

dense features from textual data; typical methods include skip-gram (SG) [13], 
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continuous bag-of-words (CBOW) [14], Paragraph Vector (PV) [15], and so on 

[16,17,18]. Usually, these models capture context information of textual terms.  

Another way of data representation is a graph, which is divided into word order based 

graph and syntactic structure based graph, where the word order based graph model 

[19,20,21,22] can express the frequency of the word itself and the word order relation 

occurred in the text according to a specific window size. In some models, the nodes 

represent the terms, and the directed edges represent the order of words. The syntactic 

structure based graph model [23] analyzes the dependency between terms and shows the 

term’s role that it plays inside the statement. In the others, the nodes represent the terms, 

and the edges represent the syntactic relation between the nodes. 

Although vector-based representation methods and graph-based text representation 

methods can express the existing features of data to some degree, they have their 

respective shortcomings. For word vector, it can convert the text into a vector according 

to the similarity between the words, but cannot reflect the order relation of the words in 

the text and capture the role that the words play in the text. For graph model, it can 

express the order or structural feature of the statement on a single level, but cannot 

reflect the similarity of the text vocabulary and the semantic relations between the 

words, such as generalization and specialization. 

2.2 Knowledge Extraction and Management 

    Knowledge base construction in PDC has been a curial and emerging research area 

recently. Along with the development of information processing technology, many 

creative and meaningful approaches emerge in past several years. Generally speaking, 

its work is divided into two categories: (1) facts from semi-structured data, such as 

YAGO [1], YAGO2 [24], DBpedia [3], and Freebase [25], which mainly comes from 
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Wikipedia infoboxes and database; (2) facts from unstructured data, such as NELL [2], 

Reverb [26], OLLIE [27], Elementary [28], Prospera [29] and so on, which is extracted 

from web, text and document.  

2.2.1 Knowledge from Semi-structured Data 

The initial study focuses on the first category because there are a lot of semi-

structured data for easy processing in the past. YAGO and DBpedia project extracts an 

ontological knowledge base from Wikipedia. DBpedia and YAGO have different class 

systems. While YAGO reuses WordNet and enriches it with the leaf categories from 

Wikipedia, the DBpedia project has manually developed its taxonomy. YAGO’s 

compatibility with WordNet allows easy linkage and integration with other resources 

such as Universal WordNet, which we have exploited for YAGO2. For extracting 

relational facts from infoboxes, YAGO2 uses carefully handcrafted patterns, and 

reconciliations duplicate infobox attributes (such as birthdate and dateofbirth), mapping 

them to the same canonical relation. DBpedia outsourced the task of pattern definition 

to its community and used a much larger number of more diverse extraction patterns, 

but ends up with redundancies and even inconsistencies. For semantic integration of 

heterogeneous XML data, data clustering and semantic-aware indexing can make some 

benefit from XML semantic analysis [30]. [31] proposes a knowledge base model by 

extracting useful information from social media.  

2.2.2 Knowledge from Unstructured Data 

With the explosive growth of data on the web, it is found that the coverage and real 

time of semi-structured data are not good enough. Researchers began to extract 

knowledge from the original data directly, which is the second category. Since the raw 

data is unstructured which is only in plain text with no or less structure information, it is 
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necessary to use Natural Language Processing (NLP) technology. According to the 

different extraction methods of the processed data, this class can be divided into two 

types: rule-based systems and statistical approaches.  

Reverb [26] uses simple syntactic and lexical constraints on binary relations 

expressed by verbs to matching open information. ReNoun [32] generalizes from the 

seed set to produce a set of extractions of noun attributes. These extracted semantic 

information will be mapped to relation triples in various ways, such as manually rules 

[27], co-occurring relations in a large distantly-labeled corpus [33], topic model [34], 

and clustering method [35].  

In an open domain, it is difficult to ensure that the pattern set covers all situations and 

extracts with high accuracy. For the last decade, statistical approaches and machine 

learning have been proposed to select from a range of a priori features automatically. In 

these approaches, the extracted triple is associated with a marginal probability that it is 

true. NELL [2] uses logistic regression to select the most similar semantic shortest 

dependency patterns to update seed patterns in each iteration of bootstrapping. 

Microsoft’s EntityCube [5] performs iterative distant supervision while using the 1-

norm regularization technique to reduce noisy extraction patterns. Prospera [29] uses an 

approach based on constraint satisfaction to combines pattern-based relation extraction 

approaches with domain-knowledge rules and performs consistency checking against 

the existing YAGO knowledge base. 

Besides, it is found that it is time-consuming and inefficient to build a large-scale 

knowledge base. Therefore, some researchers introduce distributed computing to the 

construction of knowledge base. Research on distributed knowledge extraction and 

distributed knowledge base construction begin and will become an area of intense study. 
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Elementary [28] leverages high-throughput parallel computing infrastructure such as 

Hadoop, Condor, and parallel databases are used to support KBC with terabytes of data 

and millions of entities. 

 

3. Scalable Distributed Semantic Network  

    The traditional data representation methods are not suitable for information extraction 

in distributed and parallel computing, and cannot retain sufficient semantic information, 

such as the order of terms and “hypernyms - hyponyms” relation of terms in texts. To 

solve the problem, we propose a hierarchical graph based DSN for representing 

semantic information extracted from heterogeneous data. Distributed semantics 

develops and studies theories and methods for quantifying and categorizing semantic 

similarities between linguistic items based on their distributional properties in large 

samples of language data. DSN can be used to describe the hierarchical and distributed 

semantics implied by text data. It not only expresses the <subject-predicate-object> 

relationship between text terms by phrases network but also shows the <generalization-

specialization> relationship in a hierarchical structure. Therefore, DSN can absorb more 

distributed semantic features and be suitable for information extraction in distributed 

environments. 

3.1 Architecture of Distributed Semantic Network 

The hierarchical architecture diagram of DSN is shown in Fig. 1. DSN is consist of 

several concept layers that connected by generalization and specialization relationship 

of the concept nodes in different layers. In each layer, the orange circles represent 

subject nodes, the white circles represent object nodes, the purple lines represent the 

ordering relationship between the nodes inside a subject or an object, the red lines 
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represent predicates, and the blue lines represent the relation between hypernym and 

hyponym. The words in lower layers have more precise sense than words in higher 

layers, and words in high layers have broader sense than words in lower layers. The 

number of layers can be determined automatically by the sense of each concept. The 

sense of the concept can be obtained from the hierarchical relationships from WordNet, 

which is a large lexical database of English. Nouns, verbs, adjectives, and adverbs are 

grouped into sets of cognitive synonyms (synsets), each expressing a distinct concept. 

 

Fig.1. The architecture of DSN with three concept layers 

 

The distributed features of the model are revealed by the hierarchical structure, 

hierarchical relationships, the order and <subject-predicate-object> relations between 

nodes together. In DSN, all triples are distributed in different layers according to their 

semantic information. Inside each layer, all nodes are in different positions according to 

their roles they played in the statement.  

3.2 Scalable Distributed Semantic Network Construction 
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CPS produces massive data from heterogeneous sources. When we have captured the 

data in different structures, DSN can be constructed and scaled out by three steps: 

MOSP processing, DSN construction, and scalable DSN expansion. The overview of 

DSN construction process is shown in Fig. 2. 

Multiple Order 

Semantic Parsing

Lemmatization

Hypernyms Extraction

DSN Construction

Semantic 

Expansion

Textual Data

Nodes and Edges

Initial Distributed 

Semantic Network Scalable Distributed 

Semantic Network

 ..

 

Fig.2. The overview of DSN construction process: extract concept nodes and relation 

edges by multiple order semantic parsing, lemmatization and hypernyms extraction for 

initial DSN construction, scalable DSN expansion by generalization-specialization 

 

3.2.1 Concept Entities and Relationships Extraction 

We propose MOSP to preprocess data for extracting semantic information. The 

semantic information includes not only the concept entities and relationships in DSN, 

and also the generalization-specialization relationships between the concepts with 

different information entropy. Each statement in the data as input is turned to a triple in 

the form of <subject, predicate, object>. The “subject” and “object” are expressed as a 

set of nodes; the “predicate” is expressed as edges. 

MOSP is a process of scattering and restructuring as shown in Fig. 3. Firstly, the 

input statements are preprocessed to remove the noisy information, such as structure 

information and some stop words, etc. Moreover, the statements are processed to split 

into fragments (words, phrases, symbols, and other meaningful segments) with semantic 
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association information, which is completed in dependency parsing by the NLP Parsing 

tools. Next, these semantic elements are processed into a binary semantic structure, 

named Multiple Order Semantic Tree (MOS Tree). In some compound-complex 

sentence, there are often many clauses contained in the statement. We need to handle all 

clauses and merge the generated MOS Trees with the tree from the main clause. When 

we deal with all clauses, the whole MOS Tree would be optimized by the optimization 

process. Finally, a complete MOS Tree would be constructed. 

 

Fig.3. The process of multiple order semantic parsing for concept entities and 

relationships extraction 

 

(1) MOS Tree Construction 
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The root node of MOS Tree is essential at the beginning of the parsing. The relational 

phrase of the main clause is selected as the initial root node because it is also the root of 

the dependency path. Starting from the initial root node, we first find the possible 

relational subject/object. The corresponding patterns are learned from many MOS Tree 

examples and its dependency parsing in a corpus. The relational subject of a relational 

phrase may be the subject, possessive, relational phrase of nested clause, and so on, the 

relational object of a relational phrase may appear in some dependency structures such 

as the direct object, preposition structure, relational phrase of object clause, and so on. If 

the current root does not have a child node (subject, object or relational phrase), 

construction of semantic tree is completed. Otherwise, the child node will be a new root 

node for recursive construction.  

For compound-complex statements, there is more than one clause. After construction 

of MOS Tree from the initial root, the next step is to find whether there is any other 

clause except the main clause (which is the origin of the MOS Tree from the initial root). 

For each “brother”, a conjunction node will be generated as a parent node to connect the 

root of it and its brother. Moreover, the brother node will be a root for recursive 

construction. After the completion of construction of each clause and conjunction, we 

get a binary semantic tree of this statement. 

(2) MOS Tree Optimization 

The semantic generating tree may contain single child subtree (only-leftchild or only-

rightchild). Therefore, the following optimization work is to upgrade it into the strict 

binary tree. 
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The specific work depends on whether the subtree with complete semantic 

information. As showed above, different solutions to these two cases are designed to 

adjust the structure of the subtree. If it has a binary semantics, the subtree will be 

processed to a strict binary tree. Otherwise, semantic of these subtrees are processed to 

merge into a semantic object node as a “LeafNode”. Finally, an MOS Tree will be 

constructed successfully, and each semantic will be obtained in the triple format by 

traversing the tree. Taking the statement in Fig. 4 as an example, the generating MOS 

Tree by this module is a four-layer structure. A total three pieces of semantic 

information in triple format can be obtained from this MOS Tree shown in Fig. 4. The 

component in triple information will be the nodes and edges needed in the DSN. 

Satement: Madame Curie won the Nobel Prize for her discovery of 

Polonium and Radium. 

<Madame Curie, won, Nobel Prize>

<Madame Curie,  won the Nobel Prize for discovery of, Radium>

<Madame Curie,  won the Nobel Prize for discovery of, Polonium>

#CD

won Nobel Prize forwon

Madame Curie

discovery of

Nobel Prize

discovery of

Madame Curie PoloniumMadame Curie Radium

Madame Curie #CD

#CD

won Nobel Prize forwon

Madame Curie

discovery of

Nobel Prize

discovery of

Madame Curie PoloniumMadame Curie Radium

Madame Curie #CD

 

Fig.4. An example of MOSP: extract three triples from the input statement of “Madame 

Curie won the Nobel Prize for her discovery of Polonium and Radium”  

 

3.2.2 Initial Distributed Semantic Network Construction 

 

https://freepaper.me/t/365382 خودت ترجمه کن : 



Elsevier General template for review 

 17 

The purpose of this section is to construct an initial DSN with hierarchical structure 

and a complete semantic information by combining the subject-predicate-object relation 

between terms and the relations between hypernyms and hyponyms.  Based on the 

nodes and edges obtained in the previous step, we can construct an initial DSN through 

three steps: (1) lemmatization; (2) hypernyms extraction; (3) DSN construction. 

In the previous section, we have obtained the nodes that are connected by the edges. 

Since the edges are all from predicates, they are usually verbs or verb phrases which 

have no hypernyms, so we can focus our attention on the nodes, and add the 

"hypernyms - hyponyms" relations between nodes into the DSN. To query the 

hypernym of a phrase in WordNet, we should firstly lemmatize the word. In this step, 

we traverse each node to reform the nouns contained in them, so that lay the foundation 

for the query of the hypernyms and merging of same nodes.  

Now the words in the nodes can be queried in WordNet, but what we have to notice 

is that one node contains one word, while a subject or an object can be combined with 

more than one node. In this paper, we use three predefined rules to select a set of 

consecutive nodes as key words. The importance of each factor decreases in the 

sequence of length, part of speech (POS), and position. 

– The length of the phrase: The whole phrase contains the most syntax information. 

We choose the phrase as long as possible. If we cannot find the hypernyms of the phrase 

consisting k words, we try k−1 words next. 

– POS of the word: The POS of a word can indicate different information entropy 

implied in it. Noun contains more syntax information in common sense, which followed 

by verb and adjective in sequence. We prefer to choose noun or adjective-noun phrase 
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as a key word to query hypernyms. While the length is the preferential condition, POS 

is the second important factor. 

– Position in the phrase: The latter position contains more syntax information. We 

prefer to choose latter words to query hypernyms. Position information is the lightest 

impactor. 

After obtaining the hypernym-hyponym relations between the nodes, we can express 

the text according to the level of hypernyms, and hyponyms appeared in the WordNet 

tree structure. The number of layers in our model is decided by the number of layers in 

the WordNet tree structure that the data sets’ vocabulary appeared, the relation between 

the layers is represented by the directed edge from hyponyms to hypernyms. Finally, we 

obtain the initial two layers DSN as shown in Fig. 5. 

The original sentence:  
Madame Curie won the Nobel Prize for her 

discovery of Polonium and Radium. She also won 

many other awards.

The triples:  
"Madame Curie"    "won"    "the Nobel Prize"

"Madame Curie"    "won the Nobel Prize for discovery of"    "Radium"

"Madame Curie"    "won the Nobel Prize for discovery of"    "Polonium"

"She"    "also won"    "many other awards"

Madame Curie Nobel Prize

Radium

Polonium

She many other award
also won

won the Nobel Prize 

for discovery of

won

 

Fig.5. An example of initial two layers DSN construction 
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3.2.3 Scalable Distributed Semantic Network Expansion 

After constructing the initial DSN, we can further use external information to do 

some semantic expansion for the model, then obtain the expanded DSN. The external 

information can be WordNet’s synonym and hypernym information, as well as the 

relevant and category information extracted from Wikipedia. The process of semantic 

expansion is mainly divided into two parts: Horizontal expansion (using synonyms to 

expand subject and object) and vertical expansion (using hypernym to expand object). 

We describe the process in Fig. 6. 

 

Acquisition of key words

Query synonyms/first hypernym

if exists

insertion of synonyms/hypernym

noyes

if another key words exist

Expansion finished

Get a subject/object

yes

no

 

Fig.6. The process of scalable DSN expansion using lexical database 

 

To scale out the initial DSN, we focus on the subject nodes and object nodes and do 

some expansion on them. First, we select a set of nodes that contain a subject or an 

object from the initial DSN. Here, we use object as an example. The first step is to 

acquire the object’s key words by using the factors of length, POS, and position. We 
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can get the whole object as key words in the beginning. If such key words cannot let the 

next steps work, then another key word is obtained until there are no key words 

remained. The second step is to input the key words into WordNet and Wikipedia to 

query its synonyms, if there exists a list of synonyms, we connect each of them to the 

previous words contained in the object to form a new object. Next, we input the new 

object into WordNet or Wikipedia and check if the new object is a right phrase. If it is 

not a right phrase, we cannot insert it into the model. In another word, if it is a right 

phrase, we insert it into the original model and connect it to the predicate. The method 

of handling hypernym is the same. 

What’s more, if there is a conjunction in an object, we should query the hypernyms of 

the words connected by the conjunction at the same time, and add the common 

hypernym of these several parallel words to the model. What has to be noticed is that 

this process may create many duplicated nodes and edges, we are better to merge the 

same nodes and edges in this step to simplify the model’s complexity. Finally, the 

scalable DSN is acquired.  

 

4. MapReduce-based Knowledge Base Construction 

Distributed and parallel framework is a method to solve the problem of quickly 

constructing a large knowledge base. Because of a structural feature of our proposed 

DSN, it is convenient for distributed computing. After constructing the scalable DSN 

from the unstructured text by the method described in the previous section, the 

following work is to use the extracted and expanded semantic information to build the 

knowledge base. This section is divided into two parts: scalable DSN based knowledge 

management and MapReduce based framework architecture. 
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4.1 Scalable DSN based Knowledge Management 

Based on the scalable DSN constructed in the previous section, we need to extract 

semantic information from it and refine the knowledge by data fusion process. 

4.1.1 Knowledge Extraction from Scalable DSN 

Knowledge extraction, the basic of knowledge base construction, is to directly obtain 

the semantic information from the DSN in the form of triples. DSN is composed of all 

the original information and expanded information from the raw text. Each path in DSN 

represents one or more pieces of semantic information. Therefore, the knowledge 

extraction from DTSM is a traversal of the networks in essence. 

The traversal process starts from the starting node (without precursor), which is the 

first word of the subject in the triple. Along the directed edge in each layer of DSN, we 

read the semantic information until ending node (without successor) to form a semantic 

path. As mentioned before, the generated semantic path may consist of more than one 

piece of semantic information. We will get each piece of semantic information by 

splitting the path into multiple semantic sub paths. By dividing the entity pairs and their 

relationship from these semantic paths, the semantic information is reorganized into 

triple formatted knowledge. In particular, in the process of traversing the DSN, the 

relation between associated nodes in neighboring layer implies expansion semantic, 

which need to be extracted separately. By such method, we can get all of the possible 

triples from the DSN.  

An example of knowledge extraction is shown in Fig.7. It can be learned that there 

are two layers with 12 nodes in the DSN. Ten nodes are obtained from the text, while 

the nodes “metallic” and “element” are expanded nodes by its hypernym relation of 

“Radium” and “Polonium”. In the process of extraction, we start from the node “She” 
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and “Madame”, and traverse all of the paths starting from them. It can be seen that there 

are four paths in the Fig. 7 as follow: 

1. She—won→many→other→award 

2. Madame→Curie—won the Nobel Prize for discovery of→Radium—hypernym→metallic→element 

3. Madame→Curie—won the Nobel Prize for discovery of→Polonium—hypernym→metallic→element 

4. Madame→Curie—won→Nobel→Prize—hypernym→award 

The nodes of these four semantic paths consist of words of entities, and the edges 

with words express the relation. From the four paths, we can get seven triples as shown 

in Fig. 7. 

Madame Curie Nobel Prize

Radium
Polonium

She many other award
won

won the Nobel Prize 

for discovery of

won

metallic element

Triples:  

"She"    "won"    "many other awards"

"Madame Curie"    "won the Nobel Prize for discovery of"    "Radium"

"Madame Curie"    "won the Nobel Prize for discovery of"    "Polonium"

"Madame Curie"    "won the Nobel Prize for discovery of"    "metallic element"

"Madame Curie"    "won the Nobel Prize for discovery of"    "metallic element"

"Madame Curie"    "won"    "the Nobel Prize"

"Madame Curie"    "won"    "award"  

Fig.7 An example of knowledge extraction from two layers DSN 

 

4.1.2 Knowledge Refinement by Information Fusion 

After the knowledge in triple being obtained, it can be found that information may be 

messy, duplicated or even conflicting. Duplicated and conflicting information will affect 
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the accuracy of the knowledge base, resulting in fuzzy knowledge, and even reduce the 

unreliability of the knowledge base. 

Information fusion is the process of integrating knowledge extracted from DSN to 

produce more consistent, accurate, and useful knowledge than that provided by the raw 

text. We design an information fusion method to complete knowledge refinement. This 

method focuses on the Polysemy and Synonyms problem by clustering. All pieces of 

knowledge are clustered into a few groups, which is used to detect the repeated 

knowledge and refine the semantic relation with different phrases. With the help of 

refinement, knowledge is processed into a standard format. Besides, heterogeneous 

sources of data may bring conflicting information. To address this issue, we use 

statistical inference to combine different semantic information as several recent KBC 

projects do. Associated with each such triple is a confidence score, representing the 

probability that the triple is considered correct. In the previous section, we get four 

semantic paths and seven triples. The triples are refined into six different triples by 

abandoning a duplicate triple < "Madame Curie", "won the Nobel Prize for the 

discovery of", "metallic element">. 

4.2 MapReduce based PDC Framework 

With the help of Scalable DSN, we easily use distributed parallel processing 

technique in information extraction and fusion to provide scalable and efficient 

knowledge base construction. MapReduce is a software framework that can be used for 

processing and generating large data sets. Users specify a map function that splits data 

into key/value pairs, and a reduce function that merges all key/value pairs based on the 

key. The MapReduce framework is easily parallelizable for execution on large clusters 
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of commodity machines. That is helpful for the construction of high-performance, 

highly-scalable applications. 

The workflow of MapReduce-based knowledge base construction is shown in Fig. 8. 

The input of the workflow is the DSN, and the output is the target knowledge base. The 

framework mainly consists of five steps: Data partition, Map, Shuffling, Reduce, and 

Construction. 

Cluster1Map

Map

Map

Reduce

Reduce

<triple1,id1>

<triple2,id4>

<triple1,id2>

<triple2,id5>

<triple1,id3>

<triple2,id6>

<triple1,id1>

<triple1,id2>

<triple1,id3>

<triple2,id4>

<triple2,id5>

<triple2,id6>

Data partition Map

Knowledge 

base

Shuffling Reduce Construction

Cluster2

Cluster1

Cluster2

 

Fig.8. The workflow of MapReduce based knowledge base construction framework 

4.2.1 Data Partition 

In the MapReduce framework, data partition is to split input data into several data 

blocks for the following processing. However, our proposed model is different from the 

general processing data since connected edges of one node cannot be separated to 

process. The nodes connected in the DSN are represented within the same layer, and 

only the hierarchical information can cross different layers. The DSN can be divided 

into some layers, which include complete semantics and are small as far as possible. 

Since our DSN is stored with the list of nodes per layer with an adjacency list, it is 

easy to partition the model by line.  After dividing the model into multiple layers, we 

check whether there is a connection with the upper layer. If there were, we would copy 

the subsequent information to combine with the semantic information of this layer into a 

group. After dividing the model into multiple groups, each group contains a set of nodes 
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and their directed edges, which formed a subgraph containing independent semantic 

information. Then this information will be transferred to Mappers for map task. For 

example, the representation graph in Fig. 7 can be split into two groups. One consists of 

the nodes and edges in the upper layer and includes the concepts of more information 

entropy. The lower layer is made up of the nodes and edges with associated “metallic” 

and “element” and includes the concepts more concrete. 

4.2.2 Map 

The Map task in our framework is to map the input data into the triple format. Once 

assigned to the Map task and input graphs, Mapper executes the map function to 

analyze graphs for extracting the semantic information as described in the previous 

section. The extraction processing in Map function is shown in Algorithm 1. In 

MapReduce based framework, changing a task’s memory requirement requires 

changing the following parameters: (1) The size of the container in which the 

map/reduce task is launched. (2) Specifying the maximum memory (-Xmx) to the JVM 

of the map/reduce task. For the Map function in Algorithm 1, the two parameters 

(mentioned above) are changed for MapReduce in Hadoop 2 as shown below: 

mapreduce.map.memory.mb=2240   # Container size 

mapreduce.map.java.opts=-Xmx2016m  # JVM arguments 
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The input of Map includes id and the adjacency list of a group, which is generated by 

data partition. The output of Map, called intermediate results, is the key-value pairs, in 

which the key is the semantic information in a triple format and the value is the id. The 

Map is the specific implementation of the process of information extraction described in 

the previous section. First of all, we find all the starting node that does not have a 

precursor in the graph of the group. Each starting node represents a semantic path, 

which contains one or more semantic information. Then, we use the starting nodes as 

the root to perform depth first traversal of the input graphs to get the paths. In this step, 

some paths which do not contain complete semantic information will be abandoned. If 

there is more than one starting node, each starting node is performed the same operation 

to extract all semantic triples. Next, the semantic information in triple format is obtained 

by reorganization of these paths. These paths are split into multiple fragments by the 

Algorithm 1. 

Function Map (String key, String value) 

Input: id-adjacency list 

Output: triple-id 

1: Rv = FindRoot(value); 

2: foreach (r ∈ Rk) do 

3:  p = DFS(r) 

4: if(p contains semantic information) 

5:            Pv.add(p) 

6: foreach (p ∈Pv) do  

7:  TFv = p.split 

8:  foreach (tf ∈TFv) do 

9:   t = generate triple from tf 

10:   EMIT-INTERMEDIATE(t, key) 

11:  TFi = inference(TFv) 

12:  foreach (tfi ∈ TFi) do 

13:   ti = generate triple from tfi 

14:   EMIT-INTERMEDIATE(ti, key) 
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semantic edges that express the semantic relationships. A complete semantic 

information can be obtained from each fragment. Moreover, expanded semantic 

information can be reasoned by special semantic edges. Finally, this semantic 

information is organized into triples as the key of the key-value pair for the next step.  

4.2.3 Shuffle 

When all Map tasks have completed, the intermediate results should be shuffled and 

assigned to reducers. The mapped outputs would be sorted and merged by intermediate 

keys, i.e. key2, so that the result is stored with reorganization in local disks and all 

values of the same key are grouped. At the same time, partition calculates that the key-

value pairs should be handed over to which reducer for next processing. Once all 

mapped outputs are already partitioned and stored in local disks, each reducer performs 

the shuffling by simply pulling its partition of the mapped outputs from mappers. Each 

record of the mapped outputs is assigned to only a single reducer by one-to-one 

shuffling strategy. 

4.2.4 Reduce 

The Reduce task in our framework is to refine the semantic triples. Once assigned to 

the input triples, Reducer read the intermediate result from Mappers to remove the 

redundancy from intermediate result. Reduce function, a part of information fusion, is 

described in Algorithm 2. The two parameters are changed for MapReduce in Hadoop 2 

as shown below: 

mapreduce.reduce.memory.mb=2240   # Container size 

mapreduce.reduce.java.opts=-Xmx2016m  # JVM arguments 
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It can be seen Reduce task is relatively straightforward. The input of reduce task is 

the key-values pair, which is generated by shuffling from mapper. The output of reduce 

task is semantic triple without redundancy. The values in input pair are the list of value 

that associated with the same key, which is done by Shuffling to make easy to dedupe. 

Whenever an input pair is obtained, Reducer abandons the value while preserving 

semantic triples in the key. These semantic triples are then used to build the knowledge 

base. In particular, if there is already an existing knowledge base to expand, not only to 

detect the repeated extract information inside but also to identify the repeated extract 

information with the knowledge base as shown above. 

4.2.5 Construction 

When all the Map and Reduce tasks are performed, each Reducer's output is in its 

corresponding output file. Then, these outputs are going to start the second screening by 

refinement and statistical inference. With the help of previous studies, we use the 

similarity computation to group the triples with approximate semantic into a cluster. To 

measure a better similarity of triples, A novel similarity measure, denoted by 

maxsim(ti,tj), is designed to capture the degree of similarity between any two relation 

triples ti,tj, . The measure is defined as: 

Algorithm 2. 

Function Reduce (String key, Iterator values) 

Input: triple-id list 

Output: triple 

1: if (there is a knowledge base K) 

2:     if(!K.contains(key)) 

3:  EMIT(t) 

4: else 

5: EMIT(t) 
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Where wn(ti, tj) is the similarity of the relation triples in literal meaning to deal with 

the synonym problem. In this step, we use a semantic word similarity model constructed 

by combining Latent Semantic Analysis (LSA) based word similarity and WordNet 

knowledge to get a similarity score between relational phrases of 0 to 1 range [36].  

After obtaining the similarity of the relation phrase, these phrases need to be grouped 

into one cluster that can then be treated as one collective unit. We choose the Markov 

Clustering (MCL) to achieve this clustering work in our system. MCL decomposes the 

word graph into small coherent pieces via simulation of random walks in the graph that 

eventually get trapped in dense regions, the resulting clusters. The center will refine 

each triple in the same cluster. After the clustering, the semantic information is deduped 

again. Besides, we use the network to calculate the confidence of semantic information, 

which is used for statistical inference to resolve semantic conflicts. Finally, a more 

complete and powerful knowledge base will be generated. 

 

5. Experiments 

5.1 Data and Evaluation 

We propose scalable DSN and a distributed knowledge base construction framework 

to extract and manage knowledge. To validate that DSN is suitable and helpful for 

distributed computing, we construct the DSN from several unstructured data to generate 

the knowledge base by MapReduce based framework. For the generated knowledge 

base evaluation, we use heterogeneous datasets from different sources, consisting of 

three textual data, is presented and manually labeled in ClausIE [37]. The details of the 

datasets are as follows: 
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(1) Wiki dataset: it contains 200 random short, simple, and less noisy statements 

from Wikipedia pages.  

(2) New York Times dataset: it is a collection of 200 statements from the New York 

Times (NYT) collection. These statements are very clean but tend to be long and 

complex. 

(3) REVERB dataset: it consists of 500 statements obtained via the random-link 

service of Yahoo and is very noisy.  

Different from the existing systems, our proposed framework is applicable for 

heterogeneous datasets. The three datasets used in experiments include text data with 

different formats and structures. Wiki dataset includes not only text but also some web 

structures. NYT includes a large number of complex and compound statements with no 

structures. REVERB is a subset of ReVerb's output run on the English portion of the 

ClueWeb09 corpus, and the file has tab-separated columns strictly. 

To evaluate the effect of our proposed framework, we compare with other systems by 

computing precision and an absolute number of knowledge on datasets. We use the 

absolute number of extractions instead of recall because of the reasons that it is 

infeasible to obtain the set of "all correct" propositions proposed by Luciano et al. We 

automatically evaluate the fact of initially labeled triples and then evaluate the extended 

additional knowledge manually. The expansion of original false information is 

considered wrong. Besides, rest expansions were labeled by two independent labelers. 

Like ClausIE, an expansion was treated as correct only if it was labeled as correct by 

both labelers. 

5.2 Experimental Results 
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Our proposed method is compared against previous works on information extraction 

to verify its effectiveness on three different datasets. We compare our method to three 

state-of-the-art representative information extraction systems (REVERB[26], OLLIE[27] 

and ClausIE [37]) as described in [38,39]. We use precision to evaluate the result of 

semantic information extraction from heterogeneous data included in the three datasets.  

          
                             

                           
 

Table 1 The precision of different systems on each dataset 

 NYT Wiki Reverb 

REVERB 54.98 66.27 53.37 

OLLIE 42.45 41.42 44.04 

ClausIE 53.42 59.74 57.34 

S-DSN 69.27 64.77 65.58 

 

The precision of the three systems and our proposed method are presented in Table 1. 

“S-DSN” means that the results are obtained from scalable DSN. From the precision 

value of each system on different datasets, we can find that in addition to a slight gap 

with REVERB on Wiki dataset, S-DSN has got the best precision among all the 

different methods on NYT dataset and Reverb dataset. Also, the average precision of 

our method is over 65%, which is much higher than other methods. That is because S-

DSN only chooses reliable rules in MOSP and make a verification of expansion. It is 

not worthwhile to lose a large amount of correctness for a small number of extractions. 

Moreover, later we will continue to improve our method to increase the precision under 

the premise of not reducing or even increasing the number of correct extraction. 

Next, we look at the absolute amount of extracted knowledge. Table 2 presents the 

number by different methods on each dataset. The figures in the row of “DSN” are the 

number of directly obtained information by MOSP from statements. For each method 
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and dataset, we use two different numbers: the number of correct extractions / number 

of total extractions. 

Table 2 The number of correct extractions and total extractions 

 NYT Wiki Reverb 

REVERB 149/271 165/249 388/727 

OLLIE 211/497 234/565 547/1242 

ClausIE 696/1303 598/1001 1706/2975 

DSN 542/749 540/765 1297/1785  

S-DSN 924/1334 796/1229 1972/3007 

 

As shown in Table 2, S-DSN not only has a higher precision but also obtains both the 

maximum number of correct information and a total number of results than three other 

methods. Although the number of information directly extracted from statements is 

slightly less than ClausIE, we conduct a more accurate, non-redundant extraction, and 

finally get a greater number by expansion as shown in the last row.  

From the data in Table 2, we can find that expansion on NYT dataset increases 585 

(394 correct) pieces of information, expansion on Wiki dataset increases 464 (252 

correct) pieces of information, and expansion on Reverb dataset increases 1250 (672 

correct) pieces of information. The numbers of expansion information on the three 

datasets reach 60% of the number of direct extraction information. We can conclude 

that the expansion can increase the number of extracted knowledge. That is because we 

added extra semantic information to the expansion process and got some more 

inferential information for knowledge base construction. 

For a more detailed analysis of the effect of the expansion, we compare the results of 

horizontal expansion and vertical expansion on each dataset. Fig. 9 shows the detailed 

data of expansion. The blue bar represents the number of the original triples before 

expansion, the orange bar stands for the number of the correct horizontal expansion, and 
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the green bar describes the number of the correct vertical expansion. Also, the number 

of original information includes all the number of the correct, wrong and screened 

information described in Section 3.2. The number of horizontal expansion and vertical 

expansion consist of the number of correct expansion, incorrect expansion from correct 

original information and the number of expansion from incorrect original information. 

 

Fig.9. The detailed number of expansion on different datasets 

It is shown that the expansion greatly increases the number of semantic information. 

As shown in Fig. 9, compared to the initial screening data, the horizontal expansion 

increases the number of information respectively by 53.04% (288) on NYT, 49.58% 

(235) on Wiki and 51.89% (618) on Reverb. Meanwhile, the vertical expansion 

increases the number of information respectively by 54.70% (297) on NYT, 48.51% 

(229) on Wiki, and 53.32% (635) on Reverb. The data in brackets is the proportion of 

the expansion information and original information. Horizontal expansion and vertical 

expansion respectively increase the number of information by over 48% than original 

filtered information on each dataset. Although the initial information contains a certain 

amount of error information, the results reach a higher precision. It can be obtained 
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from Fig.8 that the precision of horizontal expansion on three datasets is: 69.79% 

(87.77%) on NYT, 61.70% (82.68%) on Wiki, and 61.19% (80.22%) on Reverb. And 

the precisions of vertical expansion are: 60.94% (79.74%) on NYT, 48.47% (67.27%) 

on Wiki, and 49.45% (66.11%) on Reverb. The data in brackets is the precision of 

expansion without an extension from incorrect original information. It can be seen that 

the precision of expansion from correct information is not low. However, the initial 

information is not completely correct. As mentioned before, the expansion of incorrect 

information is all considered incorrect so that the result is not very high. Meanwhile, the 

precision of horizontal expansion is higher than vertical expansion because that the 

substitution of synonyms has less impact on semantics than hypernym-hyponym. 

Table 3 Time consumption of knowledge base construction by different implementation 

and different datasets (seconds) 

 
NYT Wiki Reverb 

Serial implement 153 205 711 

MapReduce-based 26 30 62 

 

Finally, we evaluate the improvement of performance by distributed computing. We 

use Hadoop 2 as experiment platform. MapReduce based experiment is deployed on 4 

PCs with 3.30 GHz dual-core CPU, 6G RAM, and 100G hard disk. Table 3 shows the 

performance of proposed method based on the serial implement and distributed 

implement. It is shown that MapReduce-based framework greatly improved the 

performance on each dataset. On the three datasets, our proposed framework shortens 

the process time by 5.8 times(NYT), 6.8 times (Wiki) and 11.5 times (Reverb). It can be 

seen that with the increase of data scale, the performance of distributed framework is 

more obvious. The first two data sets are small in scale and less obvious in the 
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promotion. That is due to more layers of DSN generated from larger scale data. It can be 

divided into more partitions to distributed computing. Besides, there are some non-

distributed parts in the whole process, so the performance of simple distributed parts 

increases higher. 

 

6. Discussion  

In this section, we analyze the errors and omissions in our proposed method. At first, 

we summarize the rules of incorrect extraction and expansion in the results. Through the 

comparison of the statements with their labeled information, we find following errors: 

(1) Parse error. Some statements, which is in the bad grammatical forms or the 

complex structure with many special symbols, can lead to incorrect dependency parse 

and multiple order semantic parsing in the first step. This error affects the following 

extraction and expansion. 

(2) Incorrect Expansion. In addition to the error expansion from the incorrect 

original information, there is a part of semantic caused by expansion. Not all relations 

can be expanded, and not all synonyms and the hypernym-hyponym can be replaced 

under correct semantic in a particular relation. 

Next, we also analyze the labeled information that we did not get directly from 

MOSP. In addition to the parse error described above, it is found that two types of 

information are ignored. One is the redundant information, which is a combination of 

multiple pieces of information. Our method gets them respectively. Another is non-

binary relation information. Our goal is to construct knowledge base that mainly 

consists of two elements. Non-binary relation information is often the attribute 

information and meaningless information, which is ignored in our method. 
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Besides, our MapReduce framework is not perfect that the refinement and conflict 

handling are simple. These steps take much time, which decreases overall performance. 

In the future work, we will start the research about these two aspects to improve the 

methods of our framework. Also, we will continue to research knowledge reasoning on 

the implicit semantic information. 

 

7. Conclusion  

We presented scalable DSN for express distributed semantics implied in data and 

semantic information extraction. Based on the extracted information, a knowledge 

parallel extraction framework with MapReduce for knowledge base construction from 

heterogeneous data was proposed. It first deals with heterogeneous textual data by 

MOSP to extract the semantic information, and then uses the extracted semantic 

information and existing semantic database (WordNet and Wikipedia) to construct the 

DSN and expose implicit semantic information by horizontal expansion and vertical 

expansion. Finally, all extracted and fused semantic information was used to construct 

the knowledge base based on MapReduce PDC framework. Experimental results show 

that our method outperforms the three state-of-the-art systems both on precision and the 

amount of correct knowledge. The PDC framework can greatly improve the efficiency 

of knowledge base construction. 

The next step in our research is to adjust the PDC framework for performance 

improvement. There is also some target relational information not directly resolved in 

MOSP, which requires our system not only to improve the relevant rules for semantic 

information but also to cover semantic information on the non-standard statements as 

much as possible.  
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